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In this paper, I consider the relationship between Inference to the Best Explanation (IBE) and Bayesianism, both of which are well-known accounts of the nature of scientific inference. In Sect. 2, I give a brief overview of Bayesianism and IBE. In Sect. 3, I argue that IBE in its most prominently defended forms is difficult to reconcile with Bayesianism because not all of the items that feature on popular lists of “explanatory virtues”—by means of which IBE ranks competing explanations—have confirmational import. Rather, some of the items that feature on these lists are “informational virtues”—properties that do not make a hypothesis \(\hbox {H}_{1}\) more probable than some competitor \(\hbox {H}_{2}\) given evidence E, but that, roughly-speaking, give that hypothesis greater informative content. In Sect. 4, I consider as a response to my argument a recent version of compatibilism which argues that IBE can provide further normative constraints on the objectively correct probability function. I argue that this response does not succeed, owing to the difficulty of defending with any generality such further normative constraints. Lastly, in Sect. 5, I propose that IBE should be regarded, not as a theory of scientific inference, but rather as a theory of when we ought to “accept” H, where the acceptability of H is fixed by the goals of science and concerns whether H is worthy of commitment as research program. In this way, IBE and Bayesianism, as I will show, can be made compatible, and thus the Bayesian and the proponent of IBE can be friends.



                    
    


                    
                        
                            
                                
                                    
                                        
                                    
                                    
                                        This is a preview of subscription content, log in via an institution
                                    
                                    
                                        
                                     to check access.
                                

                            

                        

                        
                            
                                
                                    Access this article

                                    
                                        
                                            
                                                
                                                    Log in via an institution
                                                    
                                                        
                                                    
                                                
                                            

                                        
                                    
                                    
                                        
 
 
  
   
    
     
     
      Buy article PDF USD 39.95
     

    

    Price excludes VAT (USA)

     Tax calculation will be finalised during checkout.

    Instant access to the full article PDF.

   

  

  
 

 
  
   
    Rent this article via DeepDyve
     
      
     

   

  

  
 


                                    

                                    
                                        Institutional subscriptions
                                            
                                                
                                            
                                        

                                    

                                

                            
                        

                        
                            
                        

                    

                    
                        
                    


                    
                        
                            
                                
        
            
                Similar content being viewed by others

                
                    
                        
                            
                                
                                    [image: ]

                                
                                
                                    
                                        Inference to the Best Explanation: An Overview
                                        
                                    

                                    
                                        Chapter
                                        
                                         © 2022
                                    

                                

                                
                            
                        

                    
                        
                            
                                
                                    [image: ]

                                
                                
                                    
                                        Inference to the Best Explanation: An Overview
                                        
                                    

                                    
                                        Chapter
                                        
                                         © 2023
                                    

                                

                                
                            
                        

                    
                        
                            
                                
                                    [image: ]

                                
                                
                                    
                                        The Value Provided by a Scientific Explanation
                                        
                                    

                                    
                                        Chapter
                                        
                                         © 2022
                                    

                                

                                
                            
                        

                    
                

            
        
            
        
    
                            
                        
                    

                    

                    

                    Notes
	Traditionally, defenders of scientific realism who rely on the so-called “No-Miracles Argument” formulate their defense of realism as an IBE, e.g. Putnam (1975), Boyd (1983), Psillos (1999). Moreover, appeals to explanatory virtues such as simplicity are often made as a kind of tie-breaker in cases in which theory is under-determined by data. See, for instance, Kukla (1994) for a critical discussion of the appeal to “non-empirical” virtues as a possible solution to the under-determination problem.


	Credences are tracked by and for some Bayesians conceptually identified with betting behavior. For instance, if the agent believes with certainty, i.e. with a credence of 1, that some proposition A is true, then she would be willing to purchase a bet that pays $1 if A is true at a price \(\le \$1\), if she has a credence of 1/2 that A is true, then she would be willing to purchase a bet that pays $1 if A is true at a price \(\le \$0.5\), etc., if she has a credence of 1/4, then she would be willing to purchase such a bet at a price \(\le \$0.25\), etc.


	Formally, the agent’s personal credences can be represented as a function from a set of propositions S to the set of real numbers R, such that for each proposition \(\hbox {A} \in \hbox {S}\), A satisfies the three axioms of probability theory: (1) \(\hbox {Pr(A)} \ge 0\) (Non-Negativity), (2) If A is a tautology, then Pr(A) = 1 (Normality), and (3) If A is incompatible with some proposition \(\hbox {B} \in \hbox {S}\), then Pr(A v B) \(=\) Pr(A) + Pr(B) (Finite Additivity). Additionally the conditional probability of A given B, i.e. \(\hbox {Pr}(\hbox {A} {\vert } \hbox {B})\) satisfies, and for some Bayesians is defined by, the “Ratio Formula”: \( \textit{Pr}(A|B)=\frac{\textit{Pr}\left( {A \& B} \right) }{Pr\left( B \right) }\).


	Subjective conditionalization assumes that when some piece of evidence E is learned, Pr(E) \(=\) 1. In cases in which the agent increases her credence in E to some value x, where \(\hbox {x} < 1\), then the agent may update by a more general rule, called “Jeffrey conditionalization”: \(\hbox {P}_{\mathrm{j}}(\hbox {H}) = \hbox {P}_{\mathrm{i}} (\hbox {H}{\vert } \hbox {E}) \hbox {P}_{\mathrm{j}} (\hbox {E}) + \hbox {P}_{\mathrm{i}} (\hbox {H} {\vert }\,{\sim }\hbox {E}) \hbox {P}_{\mathrm{j}}({\sim }\hbox {E})\). See Jeffrey (1983). Henceforth, I will neglect the issue of uncertain evidence and assume that whenever E is learned, Pr(E) \(=\) 1.


	For a finite partition of hypotheses \(\hbox {H}_{1}, \hbox {H}_{2}, \ldots \hbox {H}_{\mathrm{n}}\), Bayes’ theorem can be generalized as: \(\hbox {Pr}\left( H_i |E\right) = \frac{\hbox {Pr} \left( {\hbox {H}_{\mathrm{i}}} \right) \hbox {Pr} (\hbox {E}|\hbox {H}_{\mathrm{i}})}{{\sum } \hbox { j Pr}\left( {\hbox {H}_{\mathrm{j}}} \right) \hbox {Pr}\left( \hbox {E}|\hbox {H}_{\mathrm{j}}\right) }\).


	As an account of the nature of scientific inference, Bayesianism also includes some quantitative measure of how much E confirms H. There are many options on offer. One example which is not without its problems is the “Difference Measure” (Carnap 1962, pp. 21–22), according to which the degree to which E confirms H is given by \(\hbox {Pr} (\hbox {H} {\vert }\hbox {E}) - \hbox {Pr}(\hbox {H})\). A full account of scientific inference would include a quantitative measure as well, but we need not take any stand on this question here. See Fitelson (1999) for a discussion of the plurality of measures.


	As Harman (1965, pp. 88–89) notes, something like IBE often goes by many names one of which is “abduction”, a term coined by C.S. Peirce. But despite some similarities between Peirce’s abduction and IBE, it has been argued that viewing abduction as the intellectual forbearer of IBE is not historically accurate, e.g. Minnameier (2004), Campos (2009). One key difference between Peirce’s abduction and IBE is that the former belongs to the context of discovery, while the latter belongs to the context of justification. For Peirce, it seems abduction is just the way one invents a new hypothesis, and so it is not warrant-conferring. For instance, Peirce (1934) writes: “[a]bduction is the process of forming explanatory hypotheses. It is the only logical operation which introduces any new idea” (CP 5.172).


	See Salmon (1989) for an important critical survey of analyses of the concept of explanation in the twentieth century.


	In a direct response, Lipton (2001, p. 100) resists this criticism, arguing that our grasp of the concept of an explanation is good enough, even in the absence of a widely agreed-upon philosophical account. It should be noted, Salmon (2001b, p. 122) concedes this point in a further response to Lipton.


	That is to say, if the agent adopts IBE as a rule of updating, then there exists a series of bets, each of which the agent will individually sanction as fair, but which together logically guarantee a loss. See Roche and Sober (2013) who take themselves to be making a similar argument against IBE, although one that does not rely on pragmatic features.


	Here, I will pass over those discussions of the relationship between IBE and Bayesianism that explicitly reject the key assumptions of Bayesianism, e.g. Betz (2013, p. 3555), along with those that propose or defend versions of IBE that are straightforwardly incompatible with Bayesianism, e.g. Douven and Wenmackers (2015), Douven and Schupbach (2015).


	
Hitchcock (2007) is an exception, rightly noting that a full reconciliation between Bayesianism and IBE “can only be achieved (if at all) in a piecemeal fashion, through the identification of factors that contribute to explanatory loveliness, and an exploration of the ways in which these factors might plausibly influence the probability assignments of a Bayesian agent” (p. 439). As I argue below, the prospects for fulfilling this project look grim.


	Salmon also claims that some of Kuhn’s criteria are “economic” virtues—which concern how useful it is to employ the theory. While some of the virtues put forth by IBE-ists may be economic, I will not address this issue further.


	For a more extensive and technical treatment of this idea, see Myrvold (2003) who also agrees that “the ability of a theory to unify phenomena consists in its ability to render what, on prior grounds, appear to be independent phenomena informationally relevant to each other” (p. 400). See Lange (2004) for a critique of this approach to explicating unification and Schupbach (2005) for a reply.


	Of course, conceptually identifying explanatory power with likelihoods is problematic because it’s always the case that \(\hbox {Pr} (\hbox {E} {\vert } \hbox {E}) = 1 \ge \hbox {Pr}(\hbox {E})\). Just because some hypothesis entails the phenomena, it does not follow that the hypothesis explains the phenomena.


	Sometimes “explanatory power” is used as a catch-all term to refer to how well a hypothesis does with respect to all the virtues (e.g. Thagard 1993; Psillos 1999; Mackonis 2013). But it is also common to use “explanatory power” to designate one virtue in particular (e.g. Okasha 2000; McGrew 2003; Glymour 2015).


	
Lipton (2004) seems aware of this (p. 116), but not that it is in tension with his view of IBE as theory of confirmation (p. 62), nor with his claim that his version of IBE can be reconciled with Bayesianism (pp. 103–120).


	This is true only if we ignore the small corrections to the laws of Galileo and Kepler that Newton’s theory makes.


	One case that Henderson (2014, pp. 703–711) focuses on is the preference for Copernicus’ theory over Ptolemy’s theory.


	It should be noted that although Psillos (2007, p. 447) claims that IBE and Bayesianism are incompatible, he expresses sympathy toward a marriage between IBE and Objective Bayesianism. Lipton (2007, p. 458) too expresses sympathy with the Objective Bayesian approach, holding out hope that there is a “normatively privileged way of assigning priors and likelihoods” that will vindicate the explanatory virtues of IBE.


	This is in contrast to other versions of compatibilism, endorsed by Okasha (2000), McGrew (2003), and Lipton (2004) which attempt to reconcile IBE from within the subjective Bayesian framework. This brand of compatibilism argues that explanatory factors can be used as a kind of heuristic approximation to Bayesian inference, at which we are by our nature psychologically deficient. In my view, the position that IBE simply provides a kind of heuristic aid, which we might use instead of performing a Bayesian inference directly, robs IBE of much of its philosophical interest. See Douven (2005), Weisberg (2009), and Henderson (2014) for extensive criticisms of this version of compatibilism.


	It should be noted that Williamson (2010) defends a version of Objective Bayesianism, but rejects Bayesian conditionalization, relying instead on the principle of maximum entropy as an updating rule.


	Weisberg’s third proposal is that explanatory factors can be used to patch up the Principle of Indifference (2009, p. 140), a canonical Objectivist principle that has fallen into disrepute (Sober 2002). See also Huemer (2009) for a similar view.


	This second suggestion of Weisberg’s is similar to Jeffreys’ “Simplicity Postulate” (1931), according to which given a set of competing hypotheses, the simpler hypotheses ought to be assigned a higher prior probability. One way Jeffreys applies this idea is to interpret simplicity in terms of the degree of a polynomial equation relating two variables to each other (e.g. temperature and pressure) and to distribute priors in the following way: the simplest hypothesis \(\hbox {H}_{1}\) of some partition is to be assigned a prior of 1/2 , the next simplest \(\hbox {H}_{2}\) a prior of 1/4, \(\hbox {H}_{3}\) a prior of 1/8, and so on, where \(\hbox {H}_{\mathrm{n}}\) receives a prior of \((1/2)^{\mathrm{n}}\). Thus, for instance, the model that posits a linear relationship receives a prior probability of 1/2, that which posits a quadratic relationship a prior probability of 1/4, that which posits a cubic relationship a prior probability of 1/8, etc. See Sober (2015, pp. 87–93) for a critical discussion of the Simplicity Postulate.


	While Poston may be right that there is no exhaustive analysis of simplicity that covers every plausible case, certain instances of simplicity can be given a deeper justification. See, for example, Forster and Sober (1994).


	Psillos (1999, p. 81) endorses externalism in general and reliabilism in particular, (e.g. Goldman 1986). On this set of views, it is not necessary to have some demonstration that an inference rule is reliable, as the internalist would demand.


	Interestingly, Salmon (1990), despite being a critic of IBE, offers this track-record defense of virtues such as simplicity and unification. According to Salmon (1990, p. 187), we can give the prior probabilities that feature in Bayes’ theorem an objective interpretation by understanding them “as our best estimates of the frequencies with which certain kinds of hypotheses succeed”.


	One might object, as Lycan (2002) does, that the track-record defense is in principle impossible because to argue, for instance, that simplicity has a successful track-record assumes that we can verify which hypotheses are true independently of our appeals to simplicity. But this is false. It is not as though we have access to all the true hypotheses and from there we can check to see that a high proportion of them have the virtue of simplicity. On the contrary, we believe that our hypotheses are true on the basis of simplicity. To respond to this worry, one might argue that, while we can’t inspect all the true theories from the view from nowhere and then see what proportion are simple, we can in principle investigate those theories which have been predictively successful and resisted disconfirmation for a long time and see what proportion of those theories have been simple, unifying, precise, etc. If we have reason to believe that mature, predictively successful theories are true, and those theories are also simple, unifying, precise etc. then we would in principle be able to defend the track-record argument for the truth-conduciveness of the explanatory virtues.


	Some philosophers accept this deflationary view of IBE. For example, Ben-Menahem (1990, p. 324) equates explanatory merit with high probability, and happily admits that this trivializes IBE. See also, Cartwright (1983, p. 6), who remarks: “no inference to best explanation; only inference to most likely cause.”


	The views of Dawes (2013) and Nyrup (2015), both of whom sketch a deflated view of IBE, are similar to the one that I advocate below, although differing in the details. My approach, however, is unique in that I propose reconceiving the nature of IBE as a solution to the problem of sorting out IBE’s relationship to Bayesianism.


	On Kaplan’s view, “You count as believing P just if, were your sole aim to assert the truth (as it pertains to P), and your only options were to assert that P, assert that \(\sim \)P, or make neither assertion, you would prefer to assert that P” (1996, p. 109). On this view, as Kaplan notes (1996, p. 111), it is possible to have very little confidence in P and still believe P.


	One might wish to assert the stronger principle that it is rational to believe that P if and only if 
                                 \( \hbox { Pr} (\hbox {P}) > 0.5\); however, while this principle seems prima facie plausible, the lottery paradox (Kyburg 1961) shows that imposing the threshold \(\hbox {Pr} (\hbox {P}) > 0.5\) (or any threshold aside from 1) as necessary and sufficient for its being rational to believe that P, and assuming some plausible rational constraints on binary beliefs, leads to objectionable results.


	As E&W note, this account is similar to that of Cohen (1992) and Bratman (1999), who also speak of acceptance as a matter of S’s presupposing some H in background deliberation, without necessarily believing H.


	In accordance with E&W’s broad account of acceptance, one might accept for predictive purposes a theory that one knows to be false, one which, for example, contains obviously false idealizations. But if one of the goals of science is truth, then a theory without such idealizations is ultimately desirable.


	Of course, van Fraassen thinks that we should never believe T is true if T makes claims about unobservables.


	This increasingly popular terminological choice of using “acceptance” in a way that is severed from belief, which I admittedly perpetuate, is in some ways unfortunate. For instance, Laudan (1977, pp. 108–114) articulates a distinction similar to the one that I am urging here in the context of IBE, distinguishing between the “context of acceptance” and the “context of pursuit”, where by “acceptability”, he means, as in ordinary English, “worthy of belief” (p. 110). My use of “acceptance” most closely matches Laudan’s use of “pursuit” and its cognates. So, where Laudan would say, “scientists can have good reasons for working on theories they would not accept” (p. 110), I would say, “scientists can have good reasons for accepting theories they would not believe.” Similarly, where Laudan would say, “we cannot be accused of inconsistency or irrationality if we pursue (without accepting) some highly progressive research tradition” (p. 112), I would say, “we cannot be accused of inconsistency or irrationality if we accept (without believing) some theory with a high degree of explanatory content.” As I discuss below, I take Laudan’s concerns about fecundity seriously by including fecundity as one of the IBE-ist informational virtues. Unlike Laudan, however, I urge that for a theory to be acceptable (or worthy of pursuit for Laudan) it must have some degree of plausibility. Still, on my view, we are justified in committing to (or pursuing for Laudan) theories that we would be irrational to believe, a point that Laudan takes pains to emphasize.


	At present one of the most well-known pairs of well-confirmed, though inconsistent theories, is the theory of general relativity and quantum mechanics. See the contributions in the edited volume of Callender and Huggett (2001) for contemporary approaches to reconciling general relativity and quantum mechanics.


	It should be noted, valuing informative content is not an aesthetic idiosyncrasy on the part of scientists; rather, we assume, and with good reason, that whatever the truth is, that truth is a substantive truth.


	This approach is similar to the epistemic utility theory of Levi (1967), according to which theory choice is a pragmatic, decision-theoretic problem mediated by the two distinct and competing goals of truth and informative content. Others who advocate a similar view, whereby truth and content combine to fix what it is that we ought to believe, include Hintikka and Pietarinen (1966), Maher (1993), and Huber (2007). One could locate IBE in this framework as well, but this involves radically re-thinking the connection between full belief and degrees of belief, as full belief would no longer be solely determined by degrees of belief, but would be partly determined by pragmatic factors.


	I owe this objection to an anonymous reviewer.
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