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Abstract

Subseasonal Arctic sea ice prediction is highly needed for practical services including icebreakers and commercial
ships, while limited by the capability of climate models. A bias correction methodology in this study was proposed
and performed on raw products from two climate models, the First Institute Oceanography Earth System Model
(FIOESM) and the National Centers for Environmental Prediction (NCEP) Climate Forecast System (CFS), to
improve 60 days predictions for Arctic sea ice. Both models were initialized on July 1, August 1, and September 1
in 2018. A 60-day forecast was conducted as a part of the official sea ice service, especially for the ninth Chinese
National Arctic Research Expedition (CHINARE) and the China Ocean Shipping (Group) Company (COSCO)
Northeast Passage voyages during the summer of 2018. The results indicated that raw products from FIOESM
underestimated sea ice concentration (SIC) overall, with a mean bias of SIC up to 30%. Bias correction resulted in
a 27% improvement in the Root Mean Square Error (RMSE) of SIC and a 10% improvement in the Integrated Ice
Edge Error (IIEE) of sea ice edge (SIE). For the CFS, the SIE overestimation in the marginal ice zone was the
dominant features of raw products.  Bias correction provided a 7% reduction in the RMSE of SIC and a 17%
reduction in the IIEE of SIE. In terms of sea ice extent,  FIOESM projected a reasonable minimum time and
amount in mid-September; however, CFS failed to project both. Additional comparison with subseasonal to
seasonal (S2S) models suggested that the bias correction methodology used in this study was more effective when
predictions had larger biases.
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1  Introduction
Arctic sea ice extent and thickness have substantially de-

creased when compared to satellite observations available from
the late 1970s (Comiso et al., 2008). This is especially apparent in
September, when the rate of sea ice extent reduction has in-
creased from (0.032±0.017)×106 km2/a during 1979–1998 to
(0.154±0.038)×106 km2/a during 1999–2010 (Stroeve et al., 2012).
The extent of multi-year ice showed a sudden decrease from
4.69×106 km2 to 3.61×106 km2 during 2005–2007 (Nghiem et al.,
2007). Previous study also noticed that there was a significant re-
duction in ice thickness, with a rate that reached 0.17 m/a during
2003–2008 (Kwok et al., 2009). At the same time, the ice melting
season increased by 20 days in the past 30 years from 1979 to
2009 (Markus et al., 2009).

Under the background of frequent Arctic activities, sub-

seasonal Arctic sea ice predictions have become increasingly im-
portant for commercial companies, icebreaker captains, and
policy makers, as the spatial distribution of ice extent is key in-
formation required for planning cruises several months ahead,
and/or identifying safe routes several weeks ahead. However,
current dynamical models are still not solid enough for making
subseasonal predictions; this is primarily due to errors in the
model physics and initial conditions (Blanchard-Wrigglesworth
et al., 2015). For sea ice outlook comparisons, model prediction is
only marginally better than the linear trend results (Stroeve et al.,
2014), and the skill of numerical models in predicting seasonal
minimum ice extent is generally comparable to that of statistical
methods (Zampieri et al., 2018; Wayand et al., 2019). Due to these
facts, sea ice prediction remains quite challenging in Arctic (Liu
et al., 2019) and also in Antarctic (Zampieri et al., 2019). To re-  
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duce the gap between model predictability and service require-
ments, previous studies applied bias corrections based on the
differences between predictions and observations, which proved
to be effective (Meehl et al., 2014; Blanchard-Wrigglesworth et al.,
2017; Director et al., 2017).

The first Chinese National Arctic Research Expedition (CHIN-
ARE) was conducted in 1999, and the Pacific section was chosen
for its investigation domain. Icebreaker Xuelong became the first
Chinese research vessel to sail across the Northeast Passage from
the Bering Strait to the North Atlantic in the summer of 2012, and
it crossed the Central Passage and Northwest Passage in the sum-
mer of 2017. In 2013, the China Ocean Shipping (Group) Com-
pany (COSCO) initiated the first Chinese commercial cruise from
China to Europe and successfully developed it as an operational
route. By the summer of 2018, nine research cruises and 22 com-
mercial voyages have been conducted by China in the Arctic re-
gion.

In the summer of 2018, subseasonal Arctic sea ice predictions
based on two climate models, the First Institute Oceanography
Earth System Model (FIOESM v1.0) and the National Centers for
Environmental Prediction (NCEP)-Climate Forecast System (CFS
v2.0), were carried out to support the ninth CHINARE activities in
the Pacific Section and eight COSCO commercial voyages across
the Northeast Passage (Fig. 1). The active period was from July to
October, when sea ice extent was relative low in the Arctic.
Xuelong usually sailed north to 85°N, in order to find large, solid,
and continuous ice floes for field scientific experiments. The cap-
tain would pay more attention on sea ice concentration (SIC)
when Xuelong sailed into multi-year ice zone at a high latitude,

because multi-year ice thickness was beyond the ice-breaking
ability of Xuelong, under which condition high concentration
would increase the risk to be trapped. COSCO commercial ships
usually sailed along the coast of Russian Arctic, where sea ice was
free from early July. The normal time for ships sailed from the
Bering Strait to the Norwegian Sea was about 10–20 d, depending
on sea ice condition in the narrow straits or pilotage arrange-
ment of Russian icebreakers. Because most of their commercial
ships had no ice-resistance ability, the captains would always
prefer to sail in the open water. So the location of sea ice edge
(SIE) was amongst the top priorities for the captains.

We proposed a bias correction technology to improve the raw
products from two operational prediction models, FIOESM and
CFS, and bias corrected products were used to service Arctic voy-
ages navigation, which was the first attempt in China to include
this methodology in the official practical services of subseasonal
Arctic sea ice prediction. According to the reasons mentioned in
the last paragraph, SIC in high latitude and SIE in the marginal
area were amongst the top priorities for icebreaker Xuelong and
commercial ships. Therefore our assessment focused on the bias
of SIC and SIE. In Section 2, operational models and experi-
ments, benchmark forecasts, Subseasonal to Seasonal (S2S) Pre-
diction Project and satellite data are introduced. The methodo-
logy of bias correction used in this study is described in Section 3.
Model bias and the bias-corrected products are shown in Section
4. The discussion on different initialization dates and comparis-
on with S2S results is presented in Section 5. The summary and
conclusions are presented in Section 6.

2  Models and data

2.1  Models description
FIOESM is the first fully coupled Earth system model that

considers the ocean surface wave model by including non-break-
ing wave-induced vertical mixing (Qiao et al., 2004) into the
ocean model. The model components are Community Atmo-
sphere Model Version 3 (CAM3), Community Land Model Ver-
sion 3.5 (CLM3.5), Los Alamos National Laboratory sea ice mod-
el Version 4 (CICE4), Parallel Ocean Program Version 2.0
(POP2.0), and the Marine Science and Numerical Modeling
(MASNUM) surface wave model. Further detailed information
regarding FIOESM can be found in a previous study (Qiao et al.,
2013). A data assimilation scheme based on the Ensemble Ad-
justment Kalman Filter (EAKF) and Localized Error Subspace
Transform ensemble Kalman Filter (LESTKF) was performed to
generate the initialization by assimilation of sea surface temper-
ature, sea level anomaly, sea ice concentration, and sea ice thick-
ness (Shu et al., 2015a; Chen et al., 2016). The atmospheric mod-
el was initialized from historical control run. The horizontal res-
olution is a nominal 1° for sea ice products from FIOESM.

The NCEP CFS model is a coupled atmosphere-ocean-land
surface-sea ice model. The atmospheric model was based on the
NCEP operational global forecast system (GFS) model with im-
provements, including new radiation and physics (Saha et al,
2010). The horizontal resolution is T126 with 64 hybrid vertical
layers. The ocean model is from the Geophysical Fluid Dynamics
Laboratory (GFDL) Modular Ocean Model version 4p0d (MOM4,
Griffies et al., 2004), with 40 vertical layers. The zonal resolution
of MOM4 is 0.5°. The meridional resolution is 0.25° between 10°S
and 10°N and gradually increases through the tropics, becoming
0.5° poleward of 30°S and 30°N. The ocean model uses a tripolar
grid north of 65°N. The land surface model is the Noah land sur-
face model (Ek et al., 2003), which is imbedded in the GFS. The
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Fig. 1.     The Route of icebreaker Xuelong  (solid black line) and
COSCO commercial  voyages (dashed line in different  colors)
during summer 2018. The sea ice concentration of August 1, 2018
was illustrated. The date inside brackets after the ship names rep-
resented the period they sailed in Arctic.
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sea ice model is from the GFDL Sea Ice Simulator with slight
modifications, allowing excessive heat from the ocean to store in
the sea water instead of overmuch melting the sea ice in winter.
There are three layers including two equal layers of sea ice and
one (optional) layer of snow with five categories of sea ice thick-
ness (0–0.1 m, 0.1–0.3 m, 0.3–0.7 m, 0.7–1.1 m, and a category
greater than 1.1 m). The snow has no heat capacity, the upper ice
layer has sensible and latent heat capacity (i.e., a variable tem-
perature/salinity dependent), and the lower ice layer has only
sensible (fixed) heat capacity. The base of the ice is fixed at (salin-
ity dependent) the freezing temperature for seawater.

The sea ice dynamics are based on Hunke and Dukowicz
(1997) using the elastic-viscous-plastic technique to calculate ice
internal stress. The ice strength calculations follow those of Hi-
bler III (1979). The ice thermodynamics are based on a study by
Winton (2000). Global Atmospheric, Ocean, and Land Data As-
similation System (GDAS, GODAS, and GLDAS) are used for
providing the initial conditions for CFS, including a SIC Nudging
scheme for the sea ice initialization in the CFS operational runs
(Saha et al., 2014).

2.2  Model experiments
Four reference runs were carried out, initialized on July 1, Au-

gust 1, and September 1 of each year for 2014, 2015, 2016, and
2017, and then run for 60 days, for the purpose of obtaining the
bias of the FIOESM and CFS models. The real forecast experi-
ment for summer 2018 was initialized on July 1, August 1, and
September 1, and run for 60 days, in order to predict the sea ice
conditions. All experiments were run with 10 ensembles (Table 1).
This work was a part of the official sea ice service for the ninth
CHINARE and COSCO Northeast Passage voyages, provided by
the National Marine Environmental Forecasting Center.

2.3  Benchmark forecast
We employed a benchmark forecast as reference to assess the

predictive skills of the forecast systems, which was called “clima-
tological trend” forecast (CLIM). This was based on the observed
sea ice conditions 30 years previous to the forecast target time.
The linear least squares trend was fit to SIC observations from
1988 to 2017 at each grid cell and used to predict SIC values for
each day of 2018.

2.4  S2S forecasts
Subseasonal to seasonal forecasts are available on the web-

site https://confluence.ecmwf.int/display/S2S/Models (Vitart et
al., 2017). The stored datasets are from year 2015 and initialized
once every month. We downloaded predictions of JMA, Meteo
France, HMCR, CMA, and ECMWF initialized on July, August and
September from 2015 to 2018. Unfortunately, after checking the
downloaded data, we found that the predictions in some single
month were obviously incorrect for HMCR and CMA, which
caused the failure in the mean bias calculation. For Meteo
France, the predictions for some year were incomplete and
stored time series were less than 60 d. Therefore only JMA and
ECMWF predictions were used to compare with the 60 d predic-
tions in this study.

2.5  Satellite dataset
The satellite sea ice concentration (SIC) dataset used in this

study is from Advanced Microwave Scanning Radiometer 2 (AM-
SR2), which has been operating onboard the Global Change Ob-
servation Mission-W (GCOM-W) satellite since July 3, 2012. This
dataset is derived with the ARTIST Sea Ice (ASI) algorithm

(Spreen et al., 2008), and provided to the public by the University
of Bremen through internet (http://www.iup.uni-bremen.de:
8084/amsr2/). It is a daily product, with a 6.25 km resolution. The
uncertainties of AMSR2 SIC in the marginal ice zone are estim-
ated to be approximately 10% (Zhao et al., 2017).

3  Methodology of bias correction
The bias correction methodology (Fig. 2) is widely employed

to correct the projected raw model outputs in climate prediction
experiments by using the mean bias between simulations and
observations during a particular reference period (Huntingford et
al., 2005; Ines and Hansen, 2006; Hawkins et al., 2013).

ΔREF

SICREF OREF

In the current study, the bias ( ) between SIC simulations
( ) and observations ( ) from the historical reference
period is described by:

ΔREF (t) = SICREF (t)− OREF (t) . (1)

Δ̄REF

To produce a more accurate bias distribution, random SIC bi-
as signals were filtered at a threshold of 10%, which is the uncer-
tainty of satellite-derived SIC in the marginal ice zone in the Arc-
tic summer (Zhao et al., 2017). If the differences in a specified
grid cell were always larger than the threshold value, the bias was
thought to be consistent. Then, the mean bias ( ) in this grid
cell was calculated by:

Δ̄REF =

n

n∑
t=

ΔREF (t) . (2)

Otherwise,

Δ̄REF = . (3)

Table 1.   The model experiments for FIOESM and CFS
Experiments Initialized time Prediction period/d

Reference run

2014/7.1/8.1/9.1 60

2015/7.1/8.1/9.1 60

2016/7.1/8.1/9.1 60

2017/7.1/8.1/9.1 60

Forecast run 2018/7.1/8.1/9.1 60

OREF SICBC

SICREF SICRAW

correctionΔ

 

ΔREF

OREF

SICREF

SICRAW

SICBC

Fig. 2.   Schematic of the bias correction methodology. Bias cor-
rection uses raw model output for the future period, and corrects
it using the bias ( ) between historical reference data from the
model and observations.   means observations during the
historical reference period,  means model output from the
historical reference period,  means raw model output for
the prediction period, and  means bias-corrected output.
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In the simplest case, consistent bias was assumed to be the
same, and the projected raw model output was simply shifted by
the mean bias in the reference period:

SICBC = SICRAW − Δ̄REF. (4)

4  Results

4.1  Spatial distribution of model bias
For the convenience of data processing in this study, products

from CFS and AMSR2 were interpolated into the same spatial res-
olution as FIOESM. Considering the practical needs of predic-
tion service, all products were averaged based on a different peri-
od of 10 d. For example, the first 10 d in August were averaged
and named as early August, the second 10 d were averaged and
named as mid-August, and the third 10 d were averaged and
named as late August.

The mean bias of FIOESM SIC for different periods of 10 d in
August and September is shown in Fig. 3. The sea ice edge (SIE) is
illustrated by the blue lines (observation) and red lines (model),
and was defined as the location of 15% sea ice concentration.
FIOESM underestimated the SIC in the most ice-covered area,
with the mean bias spreading from –26% in mid-August to –31%
in late September. The predicted SIE was further north than that
of satellite-derived result, especially in the Pacific Section, where
the SIE was much smoother than that obtained by observation.

The CFS overestimated the SIC in the marginal ice zone,
while it underestimated the SIC in the central area (Fig. 4). The
positive mean bias increased from 26% in mid-August to 33% in
late September, while the negative mean bias remained at a sim-
ilar level of –16% during this period. The overestimation of SIE
mainly occurred in the Beaufort Sea, Chukchi Sea, and New
Siberian Sea, which gradually increased along with the increase
in lead time (Fig. 4).

4.2  Improvement by bias correction
Two metrics were used to evaluate the role of bias correction

on the predictions initialized on August 1, 2018. Root Mean
Square Error (RMSE) was selected to reflect the overall SIC differ-
ences, while Integrated Ice Edge Error (IIEE) was used to assess-
ing the disagreement of SIE between prediction and observation.
It was expressed as sea ice extent sum of area where was covered
by model forecasts, but not covered by satellite observations
(overestimation by model), and area where was not covered by
model forecasts, but covered by satellite observations (underes-
timation by model) (Goessling et al., 2016, 2018).

The bias correction was performed for the 60 d predictions
from the FIOESM and CFS, which both was initialized on August
1, 2018. The comparison is illustrated in Figs 5 and 6, where the
left column shows the raw results, the middle column shows the
results with bias correction, and the right column shows the
satellite observations.

It is clear that the bias correction improved the SIC underes-
timation in the FIOESM raw prediction, where maximum SIC in
the central Arctic (especially more northward than 85°N) was
80%–90% in the 10–50 d of predictions, which was not consistent
with the 90%–100% high concentration obtained by observation.
After bias correction, the SIC maximum was significantly im-
proved, with a 27% reduction in the RMSE of SIC, from –33% to
–24%. Similarly, the bias correction also had a positive effect on
SIE, where IIEE showed a 10% improvement, decreasing from
1.21×106 km2 to 1.09×106 km2 (Fig. 7).

The raw prediction from the CFS showed a reasonable SIC
distribution in the central Arctic, but overestimated the marginal
ice zone, especially in the Beaufort Sea and New Siberia Sea,
where it was ice-free in the satellite products (Fig. 6). Bias correc-
tion significantly reduced the overestimation in the Beaufort Sea
and New Siberia Sea. The RMSE of the overall SIC decreased by
7%, from 28% to 26%, while the IIEE of SIE underwent a 17% re-
duction, from 2.35×106 km2 to 1.94×106 km2 (Fig. 7). The increas-
ing trend of the IIEE suggested that the disagreement with the SIE
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Fig. 3.   The mean bias of the FIOESM SIC for different periods of 10 d in August and September. The blue lines and red lines represent
the SIE from satellite observations and model predictions, respectively.
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Fig. 4.   The mean bias of the CFS SIC for different periods of 10 d in August and September. The blue lines and red lines represent the
SIE from satellite observations and model predictions, respectively.
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Fig. 5.   Arctic sea ice predictions by FIOESM and observations for the different periods of 10 d in August and September 2018. FIOESM
prediction was initialized on August 1, 2018. The left column shows the raw results, the middle column shows the results with bias
correction, and the right column shows the satellite observations.
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had a positive relationship with the model lead times.
Sea ice extent was calculated for quantifying the model cap-

ability to capture the minimum, and it is represented by the total
area of the grid cell covered by a sea ice concentration larger than
15%. The capability of a model to project the time and amount of
minimum sea ice extent is thought to be key performance index
for the Arctic. As shown by the gray lines in Fig. 7, the observed
minimum sea ice extent occurred in the middle of September,
with an amount of 4.51×106 km2. The CFS largely overestimated
the sea ice extent and failed to capture the time of minimum sea
ice extent, which was estimated to be late August before bias cor-
rection and early September after bias correction. The FIOESM
predicted a reasonable amount of variation in sea ice extent in
August and September and perfectly capture the time of minim-

um sea ice extent, especially after bias correction, when the
amount was predicted to be 4.62×106 km2. These results were
consistent with the satellite observations (Table 2).

For sea ice extent, benchmark forecasts of CLIM outper-
formed both CFS raw data and CFS-BC data, as shown in Fig. 7a.
FIOESM-BC data matched well with sea ice extent observations
and outperformed CLIM for all the periods. In term of RMSE, the
raw products of FIOESM and CFS were only comparable in the
period of first ten days, which was consistent with the comparis-
on results of S2S models in Zampieri et al. (2018), while FIOESM
performed better with bias correction (Fig. 7b). Regarding IIEE, it
is obvious that CFS overestimation lasted for all the periods,
while FIOESM raw data and FIOESM-BC data was close to CLIM
benchmark forecasts from the second to the sixth 10 d (Fig. 7c).
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Fig. 6.     Arctic sea ice predictions by CFS and observations for the different periods of 10 d in August and September 2018. CFS
prediction was initialized on August 1, 2018. The left column shows the raw results, the middle column shows the results with bias
correction, and the right column shows the satellite observations.
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5  Discussion

5.1  Initialization on different dates
The prediction initialized on different dates was analyzed

here, to assess the effectiveness of the bias correction method
during the entire summer season. Both RMSE and IIEE de-
creased obviously when the initialization dates forwarded from
July 1 to August 1, then to September 1 (Fig. 8). The reason may
be related to the fact that pack sea ice covered most of the mar-
ginal sea in July with relative small concentration, while it re-
treated to the high latitude area with very high concentration.
The low concentration marginal area was usually the main bias
resource for climate models (Shu et al., 2015b; Director et al.,
2017). The improvement introduced by bias correction for both
RMSE and IIEE was smaller in September, when the ice extent
reaches its minimum. FIOESM-BC forecasts usually performed
better than CLIM benchmark forecasts at the early stage, but not
so at the later stage.

5.2  Comparison with S2S models
ECMWF and JMA forecasts were added to the comparison

with CFS and FIOESM to further investigate the influence of bias
correction on different models. The results in Fig. 9 suggested
that ECMWF performed the best for both RMSE and IIEE. Bias
correction improved slightly for RMSE, but IIEE became worse.

JMA was close to CLIM benchmark forecasts with little effect
from bias correction. The comparison indicated that the role of
bias correction acted more positively when the bias itself was lar-
ger, for example RMSE of FIOESM and IIEE of CFS. After all, the
improvement with bias correction was not consistent for differ-
ent models, which may be related to the spatial and temporal fea-
tures of bias distribution of models.

6  Conclusions
Scientific exploration and commercial shipping activities in

the Arctic have become frequent in recent years due to the rapid
decline in Arctic sea ice. By the summer of 2018, China had con-
ducted nine national research expeditions and 22 commercial
shipping voyages in this region. At present, subseasonal projec-
tion of SIC and extent using dynamic models is the main ap-
proach employed by stockholders to estimate future sea ice con-
ditions. However, physical uncertainties in climate models intro-
duce large biases to subseasonal predictions, and therefore bias
correction technology is essential, especially when the predic-
tions are used for practical sea ice services for icebreakers or
commercial ships.

In this study, we proposed one method for bias correction
and performed in raw prediction products from two climate
models, FIOESM and CFS, to yield bias-corrected productions.
Both models were initialized on August 1, 2018, and run for two
months, as part of the official sea ice service for the ninth CHIN-
ARE and COSCO Northeast Passage voyages during the summer
of 2018. The 60 d predictions were analyzed by comparing the
RMSE (of SIC) and IIEE (of SIE) of the raw products and the bias-
corrected products. The raw predictions from the FIOESM
showed an overall SIC underestimation in the ice-covered re-
gion, with a mean bias of SIC up to approximately 30%. Bias cor-
rection brought a 27% improvement in the RMSE of SIC and a
10% improvement in the IIEE of SIE. By contrast, for CFS, the SIE
overestimation in the marginal ice zone was its domain features.
Bias correction introduced a 7% improvement in the RMSE of SIC
and a 17% improvement in the IIEE of SIE. In brief, the bias cor-
rection performed in this study largely improved the SIC under-
estimation of FIOESM and SIE overestimation of CFS. In terms of
sea ice extent, FIOESM captured the seasonal variation and a
reasonable time and amount of minimum sea ice extent in mid-
September; while CFS failed to accurately project both the time
and amount of minimum sea ice extent.

The analysis of different initialization dates showed that the
influence of bias correction on RMSE and IIEE improvement was
obvious, especially for the predictions with large bias. The com-
parison with S2S results suggested that the method of bias cor-
rection was model-dependent, with large improvement on mod-
els with large bias. Overall, the proposed bias correction method-
ology in this paper improved the forecasts, especially if large bi-
ases are present.

Subseasonal sea ice projection in summer is critically import-

Table 2.   Statistics for the 60 d projections initialized on August 1, 2018
FIOESM CFS

AMSR2
Before BC After BC Before BC After BC

RMSE of SIC –33% –24% 28% 26%

IIEE of SIE/106 km2 1.21 1.09 2.35 1.94

Mean extent/106 km2 4.29 4.86 7.07 6.56 4.78

Min. extent/106 km2 4.05 4.63 7.02 6.37 4.49

Time of min. extent mid-Sep. mid-Sep. late Aug. early Sep. mid-Sep.

          Note: BC represents bias correction.

4

6

Ex
te

nt
/1

06  k
m

2 8 a

Aug. 1 Aug. 11 Aug. 21

Time

Sep. 1 Sep. 11 Sep. 21 Oct. 1

0

1

II
EE

/1
06  k

m
2 3

2
c

Aug. 1 Aug. 11 Aug. 21

Time

Sep. 1 Sep. 11 Sep. 21 Oct. 1

b

10

20

30

R
M

SE
/%

40

Aug. 1 Aug. 11 Aug. 21

Time

Sep. 1 Sep. 11 Sep. 21 Oct. 1

CFS
CFS-BC

FIOESM
FIOESM-BC

CLIM
AMSR2

 

Fig. 7.   Sea ice extent, RMSE and IIEE for different periods of 10 d
for prediction initialized on August 1,  2018. The red and blue
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The black lines represented CLIM benchmark forecasts and the
gray lines represented AMSR2 observations.
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ant for Arctic cruise planning. However, because of the limita-
tions of model capabilities, there is a large gap between the raw
prediction products and actual conditions. The combination of
bias correction methodologies with climate model in this study
has been demonstrated as an effective tool for increasing the ac-

curacy of predictions along with further developments and im-
provements in physical parameterization and data assimilation
for climate models. Hopefully, improvements in model physics
and bias correction techniques will lead to better predictive skills
in the future.
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Fig. 8.   RMSE and IIEE for different lead time from FIOESM, initialized on July 1, August 1, and September 1 of 2018. The blue solid
and dashed lines represent results before and after bias correction, respectively. The black lines represented CLIM benchmark
forecasts.
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Fig. 9.   RMSE and IIEE for different models, initialized on August 1, 2018. The solid and dashed lines represent results before and after
bias correction, respectively. The black lines represented CLIM benchmark forecasts.
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