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Preface

More than 80% of our present energy consumption is chemical and non-renewable
(coal, oil and gas). The most important renewable energy alternatives (wind and
solar energy) produce intermittent electric energy and are also inadequate for most
transportation options. The renewable transition will require a collective effort using
many different types of energy conversion and storage devices and technologies to
entirely remove the dependence on non-renewable fossil fuels. Many technologies
have only recently entered the commercial market, with many others still not yet
commercialised. This is due to the requirement for technologies to be researched
further to understand how they can be improved. Sensors for the measurement and
monitoring of energy conversion and storage devices are needed to improve our
understanding of such technologies.

This volume intends to provide a brief research source for micro-optical sensors
and energy conversion and storage devices, discussing fundamental aspects as well
as cutting-edge trends. This volume provides industry professionals, researchers and
students with the most updated review on modern energy conversion and storage
technologies, as well as micro-optical sensors. This volume aims to help readers
identify technology gaps and develop new materials and novel designs that lead to
commercially viable non-fossil energy systems.

The editors and authors are grateful to the ENERSENSE programme, the
ENERSENSE team and NTNU Team Hydrogen at the Norwegian University of
Science and Technology (NTNU) for supporting and helping on this book volume.

Trondheim, Norway Jacob J. Lamb
Bruno G. Pollet
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Part I

Optical Properties for Sensors



Introduction 1
Jacob J. Lamb, Odne S. Burheim, and Dag R. Hjelme

In many recent research projects, research is conducted between several different
fields, with experts working together to achieve a common goal. The development of
nanostructures for use in battery technologies is one example, where the fields of
electrochemistry and nanoscience have come together to achieve a common goal. In
order to understand and develop research that integrates multiple fields of research,
experts in the required fields must come together. Concerning modelling and
simulations, the computation requires variable verification through experiments.
This relies on measuring the most critical properties in sufficient detail in terms of
numerical and geometrical precision. Electrochemical energy conversion and stor-
age devices are one such case where measurements of high resolution, in regard to
their geometrical precision within a device, are required.

Optical fibre-based sensors have the potential for being used on a microscopic
geometric scale with very high precision. With electrochemical energy storage
devices becoming thinner in order to improve their performance, the size
requirements for sensor systems is in the range of 5–500 μm. This book is intended
to uncover the possibilities and requirements to integrate the fields of optical fibre-
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based sensors in electrochemical energy storage systems, allowing the improvement
of variable resolution in their experimental model verification research.

Dimensions of Electrochemical Energy Storage Devices

Energy is a property defined by mass, geometry and time. The units of energy
(e.g. Joule, Nm or kg m2s�2) illustrate this. Energy is exchanged by means of heat
and work, as defined by the laws of thermodynamics. It can be stored or change
form. In electrochemical (and electric) energy storage, electrical work is converted
into latent work (a chemical potential) and heat. Heat, beyond reversible heat (TΔS),
is an indication of lost work from various forms of friction during energy conversion
or transport processes. This heat (or loss of work) increases with the rate of energy
conversion. Energy storage devices convert energy in order to store or release
energy, and modern energy storage devices are often developed to convert energy
more effectively (faster), rather than with higher efficiency [1].

Energy conversion between electric energy and chemical energy relies on elec-
trochemical cells, such as lithium-ion batteries, supercapacitors, water electrolysis
and hydrogen fuel cells [2]. These are reactors where thin layers of active and
passive components are assembled in several layers. Typically, the active layers
have a thickness below 200 μm, with many as thin as 10–20 μm [3–6].

Inside these rather thin layers, the conversion of electrical and chemical energy
takes place. Increases in temperature due to irreversible reactions or friction within
these materials that generally have a rather low thermal conductivity
(0.05–1 W K�1 m�1). In terms of chemical processes, degradation mechanisms
begin to occur and increase as the temperature increases [7, 8]. These reactions can
be traced or sensed by highly localised temperature measurements. Understanding
such processes to a high resolution within such small geometric spaces requires
applying sufficiently small sensors that are at the same time inert to the ongoing
processes. In several cases, optical fibres can be tuned concerning size and detection
variable without affecting the quality of the sensor. It is fair to say that optical fibre-
based sensors are a developing tool for improved understanding and model verifica-
tion within electrochemical systems. An overview of the electrochemical
technologies and possible optical fibre sizes is shown in Fig. 1.1.

Electrical Versus Optical Sensors

The detection of external stimuli on electronic sensors can often be segregated into
the terms active or passive sensing. By the use of an excitation signal, the active
sensor will change in response to an external effect and produce the output in the
form of the change in current or voltage. A thermistor is a typical example of an
active temperature sensor. For passive sensing, there is no need for an excitation
signal to produce the current or voltage in response to the external stimuli.
Thermocouples are often used as passive temperature sensors. Sensors based on

4 J. J. Lamb et al.



electronic circuit systems are convenient, cheap and simplified but have limitations
when used for monitoring harsh environments such as oxidising (pH too) fluids, in
high temperatures or high pressure, and have a size demand.

Optical fibre (OF) sensors for temperature, pressure and strain sensing have been
utilised in many industrial applications in the last decade. Combined with the
robustness of the sensor design for monitoring in harsh environments, OF sensors
are also immune to electromagnetic interference. Active or passive sensing with OF
sensors offers remote multiplexed and multipoint sensing capabilities, simplified
design and real-time monitoring of temperature, strain, humidity or concentration of
a specific chemical in complex mixtures. Active sensing with OFs utilises a light
source such as a laser or a broadband source as the excitation signal that responds to
an external stimulus measured by a photodetector. In passive sensor with OFs, the
excitation signal or light source is omitted so that only the photodetector detects the
background light. Active or passive OFs are organised in intrinsic or extrinsic sensor
configurations. Extrinsic OF sensors monitor the medium in the exterior of the OF;
whereas the intrinsic OF sensors monitor the interior medium that responds to
changes in the exterior medium [9].

General Principles of Optical Fibre Sensor Systems

A sensor is often understood as the transducer alone, the part of the sensor that
converts the measured quantity into an electrical signal. In an optical sensor, the
transducer creates an optical signal, which then also requires an optical-to-electrical
conversion. Figure 1.2 shows an illustration of the complete sensor system.

Fig. 1.1 Overview of different electrochemical devices and possible characterisation technologies
with emphasis on optical fibres

1 Introduction 5



Although the sensor sensitivity can be defined based on the transducer alone, the
resolution and accuracy of the sensor are often dependent on the electronics. For
chemical sensors, the required specificity introduces the need for recognition of the
correct variable. These analyte molecules typically interact with binding sites or
receptor molecules, which triggers a response from the transducer. Together with the
transducer, this will be the focus of a significant part of this book, which will be
limited to fibre optic sensors.

The transducer shown in Fig. 1.2 can modulate the optical signal in various ways
(e.g. intensity, phase and polarisation), based on the source, transducer and detector
type used. A common way of doing this is through refractive index (RI) sensing,
where the recognition element converts the analyte response into RI changes that are
detected by the transducer.

The recognition is typically realised with a stimuli-responsive polymer [10] or
surface plasmon-generating layer of metal [11], and typical RI transducers include
long-period gratings (LPGs) [12], Mach–Zehnder type interferometers [13] and
tilted fibre Bragg gratings (TFBG) [14–16]. These sensors have factor that they
excite cladding modes, of which their phase is sensitive to the surrounding RI, in
common [17, 18]. The changed phase will result in an interference signal when
recombined with the core mode. Sensing of pH can be realised by coating an
RI-sensitive sensor with a polymer that changes its optical density based on pH
[13, 18]. Linear response both in acidic and alkaline solutions has been achieved
using these techniques [13]. Although these sensors are temperature dependent, the
sensitivity is an order of magnitude lower than that in LPGs.

Sensor Integration

Interrogation methods and components applied in OF sensor systems are often
specially designed for the parameters used for the monitoring. To make the sensor
system compatible with existing regulation techniques in fuel cells and electrolysers,
the components used for signal excitation, modulation and acquisition should be
designed without disrupting and reducing the efficiency of the energy storage
system. For an OF embedded in a cathode catalyst layer of a proton exchange
membrane fuel cell (PEMFC) for multipoint temperature measurements, the fibre
itself will disrupt the thickness of the layer by occupying a space equal to 125 μm in
diameter of a cylinder. With a large surface area of the layers of a PEMFC, an OF
embedded in the layer will result in small disruption of the gas diffusion or the
transportation of heat.

Fig. 1.2 General components needed for a sensor setup
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By monitoring the temperature along the OF (i.e. along a one-dimensional line in
the PEMFC), the regulation of the temperature can be controlled by cooling channels
along the same line. Therefore, for OFs in a mesh, the temperature of the cooling
channels can be controlled along with the same mesh. The inputs and outputs of the
signal have to be centralised by a control unit depending on if it is a reflection- or
transmission-based OF sensor system. Sensor fusion can be applied in such a mesh
system based on a model calibrated for that particular fuel cell in response to
controlled temperature changes.

This book intends to give an overview of selected energy conversion and storage
devices as well as describing essential optical properties required to be considered
when coupling OF-based sensors for parameter detection. Examples of integration of
OF sensors into energy conversion and storage devices are also detailed to display
the ability afforded with such sensor networks.

Acknowledgements The authors are grateful to the ENERSENSE programme and NTNU Team
Hydrogen at the Norwegian University of Science and Technology (NTNU) for supporting and
helping on this book project.
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Light Properties and Sensors 2
Markus S. Wahl, Jacob J. Lamb, Harald I. Muri, Rolf K. Snilsberg,
and Dag R. Hjelme

Light as Electromagnetic Waves

Light has the properties of both particles and waves, depending on the situation. In
Young’s double-slit interferometer, light behaves like waves, creating a pattern
similar to what one could make with water ripples in a pond.

On the other hand, the photoelectric effect proves that light consists of particles—
each with an energy of E ¼ hv, where h is Planck’s constant and v is the light
frequency. The energy of light with the specific frequency v is quantised as a photon
that represents the “particle.” The wave–particle duality can be observed in the
Youngs double slit and the photoelectric effect.

Light as a wave contains frequency, amplitude and phase; whereas, light as a
photon contains quantised energies and different momentum for different
frequencies. Light can also be described in the so-called Ray model, where only
simple geometrical laws are used to determine the refraction of light in an optical
imaging system. Further in this chapter, we will talk about the light as electromag-
netic (EM) radiation, where the EM term describes the light containing an electric
and a magnetic component in a propagating wave.

The EM wave creates charges and currents when propagating in a dielectric or
metal media (e.g. glass or gold), and carries energy and momentum that is dependent
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on the wavelength. The light interacting with charges and currents in materials are
also often referred to as EM optics. In EM optics, Maxwell’s equations are used to
solve the electric and magnetic field vectors for position and time, where the material
or the medium properties serve as the input values. The light–matter interactions in
this model are explained as an EM wave interacting with charges and currents in the
conducting materials.

The electromagnetic spectrum ranges from wavelengths 0.003 nm (gamma rays)
to 108 m (long radio waves). The wavelength range used for optical sensors can be
divided into categories of ultraviolet, visible light that our eye can see, near-infrared
(NIR) and mid-infrared (MIR) (Fig. 2.1).

The short and long light wavelengths may interact with materials in different
ways. In the MIR or NIR range, the light may interact with the vibrational states of
molecules; whereas, in the UV or VIS range the light may interact with the electron
clouds of atoms or molecules. For some wavelengths (e.g. in the NIR range), the
light can be confined and guided over long distances with small losses in silica-based
waveguides. To explain other effects such as interference or diffraction, we can have
a look at the electric component of the EMwave expressed as a function of time t and
space z!:

E
!

z!, t
� � ¼ Re A

!
exp j k z! � ωt

� �� �n o
¼ a

! cos k z! � ωt þ φð Þ� � ð2:1Þ

Here A
! ¼ a

!
exp jφð Þ is the complex envelope, ω is the angular frequency of the

light, k ¼ 2π/λ is the wavenumber and φ is the phase. The electric wave may be
understood well by observing it for t and k individually. With t ¼ 0 an immobilised
electric cosine wave is observed and distributed along z!with a period determined by
the propagation constant k. When the value kΔ z! ¼ 2π=λð Þ Δ z! ¼ 2π , then Δ z!

represents the distance equal to the wavelength period. The value of 1/k can then
be understood as the distance in radians equal to the period of the wave. With z! ¼ 0,
we are observing the cosine wave for a fixed point in space with a frequency
determined by ω. With ωΔt ¼ 2πvΔt ¼ 2π, then Δt represents the time it takes for
the wave to complete one cycle. Therefore, ω represents the frequency of the cosine-
wave in radians.

Given the EM wave, we can now understand the effect of interference by first
noting the phase travelled by the waves with the same frequency as φ ¼ kz. One
wave with phase φ1 ¼ kz1 may have constructive interference with another wave
with the same frequency but different phase (e.g. φ2 ¼ kz2), so that the difference is
φ2 � φ1 ¼ q2π, where q ¼ 0, 1, 2 are integers. For destructive interference, the
difference in phase needs to be half the period of the wave so that φ2 � φ1 ¼ qπ.

Fig. 2.1 Electromagnetic spectrum
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The light diffraction effect can be explained given the interference of waves with
the same wavelength but a different phase. When EM waves enter a slit or an
obstacle with normal incidence, the waves are refracted for many angular degrees
θ. Here, the phase for each wave can be represented by phase φ ¼ k sin θ z, where θ
ranges from 0 to 90 degrees. The difference in propagation lengths z and in angular
degrees θ creates phase differences φ2 � φ1, with q2π as constructive interference
and qπ as destructive interference. For EM waves with different wavelengths, there
are now three variables changing the phase φ ¼ k sin θ z ¼ (2π/λ) sin θ z, and the
interference will not only vary with the θ and z, but also with the colour of the light.
One example of polychromatic light diffraction is the reflection of light by a CD or
DVD that appears as a rainbow to the eye.

Despite this, light refraction by a prism is due to another effect that is different
from diffraction. Each EM wave with different wavelengths will propagate in the
prism with a different RI so that phase φ1 ¼ k1 sin θ1n1 z ¼ (2π/λ) sin θ1n1 z, is
different to φ2¼ k2 sin θ2n2 z¼ (2π/λ) sin θ2n2 z. When white light is incident on the
prism, the light will refract with different angles for different wavelengths. A wave
with a normal incidence on the prism will have the phase at the air-glass interface as
φair ¼ φprism, so that (2π/λ) sin 90 nair z¼ (2π/λ) sin θrefract n (λ) z. It can be observed
from θrefract ¼ nair/n (λ) that the refraction angle θrefract will with be dependent on
wavelength due to n (λ), which will change with different wavelengths.

Absorption, scattering, refraction or interference of light can be measured by
detecting its intensity or energy for one or several wavelengths. There are several
definitions of intensity or energy of light. Radiant flux expresses the energy emitted
per unit time (W), and spectral flux expresses radiant flux per frequency or wave-
length (W/Hz). To include the angle of incidence of light we can express radiant or
spectral intensity, which is flux per steradian (W/sr) or flux per steradian and
wavelength (W/(sr Hz)). Lastly, we have radiance or spectral radiance that takes
into account the radiant or spectral intensity reflected, transmitted or received by a
surface area of m2 (W/(sr m2)) and (W/(sr Hz m2)), respectively.

Mathematical Formalism

The following section will discuss the mathematical formalism of EM fields. The
main areas of focus will include field strength and intensity, wave interference and
polarisation.

Field Strength and Intensity
As described in Eq. (2.2), the electric field of a light wave can be expressed as:

E
!

z!, t
� � ¼ Re Em

�!
zð Þ exp iωtð Þ

n o
ð2:2Þ
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with a complex amplitude Em
�! ¼ a

! exp i k
!
zþ φ

� �h i
. The magnetic field H

!
can be

expressed in a similar way. The direction of energy flux is given by the Poynting
vector that is defined as:

S
! ¼ E

! � H
! ð2:3Þ

which denotes the energy per unit area per unit time. For a sinusoidal plane wave, the
electric and magnetic field oscillate in phase, where the Poynting vector always
points in the direction of propagation with an oscillating magnitude. The intensity,
described by the time-averaged magnitude of the electromagnetic field, can then be
expressed as:

Sh i ¼ 1
2η

Emj j2 ð2:4Þ

where η is the electromagnetic impedance of the medium and Em is the complex
amplitude. Therefore, information about the phase is not available in the measured
intensity. By interference, with a second identical wave, the phase can be recovered.

Interference of Monochromatic Waves
Interference between two monochromatic waves can be expressed as the time-
averaged sum of the two complex amplitudes:

I tot ¼ E
!
1 þ E

!
2

			 			D E2
¼ E2

1

		 		
 �þ E2
2

		 		
 �þ E1E
�
2


 �þ E2E
�
1


 � ð2:5Þ

The following equation (Eq. 2.6) can be applied when there are two monochro-
matic waves with the same polarisation, and can be written as:

I tot ¼ I1 þ I2 þ
ffiffiffiffiffiffiffiffi
I1I2

2
p

cos Δφð Þ ð2:6Þ
where Δφ is the phase difference between the two waves.

Polarisation
Electromagnetic plane wave in the z-direction can be expressed as a sum of two
waves polarised in the x- and y-direction:

E
!

z!, t
� � ¼ Ex x

! þ Ey y
! ð2:7Þ

where

Ex ¼ ax ω t � z
c

� �
þ φx

h i
ð2:8Þ
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Ex ¼ ay cos ω t � z
c

� �
þ φx

h i
ð2:9Þ

Squaring and adding these values yields the equation for an ellipse:

Ex

a1

 �2

þ Ey

a2

 �2

� 2
Ex

a1

 �
Ey

a2

 �
cosφ ¼ sin 2φ ð2:10Þ

with φ ¼ φy � φx, given that Ex ¼ Ey, the equation can describe a line, a circle or an
ellipse, depending on the phase difference. Materials that delay the phases of the
orthogonal modes differently are called birefringent and can be used to control the
light polarisation.

Light polarisation is usually defined according to the plane of incidence.
p-polarised light has its electric field parallel to this defined plane, while for
s-polarised light it is perpendicular to this plane. Alternatively, these waves are
denoted as transversal magnetic (TM) and transversal electric (TE), respectively.
Reflection and transmission are typically polarisation dependent, but if the angle of
incidence is zero, the two polarisations become degenerate, and reflection and
transmission will be equal.

Interaction of Light with Materials

Interaction of light with materials covers the generation of light, propagation (and
absorption) of light through media and the detection of light. These three processes
form the basis for all-optical sensing. Generation and detection of light are typically
done with semiconductor materials, while propagation is typically described in a
dielectric (e.g. glass).

Dielectric Materials

Dielectric materials are insulators that can be polarised with an applied electric field.
The electric field causes the bound charge carriers to shift slightly from their average
equilibrium position creating a macroscopic polarisation that reduces the electric
field within the material. Since light is an electromagnetic wave, they create a time-

dependent polarisation (P
!

ωð Þ) in the material:

P
!

ωð Þ ¼ ε0χe ωð ÞE! ωð Þ ð2:11Þ
where ω is the angular frequency, ε0 is the electric permittivity of the free space and
χe(ω) is the frequency-dependent susceptibility of the material. The frequency
dependency of χe gives rise to the material’s chromatic dispersion (i.e. the wave-
length dependency of the group and phase velocity for light propagating in the
medium). The relative permittivity is related to the susceptibility through:
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εr ¼ χe þ 1 ð2:12Þ
For a non-magnetic material, the refractive index η is given by Eq. (2.13), which

shows how the speed of light is reduced in a medium:

η ¼ c0
c
¼

ffiffiffiffiffi
ε
ε0

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ χe

p
ð2:13Þ

where c0 is the speed of light in free space and c is the reduced speed of light, also
called the group velocity. A refractive index is a dimensionless number describing
how light propagates through a material:

η ¼ c
v

ð2:14Þ

Snell’s law describes how light behaves when passing from one material to
another:

sin θ1
sin θ2

¼ v1
v2

¼ λ1
λ2

¼ η2
η1

ð2:15Þ

Refraction explains why white light disperses when passing through a prism.
Reflection, on the other hand, is either specular (conserving the image) or diffuse
(conserving the energy), where the angle of reflection is equal to the angle of
incidence.

Semiconductor Physics pn-Junction

Semiconductors play an essential role when it comes to generating and detecting
light. Conductivity is related to the number of charge carriers (electrons) that are free
to move inside the material. Metals have many free electrons and, therefore, have
high conductivities, while isolating materials have almost no free electrons and near
to zero conductivity. Semiconductors have some free electrons and are partially
conductive.

Semiconductors function with a highest occupied energy band called the valence
band (VB), and a lowest unoccupied energy band called the conduction band (CB).
Between these, there is a region of forbidden states called the bandgap, which has a
magnitude (Eg) defined as the energy difference between the top of the VB and
bottom of the CB. Electrons can be excited to the CB (e.g. by absorption of a photon
or heat with E> Eg). Both the excited electron in the CB and the resulting absence of
an electron in the VB (called a hole) are free to move and will contribute to the
conductivity. In a pure/intrinsic semiconductor, the number of holes in the VB is
equal to the number of electrons in the CB, but this balance can be shifted through
the introduction of impurities (i.e. doping the semiconductor). Two differently doped
regions adjacent to each other create a junction with different electrostatic potentials.
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Impurities that give an abundance of holes are called p-doping and impurities that
give an abundance of electrons are called n-doping. A combination of these is called
a pn-junction. The potential will separate free charge carriers in the junction;
electrons are accelerated towards the n-doped region and the holes towards the
p-doped region. An incident photon can excite an electron–hole pair, which is then
separated and prevented from recombining. Examples of devices utilising this
mechanism are photovoltaic cells and photodiodes. To increase the efficiency of
light absorption, an intrinsic region is sometimes placed between the two doped
regions to increase the photosensitive area.

Light Sources and Detection

Thermal Sources

Incandescent light sources like the sun or old light bulbs emit light as black body
radiation (source), which gives a continuous wavelength spectrum with a character-
istic peak based on the temperature. At around 798 K (Draper point) all materials
give a faint red glow, and at higher temperatures, the colour changes to yellow and
becomes whiter as shorter wavelengths become stronger. Tungsten filaments operate
below 3695 K (their melting point), and even then, most of the radiated energy lies in
the infrared, which explains the low efficiency of incandescent light bulbs.

Non-thermal Sources

Another way to make light is through luminescence, which is also called cold body
radiation. Luminescence photons are emitted as electrons relaxed to a lower energy
level in the material, with photon energy equal to the electron energy change. In a
semiconductor, the energy levels are called CBs and VBs. Spontaneous emission is a
random process and, therefore, the light will be incoherent. The different types are
classified according to how the electron was excited to the high energy level initially
(e.g. photoluminescence, electroluminescence, chemiluminescence). The light-
emitting diode (LED) is an example of electroluminescence, where the electrons
and holes are separated by a pn-junction.

Stimulated emission (Einstein) is another process where an incoming photon
stimulates the relaxation of an excited photon, producing a second photon with
identical frequency and phase. The emitted light is coherent and monochromatic,
which are the main requirements of a laser. The second requirement is a reflective
cavity that ensures multiple passes of the light beam through the active medium. A
partially reflective mirror at one end of the cavity lets some light out of the laser
(i.e. the laser output). This balances the exponential growth from the doubling of
photons together with losses in the cavity.
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Photodetectors

The detector and its properties decide what can be read out from the sensor.
Important parameters are the spectral resolution, response time, responsivity, quan-
tum efficiency, dark current, signal-to-noise ratio (SNR), linearity and stability. The
main detectors function is to convert light into an electrical signal and often also
from analogue to digital. The most common example is the photodiode, which
consists of a semiconductor pn-junction. When light is incident on the diode, a
current will flow. For OF applications, pin and avalanche photodiodes are mostly
used due to their increased photosensitivity. The semiconductor material used in the
diode decides the wavelength range that is absorbed. Typically, Si is used for visible
wavelengths and InGaAs for near-infrared applications.

Spectral Resolution

Ideally, one photon absorbed results in one electron in the output current, but the
probability of a photon being absorbed is a function of the photon wavelength. The
absorption spectrum describes the spectral responsivity of the photodiode (i.e. the
efficacy of current production from incoming photons of different wavelengths).
Therefore, the current response does not describe the wavelength of its creator. The
spectral resolution can be achieved with a prism or a grating, which spatially resolves
the different wavelengths and hence enables one to know which wavelength is
incident on the detector. With an array of photodiodes, the different wavelengths
can be read out simultaneously; this is called a spectrometer. An optical spectrum
analyser (OSA) works the other way around, with one detector and the wavelength
being scanned over it. The scanning action is provided either by rotating a grating in
a monochromator or through various interferometers (e.g. Fabry–Perot and
Michelson). The spectral resolution of an OSA is typically higher than for
spectrometers, but the need to scan through the wavelengths makes acquisition
slower and the machinery bulky.

Optical Fibre Waveguides

Optical waveguides are often based on dielectric materials such as silica since the
optical losses are minimal. The basis for optical waveguiding can be explained by
using Snell’s law (Eq. 2.15). For incident light with θ1 on a dielectric material, the
so-called total internal reflection (TIRF) can be obtained if θ2 ¼ 90

�
. The critical

angle θ1 ¼ θc for TIRF, and this is calculated:

sin θc ¼ η2
η1

ð2:16Þ
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where η2 is the RI of the dielectric material and η1 is the RI of the incident light
medium. With η2 > η1, the optical field will also leak into the medium η2. This EM
wave is known as the evanescent field. With θ1 > θc and sinθ2 > 1 we have the
E-field in x-direction as Ex ¼ E0 exp (ik2 sin θ2x) and the E-field in the z-direction
into the medium η2 as Ez ¼ E0 exp (ik2 cos θ2z). Since cos θ2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin θ2

2
p

¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n22=n

2
1

p
becomes a complex number (

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22=n

2
1 � 1i

p
), for η2 > η1, a decaying

E-field in the z-direction into medium η2 will be observed as Ez ¼ E0 exp (�κz),
where κ is the attenuation constant of the evanescent field. The light can be guided in
OFs for TIRF.

The RI differences in the OF where η2cladding > η2core creates a TIRF regime.
Therefore, in OFs, light is guided efficiently in the IR range due to the small losses
in silica. The number of modes guided by the OF is dependent on wavelength, the

numerical aperture of the OF (NA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
η2cladding > η2core

q
) and the radius of the core.

These parameters are composed in a relation called the V-parameter. Small OFs with
a core about 8–10 μm (cladding 125 μm) are called single-mode (SM) OFs as one
mode is guided in the IR range (1300–1500 nm). Therefore, the E-field is highly
confined in the core with evanescent field leaking into the cladding. SM OFs are
frequently used in telecommunication applications since they are able to transmit a
large amount of information over long distances. By stripping the cladding away
from the SM OF it is also possible to use it as a taper where the evanescent field is
sensing the RI of the surrounding medium.

Multimode (MM) OFs have larger core sizes than SM OF (around 50–200 μm;
cladding 125–300 μm) and guide the light usually as several thousand modes.
Therefore, the E-field is less confined in the core than SM OFs, but the NA is larger.
Usages of MM OFs are often for short-range telecommunications but also sensor
technologies. Since the core is larger for MM OFs, it is easier to handle when
stripping away the cladding for evanescent field RI sensing.

SM and MMOFs are presented for sensor applications in this book. OFs might be
an advantage in use for sensor technologies as compared to electrical sensors
considering that they are immune to electromagnetic interference, are corrosion
resistant and possible to miniaturise. The OF sensing can be performed intrinsically
or extrinsically referring to sensing external stimuli on the inside or the outside of the
OF, respectively. The sensing parameters can, also, be multiplexed spectrally,
temporally, or by using polarimetry. This allows multi-point sensing with OFs by
using sensor components such as Fibre Bragg Gratings or using pulsed light as
distributed OF temperature sensors.

Intrinsic Optical Fibre Sensors

Intrinsic OF sensors detect light–matter interactions in the interior medium of the
optical fibre upon external stimuli from the surrounding medium. Specifically, it is
the strain and the compression of the OF that is measured for changes in pressure and
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temperature of the surrounding medium. For constant temperature and pressure
measurements, solid mechanics can also be monitored.

Discrete Point Temperature Sensors

Fibre Bragg gratings (FBG) are used to measure temperature and strain and are not
sensitive to the surrounding medium. They are inscribed into the fibre by
illuminating it with fringes of UV light. Because of phase matching between the
inscribed RI modulations in the fibre, high reflectivity can be produced as a function
of the wavelength:

λB ¼ 2neΛ ð2:17Þ
where λB is the Bragg wavelength, which is reflected, ne is the effective refractive
index and Λ is the grating period. Temperature and strain will affect the grating
period and hence the Bragg wavelength λB. The temperature sensitivity of an FBG
can be expressed as:

ΔλB ¼ λB αþ ξð ÞΔT ð2:18Þ
where α and ξ ¼ dn/dT are the thermal expansion coefficient and the thermo optic
coefficient, respectively. Temperature sensitivities of 10–16 pm/K have been
reported in the literature [1]. This sensor is not sensitive to the surrounding medium
because no cladding modes are excited. Multiple gratings with different periods can
be placed on the same fibre to read the temperature at each grating location.

To create a micro-optical sensor to be used in electrochemical cells with spatial
constraints becomes difficult with regards to light confinement. Two options that
appear are to use the fibre as a sensor and to create a waveguide inside the cell. The
latter introduces the challenge of coupling light in and out of the sensor.

Distributed Temperature Sensors

Distributed optical fibre sensors (DFS) are based on the measurement of Brillouin,
Rayleigh or Raman scattering of light in the core or core-cladding interface upon
external stimuli such as a change in temperature, strain or pressure. The multiplexed
sensing is distributed along the length of the fibre with a sensitivity that is propor-
tional to the strength of the scattering. The resolution for the sensing length along the
fibre will be inversely proportional to the strength of the scattering.

The spontaneous scattering of light in the optical fibre is either elastic or inelastic.
Rayleigh scattering is an elastic scattering process whereas the Brillouin and Raman
scattering are inelastic processes. Rayleigh scattering based temperature OF sensors
refer to probes that change in the collective oscillation of random fluctuating
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molecular clouds on a small fraction of the EM frequency and on a small spatial
scale.

Different interrogation techniques are utilised to monitor the relevant parameters
in order to observe how the scattering processes changes upon external stimuli
(e.g. changes in temperature, pressure or strain). The spatial resolution of the
measured parameters along the OF is related to the pulse width of the light or the
light frequency scanning range guided in the fibre. For optical time-domain reflec-
tometry (OTDR), the spatial resolution on the measured temperature or stress is:

Δz ¼ τc
2neff

ð2:19Þ

where τ is the pulse width and neff is the effective RI related to the group RI. The
spatial resolution for the optical frequency domain reflectometry (OFDR) is
expressed as:

Δz ¼ c
2neffΔf

ð2:20Þ

where Δf is the scanning range of the light frequency. A tunable laser is used for the
OFDR to scan the Δf as well as using the inverse Fourier transformation, recovering
the scanned frequency. The local Rayleigh or Brillouin scattering interrogated with
short pulses of light has a return intensity dependent on the change in the dielectric
parameter Δε, which is a function of the local density ρ and temperature T:

Δε ¼ ∂ε
∂ρ

 �
T

Δρþ ∂ε
∂T

 �
ρ

ΔT ð2:21Þ

Δρ ¼ ∂ρ
∂p

 �
s

Δpþ ∂ε
∂s

 �
p

Δs ð2:22Þ

The variations in the temperature will introduce negligible effects on the dielec-
tric constant; however, the variation in local pressure will change the dielectric
constant due to the density fluctuations Δp that represents the acoustic waves
measured by the Brillouin scattering and the change in entropy Δs measured by
the Rayleigh scattering.

For Brillouin scattering, it is possible to probe the difference in Stokes and anti-
Stokes resonance as a function of the acoustic wave on the OF. The relation for
Stokes and anti-Stokes resonance frequency in an OF can be expressed as:

ΩStokes�anti Stokes ¼ 4n ωð Þωng ωð Þ
Va

c

� �2

ð2:23Þ

where ΩStokes � anti Stokes is the difference between the Stokes and the anti-Stokes
Brillouin resonance frequency, 4n(ω) is the RI, ωng(ω) is the group RI, ω is the light
frequency and Va is the sound velocity. The sound velocity or the acoustic waves of
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the OF is then probed by measuring the shift in Stokes and anti-Stokes frequency as a
function of the change in strain or temperature. For distributed sensing, the Brillouin
scattering can be analysed in the frequency, time or the correlation domain.

For the collective oscillation of molecular clouds resulting in a backward
propagating Rayleigh scattering, the fluctuating Δε(t, z) as a function of Δs, can be
probed by correlating it to itself for a known fibre length L. The transverse backward
travelling wave of the Ralyeigh scattering in 1D plane wave approximation can be
expressed as:

E ¼ ψ z, kð Þ exp �ikzð Þ ð2:24Þ
where ψ(z, k) is the Rayleigh scattering amplitude that is dependent on the local
variations of Δε(z) within the range z. The Fourier transform of the random spatial
variation of the permittivity is further related to the Rayleigh backward scattering
signal from ψ(z, k) � ψ(0, k). The change in the Δ()z is then probed by detecting the
backward Rayleigh scattering for different z ranges that depend on the change in
temperature or strain. The Rayleigh scattering is often analysed either in the OFDR
or in the phase OTDR.

In Raman scattering, the change in light–matter interactions with the vibrational
modes within the fibre is probed for the change in temperature. Similar to Brillouin
scattering, the Raman scattering is also monitored for Stokes and anti-Stokes
resonance frequencies. The energy of the light is increased or decreased upon the
interactions with the acoustic phonons for Brillouin scattering, whereas, the energy
of light in Raman scattering is decreased or increased upon the interactions with the
vibrational or rotational modes of a molecule. The exchange of energy between light
and molecule will change as a function temperature. Intensities of the spectral line of
Stokes and anti-Stokes can be expressed as:

IAnti Stokes
IStokes

¼ λStokes
λAnit Stokes

 �4

exp
ħωM

kBT

 �
ð2:25Þ

where IStokes is the strength of the Stoke line λStokes, IAnti Stokes is the strength of the
anti-Stoke line λAnit Stokes, ħ is the reduced Planck constant, kB is the Boltzmann
constant and T is temperature. The temperature can then be monitored by measuring
the strength of IStokes and IAnti Stokes. The distributed sensing of Raman scattering is
usually performed in the OTDR.

Extrinsic Optical Fibre Sensors

Extrinsic OF sensors detect light–matter interactions in the interface of the OF and
the medium. Typically, it is the RI of the surrounding medium that is monitored, but
also IR absorption or Raman scattering of specific chemicals can be measured. The
RI sensing is performed directly, but entities in the form of molecules in gas or liquid
is often measured indirectly. For detection of analytes in gas or aqueous solution, a
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recognition element is often combined with the OF RI sensor system. The recogni-
tion element often is represented by a thin coating of a sensitive material on the
OF. Chemical concentrations are generally measured by this method due to their
specific binding to a specific thin-coated material.

Single Point RI or Chemical Optical Fibre Sensors

The extrinsic discrete point OF sensors are similar to those described above but
differ in design as the light is interacting with the surrounding medium. The
multiplexing capabilities are constrained to spectroscopic measurements of reflected
or transmitted light from the periodic inscription of gratings in the fibre. The gratings
in the fibre excite cladding modes that are phase sensitive to the surrounding RI. As
of yet, there are few discrete multipoint extrinsic OF sensors available in the
literature. Several coreless fibres have been spliced together with single-mode fibres
to create RI sensing on two or three points [2]. The challenges of combining several
RI sensors on the same fibre could be due to challenges concerning amplitude
mixing of the several different interference signals. Therefore, this section will
mainly focus on the RI sensors available in one parameter configurations as well
as the IR absorption and Raman scattering of specific chemicals by the use of OF.

Long-Period Fibre Grating RI Sensors
Long-period fibre gratings (LPFG) have a grating period longer than the Bragg
wavelength, ranging from 100 to 500 μm. The disruption of the core index with a
period longer than the Bragg wavelength couples light from the core of the fibre into
the modes of the cladding in bands centred at a wavelength λn, n ¼ 1, 2, 3 [3]. The
scattering losses in the cladding combined with the modes in the cladding interfering
with the mode in the core results in dips at λn, n ¼ 1, 2, 3... in the output light. The
attenuation bands λn, n ¼ 1, 2, 3... reaction to the grating period and the indexes can
be described as:

ncore λnð Þ � nclad λnð Þ½ �Λ� λn ¼ 0 ð2:26Þ
where ncore(λn), (n2 < ncore < n1) is the effective index of the core mode, nclad(λn),
(n3 < ncore < n3) is the effective of the nth cladding mode and Λ is the grating period
[4]. The core mode or LP01 of the single mode fibre is insensitive to n3, as the
effective index determined from n1 and n2; however, the cladding modes are
determined from n2 and n3, where a change in n3 would lead to a change in the
coupling wavelength λn.

While the fabrication methods for LPFGs is less complicated than FBGs due to
the longer grating period, LPFG based RI sensors will be susceptible to temperature
changes. Therefore, a temperature sensor is often combined with the RI monitoring
to compensate for changes in temperature due to the LPFG’s lack of stability.
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Tilted Fibre Bragg Gratings
An alternative to the TC sensor is the Tilted Fibre Bragg Grating (TFBG) sensor,
which eliminates the temperature and refractive index cross-sensitivity inherent to
the TC sensor concept. The TFBG sensor can be seen as a combination of a
conventional FBG, where periodic density modulations in the core create construc-
tively interfering reflections at a specific wavelength, and a long period grating
(LPG), which periodically excites forward propagating cladding modes to interact
constructively. In a TFBG, the density modulations are tilted with regard to the fibre
axis [5, 6], which causes backwards propagating cladding modes to be excited in
addition to the core propagating Bragg resonance [6]. The Bragg wavelength λB is
the same as in Eq. (2.17), but the grating period Λ is now the projection of the actual
period Λg:

Λ ¼ Λg

cos θ
ð2:27Þ

While the Bragg resonance is only temperature sensitive, the cladding modes are
also sensitive to RI. The initial approach was to calculate the normalised envelope of
the cladding mode resonance spectrum to measure the RI independently [7]. This
parameter is relatively insensitive to temperature and is almost linear for RI values
between 1.32 and 1.42 [5]. A second option is to compare individual cladding mode
resonances with the Bragg resonance, thereby eliminating the temperature effect
[6, 7]. Cladding mode resonances can be expressed as:

λC ið Þ ¼ neff ið Þ þ nC ið Þð ÞΛ ð2:28Þ
where neff is the effective RI of the core mode at a wavelength equal to the cladding
mode i, and nC(i) is the cladding mode effective RI at this wavelength [8]. The
sensitivity of the difference λB � λC(i) towards a change in the external medium, RI
can be expressed as:

Δ λB � λC ið Þð Þ
Δnext

¼ Λ∂nC ið Þ
∂next

ð2:29Þ

The assumption that the two resonances will have identical temperature shifts has
an estimated maximum error of a few pm/K and was measured to 0.5 pm/K [6]. The
tilted planes remove the rotational symmetry of the fibre, which introduces a
polarisation dependency to the signal. This has been explored further [8]. The
benefits of a reflection-based sensor include:

• Reduced size
• Only one entrance necessary in a measurement container
• Reduced cross-sensitivity to strain, compared to a fibre secured in both ends

The following desirable features appear for TFBGs in the reflection configuration
[9]:
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• Shifted sensitivity from RI ranges typically found in glasses (around 1.45), to
lower RIs typically found in water-based solutions.

• Power measurement instead of wavelength is possible for a lower cost.
• Self-referencing to the RI insensitive core mode enables the separation of

temperature effects and RI changes that are not caused directly by temperature
changes. This can also be used to cancel out power fluctuations in the source.

• Small size down to 10–20 mm creates a microprobe that can be inserted in the
media of interest.

A few strategies have been investigated to realise a TFBG sensor in reflection
mode. By incorporating the TFBG in a section of a TC fibre [10], an RI-independent
temperature sensor (TFBG) and a temperature-independent RI sensor (TC) are
effectively created. The origin of the RI sensitivity will, in this case, result in
increased conversion to propagating modes (i.e. reduced reflected intensity) when
the surrounding RI increases. A different solution is to coat the end face with gold,
effectively creating a dual-pass transmission TFBG [7]. Offset-splicing has also been
used to enhance the back-coupling of cladding modes and thereby creating a power-
referenced refractometer [9]. A fourth option is to place a D-shaped core exposed
fibre in proximity to the TFBG to absorb the light coupled out; however, this is
sensitive to the TFBG rotation angle, as the cladding modes are excited only on
one side.

Although the TFBGs are in an early stage of development concerning the
fabricating and the characterisation of properties, efforts have been made to apply
the TFGB sensor in different applications. A TFBG coated with polyvinyl alcohol
have been fabricated in previous work, which showed to detect relative humidity in
the range of 20–98%. The sensitivity of this humidity sensor was considerable for
high levels of humidity [11].

The specific detection of low molecular weight molecules has also been
demonstrated by the use of TFBG coated with an imprinted molecular layer
[12]. The limit of detection of maltol is showed to be 1 ng/mL in pure water with
a sensitivity of 6.3 x 108 pm/M.

Infrared Absorption-Based Optical Fibre Sensors
IR absorption spectroscopy with OFs is based on measuring the vibrations of atoms
in a molecule to identify and determine concentrations of chemicals. The IR absorp-
tion of light occurs at a specific frequency, which can be detected as a dip in the
transmission spectrum. The absorption frequency of the IR light corresponds to the
energy absorbed by the molecule and is due to the degrees of freedom categorised as
translational, rotational or vibrational. The wavenumber as a function of vibrational
frequency can be expressed as:

v ¼
ffiffiffiffi
k
m

r
1
2πc

� �
ð2:30Þ
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m ¼ m1m2m3 . . .
m1 þ m2 þ m3 . . .

ð2:31Þ

where k is the force constant representing the stiffness of the bonds, and μ is the
reduced mass from atoms with mass m1, m2, m3. . . . Intuitively, it is the asymmetric
vibrations that results in strong absorption caused by the large change in the dipole
moment. A specific asymmetric vibration with a specific stiffness k would then
correspond to a specific absorption band in the observed spectra.

As molecules exhibit multiple asymmetric vibrational states, the vibrations may
take couple over the entire molecule, overlap, or creating overtones, making the
spectral analysis complicated and challenging to analyse. Therefore, the frequency
regions used for IR absorption are often in the mid-IR for molecular spectroscopy.
Fourier-transform IR (FTIR) spectrometers are often used for molecular spectros-
copy by the use of Michelson interferometers. Broadband light sources are limited in
the mid-IR and narrow linewidth light sources have been used with FTIR
spectrometers. Quantum cascade lasers (QCLs) have also emerged as a new platform
for transmission spectroscopy that omits the use of the FTIR spectrometers. This
simplifies IR absorption spectroscopy significantly as QCLs are tuned to cover a
broader bandwidth with high power that allows the IR absorption spectra to be
scanned by the light source. Beer–Lamberts law is used to quantify the concentration
of the recognised analyte. The absorbance of the sample is related to the concentra-
tion as:

A ¼ log
I0
I
¼ log T ð2:32Þ

A ¼ Ecl ð2:33Þ
where I0 and I are the incident and transmitted light, respectively, T is the transmit-
tance, E is the absorptivity constant, and l is the pathlength of the light in the sample.

Raman Spectroscopy-Based Optical Fibre Sensors
Raman spectroscopy-based OF sensors employ Raman scattering to observe vibra-
tional modes associated with specific molecules. This vibrational signature of
specific molecules is used to determine their quantity. The signal from Raman
scattering is much lower than the signal obtained in detecting IR absorbing
molecules. With a low Raman signal, interference may dominate from sources
such as fluorescence or Rayleigh scattering. Recent developments in enhancing
Raman scattering have led to rapid growth in applying Raman scattering for chemi-
cal sensing. The main advantage of using Raman spectroscopy over IR absorption
spectroscopy is the excitation wavelength used in the visible or NIR since
components in this domain is cheaper, and there is a possibility for generating a
broadband light source.

Raman scattering is an inelastic scattering process and can be excited about
molecules that change polarisability with no change in dipole when interacting
with incident photons. For centrosymmetric molecules, the molecule may be either
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IR or Raman active depending on the statement above. A change in dipole and no
change in polarisation corresponds to IR active molecule, whereas no change in
dipole and change in polarisation corresponds to Raman active molecules.

For Raman active molecules, incident light in the VIS-NIR domain may polarise
(distort) the electron cloud around the nuclei, resulting in a short-lived nuclei
complex or virtual states between the photon and molecule. This virtual state may
also couple with the vibrational energy states in the molecule that induces energy
transfers. The energy transfer between the virtual state and the vibrational modes
may result in photon scattering with energy smaller or more significant than the
excited virtual state, known as Stokes and anti-Stokes Raman scattering,
respectively.

The Stoke or anti-Stoke Raman scattering exhibits a wavelength that is lower or
higher than the incident photon. This leads to very sharp features in the spectrum due
to the shifting of the wavelength in the Raman spectrum and enables flexibility in the
choice of the excitation wavelength, avoiding fluorescent interference in the signal.

The coupling and energy transfers between virtual state and vibrational modes
happen very rarely, and only one in every 106–108 photons may result in Raman
scattering. It is possible to use surface gratings or nanoparticles of a noble metal or
silicon to enhance this process. At a specific resonance light wavelength, the electric
field will be large between surface gratings or on the surface of the nanoparticles.
The enhancement of the Raman scattering is proportional to the fourth power of the
local electric field at Raman site to the incoming electric field ratio. The centre of
symmetry can be broken in this process, and some new Raman peaks may appear
while other Raman peaks become very weak. The molecule may also become IR
absorption active due to the change in centre of symmetry. It is also necessary to
employ statistical methods or supervised machine learning for enhanced and
non-enhanced Raman scattering peaks to classify chemical components with their
respective quantities as for IR absorption spectroscopy.

Surface Plasmon Resonance-Based Optical Fibre Sensors
Surface plasmonic resonance (SPR) OF sensors exploits the interaction of incident
electromagnetic waves with the oscillation electrons on the surface of a metal, where
a positive permittivity material shares a boundary with a negative permittivity
material [13]. An example of this is the metal gold (which is a negative permittivity
material), and palladium (which is a positive permittivity material). When the
momentum of incident electromagnetic waves matches the momentum of the surface
electron waves in the gold, the electromagnetic waves are coupled to the surface
plasmon of the gold at the boundary between the two metals and is diminished. The
frequency of the surface electrons can be altered by changes in the material used,
resulting in a change in the wavelength of incident electromagnetic waves absorbed.
These types of sensors are advantageous, due to the limited complexity, low cost and
high specificity. To calculate the absorption at the SPR peak, the following modified
Beer–Lambert equation is used:
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SPR ¼ �10� log
sensor � darkð Þ

reference � darkð Þ
� �

ð2:34Þ

where the sensor signal is the transmission signal achieved with the sensor between
the light source and the spectrometer, the reference is the transmission signal without
the sensor between the light source and spectrometer, and the dark signal is the signal
with the light source turned off for both the reference and sensor setup, respectively.

A halogen light source can be used to provide a broad spectrum of visible light,
and the signal is straight forward to detect using a spectrometer. When the condition
of the SPR is fulfilled, the transmission spectrum of the optical fibre changes due to
the SPR-induced spectral absorption peak. This occurs when the longitudinal wave
vector of the light reflected at the fibre–gold interface matches the wave vector of the
surface plasmonic wave. A layer of SiO2 can use between the layers of gold and
palladium (sensing material) to shift the SPR to allow the coupling to the surface
plasmonic within the numerical aperture of the OF. The thicker the SiO2 layer is, the
larger the angular position and longer the peak wavelength. The thickness of both the
gold and palladium layers defines the propagation constant of the surface plasmon.
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Temperature and Humidity Measurements 3
Markus S. Wahl, Harald I. Muri, Rolf K. Snilsberg, Jacob J. Lamb,
and Dag R. Hjelme

In recent years, post-process high-speed, modern signal conditioning methods,
low-power and low-cost microelectronic hybrid circuits and advances in
miniaturisation technologies have driven improvements in sensor manufacturing
[1]. Additionally, the sensor must have a high degree of efficiency relative to its
calibration circumstances and sensing mechanism [1]. To save time and improve
quality in the implementation of mass production processes, many simulation
techniques and design aides can be utilised in the sensor design phase to predict
and improve output data [1]. Furthermore, the miniaturisation of sensors offers a
wide variety of advantages (e.g. low hysteresis and batch fabrication) [1].

Electrochemical energy systems are subject to the laws of thermodynamics.
Therefore, the need for temperature control is paramount. Furthermore, some
applications (e.g. water electrolysers and hydrogen fuel cells) require information
regarding the water humidity during their function. Both temperature and humidity
are essential parameters that need to be measured with regard to understanding the
internal environment, characterisation of the performance and optimisation.

The requirements of sensors for use in electrochemical energy systems are that
they must be inert, accurate, withstand hazardous conditions and be microscopic. OF
sensors provide a platform that can meet all of these requirements for use in

M. S. Wahl · H. I. Muri · R. K. Snilsberg · D. R. Hjelme
Department of Electronic Systems, ENERSENSE, Norwegian University of Science and
Technology, Trondheim, Norway
e-mail: markus.s.wahl@ntnu.no; harald.muri@ntnu.no; rolf.k.snilsberg@ntnu.no; dag.
hjelme@ntnu.no

J. J. Lamb (*)
Department of Electronic Systems, ENERSENSE, Norwegian University of Science and
Technology, Trondheim, Norway

Department of Energy and Process Engineering, ENERSENSE, Norwegian University of Science
and Technology, Trondheim, Norway
e-mail: jacob.j.lamb@ntnu.no

# Springer Nature Switzerland AG 2020
J. J. Lamb, B. G. Pollet (eds.), Micro-Optics and Energy,
https://doi.org/10.1007/978-3-030-43676-6_3

31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-43676-6_3&domain=pdf
mailto:markus.s.wahl@ntnu.no
mailto:harald.muri@ntnu.no
mailto:rolf.k.snilsberg@ntnu.no
mailto:dag.hjelme@ntnu.no
mailto:dag.hjelme@ntnu.no
mailto:jacob.j.lamb@ntnu.no


electrochemical energy systems. This chapter will cover the current OF temperature
and humidity sensors that can be used in electrochemical energy systems.

Humidity as a Measurable Parameter

Humidity plays a significant role in every part of life on our planet. Be it in biology,
or human-engineered processes. In order to maintain the desired humidity, it is
essential to monitor, detect and control the humidity. This can be in varied
conditions ranging from low to high temperatures or mixtures with other gases
[2]. This is also the case in many electrochemical energy systems (e.g. water
electrolysers and hydrogen fuel cells).

We have a relational understanding of increased water vapour in daily life as
temperature increases or as pressure reduces. Water vapour may also increase due to
common chemical reactions such as when our cellular respiration converts O2 and
sugar into CO2, water and chemical energy. By monitoring water vapour in addition
to monitoring pressure and temperature, we can control thermodynamic processes
with much higher accuracy.

Principle of Humidity Sensing

Humidity is the amount of water in the form of vapour in a body of air or other gases
that may follow the gas laws defined by Dalton [3]. The parameters of humidity are
defined in a variety of ways with the units of measurement corresponding to the
measurement technique used. The most commonly used terms are relative humidity
(RH), parts per million (ppm) by weight or by volume and absolute humidity (AB).
AB is measured with the unit of grams per cubic metre and is defined as a ratio of the
mass of water vapour to the volume of air:

AB ¼ mw

v
ð3:1Þ

where AB is the absolute humidity, mw is the mass of water vapour and v is the
volume of air. RH is the ratio of the amount of water vapour relative to the maximum
(saturated) water vapour that the air can hold at a given temperature and pressure.
Therefore, RH is temperature dependent and is a relative measurement stated as a %:

RH% ¼ Pv

Ps
� 100 ð3:2Þ

where Pv is the actual partial pressure of water vapour in air and Ps is the saturated
water vapour pressure of air at the same temperature. Saturation humidity is defined
as the ratio of the mass of water vapour at saturation to the volume of air:
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SH ¼ mws

v
ð3:3Þ

where SH is the saturation humidity (g/m3), mws is the mass of water vapour at
saturation (g) and v is the volume of air. Saturation humidity is a function of
temperature. It can provide the maximum amount of water vapour content in a
volume of gas at a given temperature. RH can also be represented in another way
by calculating the ratio of absolute humidity to saturation humidity as a % as
follows:

RH% ¼ AB
SH

� 100 ð3:4Þ

Parts per million by volume (ppmv) is defined as the volume of water vapour
content per volume of dry gas, and parts per million by weight (ppmw) is obtained
by multiplying ppmv by the mole weight of water per mole weight of that gas or air.
Therefore, ppmv and ppmw are absolute humidity measurements.

Traditional Optical Humidity Detection

Infrared (IR) optical absorption hygrometers are traditionally used to measure
humidity. An IR hygrometers operation is based on a dual-wavelength absorption
technique. This uses a primary wavelength and a secondary/reference wavelength.
At the primary wavelength, strong optical radiation absorption is observed, and at
the secondary/reference wavelength the absorption is negligible. The ratio of trans-
mission between the two wavelengths can then be used as a proxy for humidity
measurements. This allows a direct absorption-based measurement of water vapour.

Additionally, the drift and interference caused by contaminants can be minimised.
The method’s sensitivity depends on the absorption path length and is governed by
the Beer–Lambert law [4]. This means that the transmission of the IR radiation
through the sample is inversely proportional to the exponential of the concentration
and the path length. Despite this instrument having negligible drift with operation
over a wide humidity range, they are complex and large measurement solutions.

Miniaturised Humidity Sensors

Optical waveguide sensors are a class of optical-based device that fall under the
category of miniaturised humidity sensors. An example is the surface relief gratings
on SiO2/TiO2 waveguides reported by Tiefenthaler and Lukosz [5]. The roles played
by surface and volume adsorption of water molecules were determined quantita-
tively from the measurements of the effective refractive index changes of specific
modes in the waveguide. The observed changes in the refractive index as a result of
water adsorption were 0.037 at a wavelength of 514.5 nm, and the number of
monolayers of water adsorbed can be determined under different conditions.
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With the advent of OF technology, a considerable level of research has been
focused on OF-based techniques for humidity sensing. In a similar way to their
electronic or mechanical counterparts, OF humidity sensors are secondary devices
but show additional features like small size, immunity to electromagnetic interfer-
ence, multiplexing and remote sensing capabilities, all of which the counterpart
electronic sensors lack.

The various OF-based humidity sensing techniques reported so far, with designs
covering both extrinsic and intrinsic sensor types, can be further classified according
to the techniques commonly employed in OF sensing [6, 7]. Generally, these
techniques include direct spectroscopic, evanescent wave, in-fibre grating and inter-
ferometric methods, as discussed in detail below (Table 3.1 provides an overview of
some selected technologies).

Direct Spectroscopic Optical Fibre Humidity Sensors
The spectroscopic method has been a “workhorse” technique widely used in chemi-
cal analysis. This method examines the optical signal obtained and relates absorption
or fluorescence-based measurements to the concentration of the target analyte.
Hence, it is not surprising that it is a popular choice of method for many OF-based
chemical sensors. Generally, the design of the sensors can comprise optical fibres
with a sample cell for direct spectroscopic measurements or be configured as fibre
optrodes where a chemical selective layer, comprising chemical reagents in suitable
immobilising matrices, is deposited onto the optical fibre [6, 17]. Most
spectroscopic-based configurations for humidity sensing are based on the optrode
design where moisture-sensitive reagents are attached to the tip of the sensing fibre,
usually with the aid of a polymeric material to form the supporting matrix.

Absorption-based optical fibre humidity sensors are another form of direct spec-
troscopic technique. A variety of potential materials and chemical reagents have
been reported in light of their humidity-dependent optical absorption properties.
Examples include reagents such as cobalt chloride (CoCl2), cobalt oxide (Co3O4),
Rhodamine B, crystal violet, and more recently, materials such as electrochromic
polymers and bacteriorhodopsin doped bio-chromic film [18]. With these chemicals,

Table 3.1 Fibre optic humidity sensing techniques

Technique Method Range (%RH) References

Direct spectroscopic Absorption 0–95 [8]

Fluorescence lifetime 4–100 [9]

Fluorescence quenching 0–100 [10]

Evanescent Absorption 0–95 [8]

Attenuation 25–95 [11]

Resonance shift 0–80 [12]

In-fibre grating Strain-induced 10–90 [13]

Resonance shift 0–95 [14]

Interferometric Long period grating 33–97 [15]

Fabry–Perot intensity 0–97 [16]
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measurements are made by monitoring the intensity variation as a result of absorp-
tion due to the interaction between the chemical reagents involved and moisture.
These materials can be applied to the OF by having a porous section of the fibre that
is doped with the chemical, use of sol–gel techniques, or using an air-gap design.

Many fluorescence-based sensors can also be classed as direct spectroscopic
humidity sensors. A humidity-sensitive optrode membrane fabricated using a
dye-doped (Rhodamine 6G) gelatine film has been observed to function as an
OF-based humidity sensor [19]. The sensing membrane, which can be readily
adapted for OF sensing, exhibits strong fluorescence at 568 nm when excited at
536 nm. A hypochromic shift was observed with a resultant decrease in the emission
intensity at 568 nm when the humidity level was increased from 0 to 100% RH.

Evanescent Optical Fibre Humidity Sensors
The evanescent wave (EW) sensing method allows the OF to be used as an intrinsic
sensor where the field generated at the interface interacts with the target analyte
surrounding the fibre, giving information as a result of optical absorption, refractive
index change or scattering [6, 18]. Various OF configurations can be used for
evanescent wave sensing. A common approach is to use a plastic-clad OF with a
section of the cladding removed, in order to gain access to the evanescent field. The
structure of the de-clad fibre can also be modified by heating and bending it to form a
U-bent fibre, causing the evanescent field to extend further away from the interface,
hence enhancing the interaction between light and the target analyte. Other methods
to gain access to the evanescent field include side polishing of optical fibres cast in a
polymer block to expose the fibre core or heating and stretching the optical fibre to
form a fibre taper.

Chemical reagents or selected matrices can be coated onto a de-clad OF, forming
a standard design configuration for EW-based sensors. Comparing these to the
sensors discussed in the previous section, the use of such a configuration gives
flexibility in terms of the interaction length, time response and distributed sensing
capability [6, 18]. However, the required optical path length to achieve a similar
sensitivity as is achieved for example in the direct absorption method either by using
a direct sample cell or configuration based on active fibre core is much longer due to
the small path length interaction at every reflection point along the fibre [6].

RI change is another approach frequently used in the EW sensing method. An
example of humidity sensing based on this method has been demonstrated using a
plastic OF [20]. The fibre core of the plastic OF (diameter: 1 mm) was made from
PMMA with a refractive index of 1.489 at 680 nm. Hence to render the fibre
responsive to humidity, a polymer blend of HEC/polyvinylidene fluoride (PVDF)
was deposited on the fibre core, forming a cladding layer (thickness: 0.5–1 μm). The
humidity-sensitive cladding layer has a refractive index value of 1.492 when in a dry
state, creating a lossy waveguide which reduces the intensity of the light propagating
through the fibre. As the cladding layer hydrates, the refractive index value falls
below that of the core, reducing the intensity loss, forming the basis for humidity
detection.
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In-Fibre Grating Humidity Sensors
The in-fibre grating sensor represents a class of intrinsic OF sensors that have gained
widespread popularity in recent decades. They have been used in numerous
applications in various industries due to its inherent sensitivity to temperature, strain
and refractive index change [18]. The grating structure within the fibre sensor is
created by UV-induced periodic refractive index modulation of the fibre core and
can be generally classified into two main categories depending on the grating period,
namely the fibre Bragg grating (FBG) and long-period grating (LPG).

Grating-based sensors are commonly used in chemical sensing. The LPG can be
employed as a general refractive index sensor and used in conjunction with chemical
selective materials to create a species-specific chemical sensor. This thus forms a
desirable refractive index-based chemical sensing mechanism which has been
employed in the detection of a variety of chemical species [18]. The FBG-based
sensors, on the other hand, are on the whole used predominantly for the monitoring
of physical parameters such a temperature, strain or pressure. To use an FBG-based
sensor as a chemical sensor, a common approach is to select a material selectively
sensitive to the chemical measurand and capable of inducing mechanical deforma-
tion as it interacts. This is done to produce a secondary strain-induced measurement
using the FBG sensor as a result of physical or chemical interactions. The selection
of the sensing materials for an FBG chemical sensor is, therefore, more stringent
than LPG as it should be not only responsive to the selected chemical species but
also be able to expand in order to induce strain on the FBG. Applications of FBGs in
chemical sensing reported so far are primarily limited to the essential fields of H2 gas
detection, salinity measurement and moisture sensing [18].

Interferometric Optical Fibre Humidity Sensors
Optical interferometry is a powerful and versatile tool that has been applied in optical
fibre sensing to yield high performance OF sensors. In addition to the advantages
attributed to the use of fibre optics, OF interferometric sensors generally provide
geometric versatility in terms of sensor design and a high level of measurement
sensitivity [21]. The sensing mechanism relies on the perturbation of the phase
properties of the light signal travelling in the optical fibre introduced by an external
environment. The detection of the phase change is realised by mixing the signal of
interest with a reference signal, consequently converting the phase difference
between the two signals into an optical intensity change. Various interferometer
configurations such as the Mach–Zehnder, Michelson, Sagnac and Fabry–Perot can
be used to perform the detection.

Current Optical Temperature Sensor Technologies

There are a wide variety of applications of fibre optic sensors in composite materials,
including temperature measurements. For this application, the critical requirement is
to measure either strain or temperature, or both parameters simultaneously. In this
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section, a discussion of the different types of OF sensors that can be used with
composite materials to measure strain/temperature when embedded inside a system
is made. The different types of OF sensors reported for strain/temperature
measurements in composite materials are fibre Bragg grating (FBG) sensors, inter-
ferometric fibre optic sensors, polarimetric sensors, fibre optic micro bend sensors,
distributed sensors (using techniques such as Rayleigh scattering, Raman scattering
and Brillouin scattering) and hybrid sensors [22].

Many strategies to measure temperature with a fibre optic sensor have been
developed since Corning developed the first low-loss optical fibre in 1970 [23]. As
described in Chap. 2, fibre optic sensors can be classified as either intrinsic or
extrinsic. Although many extrinsic sensors are temperature sensitive, their inherent
cross-sensitivity to other parameters excludes them from general use. An interesting
exception is the tilted fibre Bragg grating (TFBG) sensors, with their intrinsic
temperature sensitivity and extrinsic RI sensitivity. Discrimination between
parameters is necessary with one sensor that provides two parameters with different
responses (e.g. fundamental and second-order Bragg resonance).

Blackbody Radiation-Based Temperature Sensing

The blackbody radiation temperature measurement method is based on the thermal
radiation principle [24–28]. Any object whose temperature is higher than absolute
zero will emit infrared radiation to the outside. The infrared radiation energy of the
object and the distribution of its wavelength are closely related to its surface
temperature. Therefore, the surface temperature of the object can be accurately
measured by measuring the infrared energy of its radiation. A detection fibre,
which is a crystallised fibre form by annealing twice at high temperature, is fused
to the end of transmission fibre. The thermal radiation energy of the high-
temperature field will be coupled to the end surface of the transmission fibre by a
detection fibre and then transmitted to the spectral analyser. According to Planck’s
radiation law, the change of temperature can be derived from the light intensity of the
thermal radiation [24, 28, 29]. Generally, OF sensors based on blackbody radiation
are reserved for use in high-temperature applications above 400�C.

Absorption-Based Temperature Sensing

Tuneable diode laser absorption spectroscopy (TDLAS) is a well-used technique for
OF temperature sensing and has been used widely for the detection of temperatures
and temperature distributions [30]. The system is based on a laser beam path that can
be detected using a spectral sensor. The spectral information can then be used to
calculate the temperature between the laser diode and the spectral sensor using the
Lambert–Beer law. By integrating a matrix of laser beams and spectral detectors, a
multidimensional distribution of temperature can be observed.
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Polarimetric-Based Temperature Sensors

The polarisation properties of light propagating through an optical can be affected by
stress, strain, pressure and temperature acting on a measuring fibre and, in a fibre,
polarimetric sensor, the polarisation change is detected to retrieve the sensing
parameter [22]. Polarimetric sensors detect the presence of some physical field via
a change in the birefringence of the sensing fibre. The transduction mechanism is the
modulation of the polarisation state or the optical phase difference between the two
orthogonal eigenstates. Such sensors are therefore analogous to interferometric
sensors where the resultant intensity, arising from the superposition of two mutually
coherent light beams corresponding to two different paths, varies with the relative
path difference with a period equal to the optical wavelength [31]. The polarimetric
sensor demonstrated here utilises the orthogonal birefringent axes of polarisation
maintaining fibre to provide two independent paths within the fibre. If both modes
are equally excited, providing that the two polarisation modes can mix coherently, an
interference pattern of maximum visibility will be observed upon modulation of the
fibre birefringence [31].

Interferometer-Based Temperature Sensors

Interferometric fibre sensors can also be employed for strain/temperature
measurements in electrochemical energy systems. There are different types of
interferometric fibre sensors which differ in their operating principles and strain/
temperature sensing characteristics [32]. The interferometric fibre sensors most
commonly employed for sensing applications are extrinsic Fabry–Perot
interferometers (EFPI), and micro-hole collapsed modal interferometers.

A Fabry–Perot interferometer (FPI) generally comprises two parallel reflecting
surfaces separated by a certain distance [33]. It comprises a superluminescent light
diode (SLD) source, a coupler and a spectrometer. Any applied longitudinal strain to
the FPI sensor alters the physical length of the cavity, which results in a phase
difference between reflected or transmitted beams. By measuring the shift of the
wavelength spectrum, the strain applied to the FPI can be measured. It is found that
the shorter the optical path difference (OPD), the larger will the free spectral range
(FSR) be, resulting in a wider dynamic range for a sensor [34]. Therefore, the
dynamic range of the sensor can be tuned by varying the cavity length, which in
turn changes the OPD of the FPI sensor [35].

A large group of temperature sensors are based on modal fibre interferometers.
Higher-order modes are excited in the sensitive section of the fibre, and the differ-
ence in effective refractive index creates interference between them that is sensitive
to temperature [36]. The thermal sensitivity stems from thermal expansion and the
thermo-optic effect, which both affect the optical path length (OPL ¼ nd) of the
modes. If the higher-order modes are cladding modes, or in other way reach the fibre
surface, the sensor will have a cross-sensitivity to the refractive index of the
surrounding medium. Efforts have been made to untangle the two parameters
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[37, 38], but the method relies on linear response to both parameters. Lee et al.
(2012) provide an in-depth review of interferometric fibre optic sensors [33]. The
sensitivity of interferometer-based sensors is observed as a peak wavelength change
and range from 15 pm per

�
C for multimode interferometers [39], 58.5 pm per

�
C for

gradient index-multimode interferometers [40] and 81.7 pm per
�
C for double taper

interferometers [41].

Fibre Bragg Grating Temperature Sensors

Fibre Bragg grating (FBG)-based temperature sensors are one of the most promising
solutions, giving good sensitivity and a robust configuration. An FBG sensor
comprises a grating region with a periodic change in refractive index in the core
region of an optical fibre. Such periodically modulated refractive index structures
enable the light to be coupled from the forward propagating core mode into a
backward propagating core mode generating a reflection response. Chapter 2
describes the working principle and fabrication in detail. FBGs utilise the photosen-
sitive property of the optical fibre material to establish a spatial periodic refractive
index distribution on the core of the fibre (by the inscribed grating). This results in a
change or allows the control of the propagation behaviour of the light. As the grating
is inscribed into the fibre itself, the integrity of the fibre is not compromised,
although the hydrogen loading does make the glass material more brittle [42]. The
glass is inert to most substances and is therefore ideal to use in harsh environments,
with high-temperature resolutions [43].

Commonly FBGs are used to measure axial strain as well as temperature. This is
because axial strain sensitivity is effectively higher as the change in the FBG pitch is
directly proportional to the applied longitudinal strain. When there are changes in the
external temperature or strain, there will be changes in the period of the FBG
resulting in changes to the refractive index of the core. This causes the Bragg
wavelength of the FBG to change. The Bragg wavelength follows these changes,
which is the basic principle of a wavelength modulation sensor like an FBG sensor.
This means that as long as the Bragg wavelength change can be measured, the strain
and temperature can be obtained. Therefore, calibration of FBGs for the desired
temperature is most important. The temperature sensitivity of an FBG is observed as
a peak wavelength change of 10 pm per

�
C [44]. This allows for a dynamic range of

0–200
�
C in conventional FBG sensors [45], and 0–400

�
C in more advanced

systems [46].

Long-Period Fibre Grating
Long-period fibre gratings (LPFGs) have attracted much attention because they can
form many useful devices, including optical sensors. An LPFG can be produced by
introduction of a periodic modulation of the refractive index with a pitch of the order
of 100 μm along with the core of a single-mode fibre [47]. The transmission
spectrum of a typical LPFG consists of several rejection bands that arise from light
coupling from the fundamental mode to the cladding modes of the fibre. In general,
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these rejection bands are sensitive to the temperature, the strain along the LPFG and
the refractive index of the surrounding medium. Measurement of the shift of the
rejection band in response to a change in these physical parameters is the basis of
LPFG sensors. Separation of various physical effects is, therefore, an essential issue
in the development of practical LPFG sensors. For refractive index measurement, in
particular, the temperature effect must be eliminated. The temperature sensitivity of
an LPFG can be reduced with a specially doped host fibre [48] or a carefully chosen
polymer coating.

Tilted Fibre Bragg Grating
Recently, tilted fibre Bragg gratings (TFBGs) have been considered as the critical
components in novel fibre sensors [49–55] because they have the sensing
characteristics of both uniform fibre Bragg gratings (FBGs) and long-period fibre
gratings (LPFGs) [55]. In the TFBGs, light coupling occurs not only between the
forward and backward core modes but also between the forward core mode and
backward cladding modes and even radiation modes [56]. Therefore, it is an ideal
element for constituting a reflective fibre device based on cladding-mode recoupling.
Several reflective TFBG devices have been proposed after introducing some unique
cladding-mode exciting or recoupling element [57]. This allows the production of
multiparameter sensors for simultaneous measurement of strain, temperature and RI
[50]. The temperature sensitivity of a TFBG is observed as a peak wavelength
change of 14.2 pm per

�
C, allowing for a broad dynamic range of 0–800

�
C [58].

Some Challenges and Solutions for Optical Fibre-Based Sensing

Embedding OF sensors inside electrochemical energy systems is a minimally inva-
sive technique, but for industrial applications still, there exist a few issues that are
under investigation. One of the challenges is the provision of a reliable method for
connecting to the sensor [22]. Custom designed ingress/egress optical fibre end
connectors show promise; however, these may cause the fibre to become brittle
near the edges of the structure [22]. Furthermore, after the connector installation, it is
impossible to modify the fibre. Free space coupling can be considered a more
promising method [22]. A novel example of free-space passive coupling of light
into FBG sensors has been shown consisting of a 45� mirror integrated directly into
the fibre [59].

The second issue is the structural damage. Since optical fibres can have larger
diameters when compared to reinforcement fibres, damages can occur. One way to
overcome this is to reduce the diameter of the optical fibres further and apply an
optimised protective coating. An example is the Draw Tower Grating (DTG) fibre
with an 80 μm diameter. This should be a less invasive optical fibre [60].

The OF sensor embedding procedure for mass production of systems with OF
sensors is often a labour-intensive task. Ideally, a reliable automated optical fibre
placement system is required for mass production solutions, that can be retrofitted
into the existing industrial production processes. Currently, the security of sensitive
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areas of OF sensor (e.g. grating written area of FBG) and control over the alignment
of specialised OF sensors are not well assured. An option to overcome this is an
automated fibre placement system combined with X-ray-based micro-controlled
tomography. This could be a suitable solution for quality control of the
embedded FOS.

Finally, the limitations of the operating range and accuracy of the OF-based
sensors are some of the drawbacks. Moreover, the stability and detection range of
these sensors needs to be extended to improve their utilisation. The ability for the
sensors to withstand harsh environments is also a crucial parameter, and this can
come at a cost to the sensitivity of the sensor. Nevertheless, these sensors have found
useful applications in various areas where electronic sensors were found to be
inappropriate, thereby showing the real potential of OF-based sensors. This forms
the primary motivation that has driven the research activities on the development of a
range of OF sensors over the last decades, and a lot of these developments can be
directly applied to detection in the electrochemical energy systems.
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Hydrogen Gas Measurements 4
Harald I. Muri, Jacob J. Lamb, Markus Wahl, Rolf K. Snilsberg,
and Dag R. Hjelme

To realise the goal of high efficiency, low-pollution, sustainable and abundant
energy sector, hydrogen will play a significant role in energy storage [1]. Gas
composition measurements for H2 energy storage applications mainly consist of
detecting gas concentrations such as H2 to evaluate the electrochemical processes as
well as their performance. The measurement of one or more gas components and
concentrations may serve as important indicators for the state of chemical or
thermodynamic processes in energy systems such as mass transport in fuel cells,
water electrolysers or concentration batteries. Gas compositions are usually
measured by using IR light absorption sensors or Raman scattering sensors and
can be combined with optical fibres to confine the molecule detection at a micro-
scale. This chapter presents principles for sensing different gas components, possible
types of optical fibre systems solutions for gas detection and challenges and
advantages with these.
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Traditional Gas Optical Measurements

Gas measurements with optical systems are based on using light to detect the
translational, rotational or vibrational stretching or bending modes that are
associated with a specific gas molecule. These vibrational modes may be symmetric
or asymmetric, as shown in Chap. 2. Symmetric vibrational modes are usually
weaker than asymmetric vibrational modes. For centrosymmetric molecules, a
change in the dipole occurs while no change in polarisation is observed when
probing with IR absorption methods. For Raman scattering molecules there is no
change in dipole, but a change in polarisation is observed.

Infrared Absorption

For IR absorption, the light wavelengths between 700–2500 nm (IR) and
2500–15,000 nm (MIR) have photon energy that matches the difference in the
vibrational stretching or bending energy modes of a gas molecule. When this energy
mode matches the photon energy, the molecule absorbs that wavelength of light. The
different vibrational modes are the fingerprint for a specific gas molecule, and an IR
light of different wavelengths can be used to detect it. Despite this, some molecules
have very similar fingerprints, and the IR absorption wavelengths may overlap. This
can make the detection of specific gas molecules difficult. The different IR absorp-
tion wavelengths can be identified with their respective molecules by using standard
chemometric statistical methods. The amount of light absorbed by a specific mole-
cule is related to its concentration in a sample volume by using the Beer–Lambert
law as described in Eqs. (2.31) and (2.32).

Raman Scattering

For Raman scattering, light wavelengths in VIS or IR spectrums may interact with
the molecule by initially causing an oscillating polarisation or virtual state. This can
couple to vibrational modes that result in an energy transfer between the virtual state
and the vibrational modes. As a result of the energy transfer, the scattered light has a
wavelength shift increase or decrease that is known as Stokes or anti-Stokes Raman
scattering, respectively. The magnitude of the wavelength shift of the scattered light
is directly proportional to the concentration of the Raman active molecule. However,
the Raman scattering intensity is very weak as it only occurs with every 106–108

scattered photons.

Raman- and IR-Based Optical Fibre Hydrogen Sensors

Gas composition measurements with optical fibres require light interaction with the
surrounding environment. To achieve this, it is possible to use different types of
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extrinsic optical fibres, as mentioned in Chaps. 2 and 3. The simplest way to detect
gas is to use optical fibre systems in transmission or reflection.

For IR active molecules, it is possible to use single-wavelength light for detecting
the target gas. This requires no overlap between absorption bands of target gas and
other absorption bands with other gases present in the measurement cavity. In energy
storage systems, this is often not the case, and many gases are present with
overlapping absorption bands. To separate the absorption bands, it is possible to
use a wideband wavelength source so an absorption spectrum can be obtained.
Furthermore, the deconvolution method can be applied to the spectra to find the
overlapping absorption amplitudes. The light sources able to produce a wideband IR
and MIR spectra is often based on quantum cascade lasers. However, to date, these
systems are costly to make and are mostly used in dedicated research laboratories.
The cheapest and most common method for obtaining broad IR spectra is to use an
FTIR spectrometer. This method requires sufficient computation power due to the
Fourier transform applied on the interferogram produced by the Michelson
interferometer.

It is also possible to excite the light into the cladding of the fibre as mentioned in
Chaps. 2 and 3, so the light is interacting with the medium on the surface of the fibre.
LPG or TFBG optical fibres may be used for exciting cladding modes. Tapered
optical fibres can also be used, but they generally require etching of the fibre
cladding.

Due to the significant attenuation of mid and far-infrared in optical fibres and the
weak coupling into the cladding it is required to rather functionalize the surface of
the fibres with sensor materials absorbing specific gases. The gas binds to the sensor
material on the fibre, changes its refractive index, which causes a change in the
spectrum of the light either in intensity or as wavelength shifts. Low attenuation can
be achieved by using speciality optical fibres manufactured with other materials.

The use of side-faced and end-faced optical fibre designs have great potential for
Raman scattering sensors due to the possibility for manipulating the field on the fibre
side-face enhancing the Raman scattering. An example of this is SPR, where a
sensing material (e.g. palladium for hydrogen detection) causes changes to another
material of different permittivity (usually gold or silver), causing a resonant oscilla-
tion of conductive electrons at the interface between the two materials. This oscilla-
tion resonance can be manipulated by the hydrogenation state of the palladium and
can be probed optically.

Raman active molecules may be detected with side-face sensing optical fibres by
using either VIS or IR broadband light source. Using the VIS domain has many
advantages such as increased scattering since the strength of Raman scattering is
inversely proportional to the fourth power of the wavelength. Many wideband
sources and detectors are also available and inexpensive. The weak Raman scatter-
ing intensity is a significant disadvantage and long measurement times, or high laser
power is required to obtain a sufficient signal.

The Raman scattering can also be enhanced by increasing the strength of the light,
electromagnetic field interacting with the medium on the fibre side-face. By struc-
turing noble metal or silicon materials on the fibre surface, highly localised and
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enhanced fields can be obtained. Surface layers may consist of nanometre layer of
gold, gold nanoparticles or periodic gratings. The field enhancement amplifies the
incident light interaction with the Raman active molecules as well as emitted Raman
scattering. The increase of Raman scattering is proportional to the fourth power of
the electric field enhancement (i.e. a doubling of the electric field on the fibre side
due to structured noble metal layer will result in a 16-fold increase in Raman
scattered photons).

In principle, Raman scattering has excellent potential for significantly increasing
specificity and sensitivity for measuring gas compositions. However, due to the
weak signal obtained with Raman scattering sensors, it is to date less used in industry
than IR absorbing sensors. With IR sensors, several methods can be applied to
overcome non-specificity due to overlapping absorbing bands or background noise
from water. Conventional statistical methods such as partial least square regression
or principal component analysis can be applied to analyse complex gas composition.

Thin Film-Based Optical Fibre Hydrogen Sensors

Measurement Principles

The two main trends for thin-film based OF H2 sensors are based on two materials.
One is palladium-based films, and the other is tungsten oxide-based films in either
side-faced or end-faced configurations.

Palladium-Based Thin Films
Palladium readily reacts with H2 naturally. When molecular H2 is near palladium, it
becomes dissociated into atomic hydrogen. The hydrogen atoms can then diffuse
into the palladium, rapidly converting the palladium into the reversible palladium
hydride. The crystallographic change in the palladium leads to an incremental
increase in the volume of the film and a reduction in the dielectric constant. This
leads to changes in the optical signals through an OF related to intensity, wavelength
and phase (this depends on the configuration of the sensor). Therefore, these changes
can be probed and monitored in response to the H2 concentration near the OF [2–
4]. Unfortunately, due to the cyclic absorption and desorption of hydrogen, palla-
dium films are susceptible to cracking, blistering and delamination from multiple
expansion and contraction cycles. This embrittlement of the film reduces the stability
and sensitivity of the sensor significantly.

Tungsten Oxide-Based Thin Films
When tungsten oxide is exposed to H2, its reflectance, transmittance, absorption and
refractive index are changed. This makes tungsten oxide an ideal material for optical
detection of H2 [5]. Tungsten oxide does not selectively react with H2, as many other
gases such as H2S and acetylene also react with tungsten oxide. Additionally, as it is
an oxide, O2 can severely reduce the ability of tungsten oxide to react with H2
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through competition. The interaction of tungsten oxide with H2 is also an exothermic
reaction, which is not ideal for H2 applications.

Measurement Methods

Since palladium is sensitive to H2 and can be applied in thin films onto OFs, it is a
good candidate for an OF-based H2 sensor. This means that the sensor can be
isolated, on-line and measured from a distance. The means of measurement can be
either by transmission or reflection of an optical signal through an OF.

Intensity-Based Hydrogen Sensors
Intensity-based H2 sensors function on the principle that the concentration of H2 will
directly modulate the light intensity through the OF. This can be classified as either
evanescent field sensors or micro-mirror sensors. Evanescent field sensors are
generally the most commonly used type of sensor for H2 applications. The sensing
region is in the form of etched, tapered or side-polished OFs with the thin films
coated on the core-exposed OF [2, 4].

When the OF cladding is removed, the thin film applied will act as the cladding.
This allows the film to modify the evanescent field, influencing the transmission of
light through the OF. In the case of palladium as the thin film, this transmission of
light is directly modulated by the presence of H2, meaning the transmission intensity
is linked to the H2 concentration.

Micro-mirror sensors are another way of producing an intensity-based H2 sensor.
These consist of the thin film being applied to the end of an OF to form a mirror
[2, 4]. The sensing mechanism relies on the Fresnel reflection phenomenon. More-
over, when H2 interacts with the thin film, the refractive index changes causing the
reflection of light to change. This changes the transmission of light through the fibre
relative to the refractive index of the thin film. In the case of palladium, this results in
a light transmission that is linked to the H2 concentration.

Both micro-mirror and evanescent H2 sensors have straight forward structures
and do not demand complicated optical devices. This reduces the cost and makes
them more suitable for industrial distribution. Despite this, they are both susceptible
to fluctuations in the light source and losses along the OF. Furthermore, the
mechanical stability of such sensors is low due to the requirement for removing
the OF cladding.

Fibre Grating-Based Hydrogen Sensors
As described in Chap. 2, fibre gratings are periodic structures that can modulate the
refractive index of an OF. This is achieved by inscribing a constant modulation
period within the core of the OF. The difference in the modulation period can be
grouped into those with a period gap <1 μm (FBG), of with a period in the range of
10–100 μm (LPG). For FBG, deception of H2 relies on the variation of strain induced
by the palladium on the surface of the fibre, whereas, for LPG, the H2 detection relies
on the coupling between the cladding modes (or thin-film) and the evanescent
waves.
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Interferometer-Based Hydrogen Sensors
As discussed in Chap. 2, interferometer-based sensors work on the principle that two
light with identical frequencies, a constant phase difference and the same transmis-
sion direction will interfere with each other at a specific meeting point. With regards
to a H2 sensor, it is assumed that the H2 reacts with a sensitive film (palladium),
which induces a stress on the interferometer device. This stress can then affect the
phase difference between the two lights, causing a shift in the interference spectrum.
The three main options for the structural style of the interferometer for H2 sensing are
a Mach–Zehnder and Fabry–Perot interferometers. Mach–Zehnder interferometers
have two light inputs with different optical path lengths, causing an out-of-phase
interference when the two light paths meet. Fabry–Perot interferometers rely on the
reflection of the light back down the OF. To detect H2, palladium is used as the
reflective film, causing a shift in the reflective resonant spectrum.

SPR-Based Hydrogen Sensors
Surface plasmons are the oscillations of electrons in metal that are stimulated by
transverse magnetic light. When the propagation constant of the light matches the
propagation constant of the surface plasmon wave, energy is transferred from the
incident light wave to the surface plasmon wave. This resonance condition of the
surface plasmons is highly sensitive to the dielectric constant of materials in contact
with the metal, the angle of incidence and the wavelength of the light. When there is
a fixed angle of incidence of light, the resonance occurs at a fixed wavelength termed
the resonant wavelength. When changes occur to the dielectric constant of the
material touching the metal, the resonance parameter of the surface plasmons
changes. The metals gold, silver and copper, are ideal thin layers that support surface
plasmons, and the addition of a thin layer of palladium above metal allows modifi-
cation of the surface plasmon on the support metal that can be observed spectro-
scopically (Fig. 4.1).

Fig. 4.1 Optical sensor technologies using surface plasmon resonance
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Sensor Fusion 5
Harald I. Muri, Markus Wahl, Jacob J. Lamb, Rolf K. Snilsberg,
and Dag R. Hjelme

The fusion of sensors or data is today often used for increasing precision in naviga-
tion, position and location of mobile objects in the shipping industry, GPS systems,
and smartphones. This is due in part that some information may not be reliable when
using the sensor data sources individually. By fusing several independent sensors
containing individual information, their combined data may represent precise and
usable information or distributions.

Furthermore, sensor fusion can be an improvement of single sensor
measurements with sensory deprivation, limited spatial coverage, limited temporal
coverage, imprecision or uncertainties being reduced. Therefore, sensor fusion can
be designed in competitive, complementary or cooperative configurations. This
chapter will mainly focus on complementary fusion where sensor fusion can be
used to increase precision or reduce uncertainties by using multiple OF sensors for
monitoring different parameters.
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Principle of Sensor Fusion

The terminology of fusing sensory data has often been defined as data fusion, sensor
fusion, information fusion or multisensor integration. The terminologies are often
used for online sensors, offline sensors or intelligence data used in combination with
offline and online sensors. Tools and methods are used to combine a set of intelli-
gence data or sensor data from different sources, so the resulting information is better
than if the sources were used individually [1]. The resulting information may be
obtained from independent heterogeneous or homogeneous sensor sources. Some
limitations of using single sensors may include:

Limited Temporal Coverage Single sensors may suffer from long response times
due to the processing of data such as frequency filters, curve fitting and statistical
analysis. Long response times may also be due to the collection of measurements to
obtain a sufficiently high signal.

Limited Spatial Coverage Single sensors may only observe a limited section of a
process with spatial differences. The single sensor may only then detect the likeli-
hood of this state that can largely differ from the mean average. The use of several
sensors may resemble the mean average state of a process with spatial differences.

Sensory Deprivation The failure of a sensor causes a loss in the observation of a
process. By employing sensor fusion, it is still possible to observe a process with
sensor failures.

Evolution in nature has already implemented multisensor integration of acoustic
sensing (hearing), light detection (sight), pressure detection (touching) and chemical
detection (taste and smell) to increase the precision in measuring the observed
environment. For humans, our precise perception of the environment is highly
dependent on using all our five senses to estimate the state of the surrounding nature.
The state (temperature) of water may not be accurately estimated only by using either
of the five senses individually. Evaporation of water can be observed with our eyes
to estimate water temperature. Our touch sensors can feel the temperature of the
environment (cold, hot) to relate observed water vapour with external temperature.

When combining sensors, the total information may be represented as follows. In
cold environments, the difference in temperature between hot water and the external
environment is high, and water may also evaporate at temperatures far from boiling
point. With human hearing, water boiling can be sensed acoustically without
detecting it with sight. The resulting information is perceived as high-temperature
water, which we can process to decide not to make physical contact with the water.
This exemplifies how the combination of information from different sensors are
increasing the precision and reducing uncertainty in the state estimation of a
parameter.
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Sensor Fusion Possibilities

The sensor fusion possibilities may be systemised into three categories that summa-
rise their configuration.

Cooperative Configuration The sensor fusion may be cooperative configured
when two independent sensors monitor the same parameters to derive more infor-
mation about a process than the information obtained when using a single sensor.
Stereoscopic vision is a cooperative sensor fusion configuration where several
images are obtained at different viewpoints. The different images at different
viewpoints are then used to resemble a three-dimensional image of the observed
object [2].

Competitive Configuration The sensor configuration can be competitively
configured if the sensors monitor independent parameters of the same property.
This way, the sensors with the largest signal-to-noise ratio, or the sensors that have a
response accordingly to a statistical model, will be included in the parameter
computations. Competitive systems can often be combined with the cooperative
configuration.

Complementary Configuration A complementary sensor fusion configuration
applies sensors that either monitor two different environments or monitors the
same environments with two different and independent sensor systems with different
signal and noise functions. By using multiple cameras to observe separate parts of a
room or using an electronic and an optic sensor in combination to monitor tempera-
ture can be categorised as a complementary sensor fusion configuration. This
configuration can offer an increase in monitoring precision of a process that would
not be possible with single independent sensors.

Data Handling

The simplest form of sensor fusion can be obtained by using two different sensor
parameters and by performing an averaging process, or to choose the maximum
value of energy and transfer it to the result. The signal to noise ratio may be increased
by fusing two sensor responses A�1 and A�2. The wavelet transforms contain a
signal, a and b, and an error or noise as c and d. The sensor fusion has obtained an
average of the signal, and error A�1 and A�2. The result increased signal to noise
ratio from a/b to (a + b)/(c + d ). For the maximum value method signal to noise is
also increased.

The Kalman filter method may increase precision for systems such as the
two-sensor fusion example above [3]. Instead of averaging over the signal and
noise, each sensor parameter measurement is weighted differently based on its
variance σ2. The sensors with minimal covariance are weighted more than the
sensors with higher covariances. This leads to filtering out noise from using the
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multiple sensors with independent parameter measurements. For a simple sensor
fusion using two sensors performing one measurement only, the Kalman filter can be
used to compute the best estimate of the state as:

bx ¼ z1 þ K z2 � z1ð Þ ð5:1Þ

σ2 ¼ 1� Kð Þσ21 ð5:2Þ

K ¼ σ21
σ21 þ σ22

ð5:3Þ

where z1 and z2 are the two sensor measurements, K is Kalmar gain, and σ21 and σ22
are the gaussian noise of sensor measurement z1 and z2, respectively. The variances
from the two sensors are used to weigh the measurement to find the best estimate of
the state.

Note that the statements above are a simplification of using a Kalman filter for
sensor fusion. The filter may be extended for non-Gaussian noise and for time
dependence. In most situations, it is not only a low signal to noise that is the issue
but also drift in measurement due to the time dependence of the sensor monitoring
the state of a system. Some extensions of Kalman filter methods are:

Non-linear Systems Since linear modelling is not always possible, extended
Kalman filter methods have been derived that use non-linear stochastic difference
equations to perform the system modelling [4].

Estimation of System Parameters Statistical parameters are not always prior
known and are not constant over time. Therefore, a version of the Kalman filter
method has been produced to estimate statistical parameters [5].

Least Mean Square Optimisation Alternatives The use of the least mean square
approach minimises the error in the Kalman filter method. Other alternatives may be
better suited for specific applications, such as the H1 norm [6].

Other sensor fusion algorithms of importance are also support vector machine,
Bayesian inference technique and fuzzy logic.

Bayesian Inference Technique Multiple sensor parameters can be used to find the
probability of a process to be described in a specific state, such as a rock blocking the
road. The process is described either being in a state of a clear or blocked road. The
multiple sensors are providing information about whether there the road is blocked
or not and by using the inference technique, the highest probability is found for
either of these states. This sensor fusion is increasing the completeness in estimating
an observed process.

Fuzzy Logic Fuzzy logic is a method where the uncertainty in multisensor fusion
can be categorised in the inference processes. The inconsistent information from the
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sensor parameters is “truth” valued with a number between 0 and 1. Based on the
process observed, the most trustworthy sensor parameters are valued as significant
depending on the rule applied. The rules added to the model may also be weighted
differently statically or dynamically.

Support Vector Machine Multiple sensor parameters can be combined with sup-
port vector machine algorithms that are supervised, learning models. Classification
and regression analysis about a process is performed in advance and serves as a set of
training examples. The SVM is optimising a hyperplane based on the input sensor
parameters and minimises structural error or maximising margins. This sensor fusion
method is increasing the completeness of an observed process by including several
sensors.

Sensor fusion allows physical limitations to be overcome in sensor systems.
There are a host of different fusion techniques, some of which have been briefly
covered here. Although many methods have been left out, Kalman Filter and
Bayesian reasoning methods are generally used most frequently when fusing
sensors.
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Part III

Energy Production and Storage



Hydrogen Fuel Cells and Water
Electrolysers 6
Jacob J. Lamb, Odne S. Burheim, and Bruno G. Pollet

Introduction

Energy storage in the form of H2 is in many cases considered to be the best means to
store energy coming from intermittent (e.g. wind and solar) renewable energy
sources. With localised capacities for renewable energy sources proliferating, a
storage system that can match the production rate is urgently required. Proton
exchange membrane (PEM) fuel cells and electrolysers may provide the basis for
a sustainable H2 production solution that is suited for being coupled to intermittent
renewable energy sources.

The interest in PEM technology has been revitalised in recent years with the
increasing interest in producing green energy; however, there are many challenges to
be explored to improve the technology for wider distribution. Furthermore, a high
level of understanding of the internal temperature distribution within a PEM system
will allow computational modelling to increase in accuracy, aiding the conceptual
development of PEM systems.

With regard to PEM systems, more than 94,000 fuel cell studies have been
published, and almost all water electrolysis methods are also used for fuel cell
research, suggesting that water electrolysis research has investigated methods used
in fuel cell research [1, 2]. This may be related to fuel cell research encouraging the
development of water electrolysis technologies. Therefore, for the context of
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developing micro-optical sensors for determining temperature distribution in PEM
systems, the fuel cell and electrolyser alternatives are virtually identical. Since the
PEM fuel cell has developed further than the PEM electrolyser, after a brief
description of PEM electrolysers, this chapter will focus more on the fuel cell design.

Hydrogen Production

Traditional Production

The use of H2 as an economically viable energy source has been held back initially
by the fact that molecular H2 (unlike fossil fuels) does not readily exist in large scales
in nature. Therefore, to obtain H2, energy input is required. Most commonly, H2 is
produced by steam reforming of natural gas or other fossil fuels, such as propane,
gasoline, diesel, methanol or ethanol [3–5]. This is achieved in what is known as a
reformer, where high temperature (e.g. 700–1000 �C) water vapour reacts with fossil
fuel in the presence of a catalyst generally constructed of nickel [3–5]. Although
widely used, the steam reforming method of H2 production generally produces low
purity H2 with many carbon-containing species (e.g. CO). Furthermore, by using
fossil fuels to produce H2, steam reforming does not relieve the dependencies on
fossil fuels; therefore, it does not contribute to the energy matrix as a clean,
renewable energy storage solution.

Water electrolysis is a method for production of H2 through the electrochemical
conversion of water into its two constituents, H2 and O2 [6]. This can yield high-
purity H2 due to the lack of complex chemistry occurring.

Electrochemical Production

Water electrolysis is currently the most prominent primary method for sheer H2

manufacturing by electrochemical means, and it is expected that its importance will
expand rapidly shortly. Electrolysis of water is based on the movement of electrons
supported by an external circuit. The main electrochemical H2 manufacturing
techniques are alkaline, proton exchange membrane (PEM) and solid oxide
(SO) electrolysers. The input into the electrolyser will be dynamic due to the periodic
availability of renewable energy from solar and wind sources. Due to their flexible
operation, PEM electrolyser technology is preferential in a renewable energy sense
over alkaline and SO techniques.

The main advantages of PEM electrolysers are as follows:

• There is a possibility of operating the cells at a high current density.
• High efficiencies can be obtained, even at high current densities.
• High-purity gases are produced as a result of the high purity water used.
• They have a high dynamic range.
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The main drawbacks of PEM electrolysers are as follows:

• Capital expenses are still very high.
• Need for high-purity water.
• Large-scale systems are not yet developed.

Turning Hydrogen into Electricity

There are many different types of fuel cells, and PEM fuel cells have been developed
significantly more than their electrolyser alternatives. Moreover, PEM fuel cells have
been developed the most and implemented more due to their capability for
generating higher power densities, higher efficiencies, low weight, compact size,
lower cost, lower operation temperatures and faster start-up times when compared to
the other types of FCs [7–10].

The PEM is the most essential part of a PEMFC. It must be impermeable to gases
and not conduct electrical current, but it must allow passage of protons. Therefore,
the membrane acts somewhat like an electrolyte and is placed between two porous,
electrically conductive electrodes. These electrodes typically are constructed from
carbon-based cloth or paper with platinum catalyst deposited on it. Together, these
components make up the membrane electrode assembly (MEA). At both sides of the
MEA is where the bipolar plates (BPP) are found. They provide the physical
structure of the FC stack, conducting current between single cells, provide control
of the temperature via cooling channels, and achieve a uniform reactant gas distri-
bution via their gas channel flow patterns. To avoid corrosion and surface contact
resistance, BPPs are generally constructed using graphite composites. Backing
layers constructed of polytetrafluoroethylene (PTFE)-coated carbon fibres are
known as the gas diffusion layers (GDL). These are used to diffuse the reactant
gases and electrons uniformly while limiting the accumulation of liquid water in the
MEA. Between the PEM and the GDL is a catalyst layer with catalytic nanoparticles
(typically a thin layer of platinum or a platinum-based alloy spread on particles of
carbon that are embedded within the polymer electrode). The electrochemical
reactions are catalysed in this layer.

The operation principle of the PEM fuel cell is that H2 is supplied to the anode
and O2 to the cathode. This is achieved through gas flow channels, resulting in the
generation of protons at the anode and current through an external circuit. Moreover,
at the anode, H2 is oxidised into protons and electrons. The protons are transported
through the PEM, and the electrons through the electrodes, followed by the current
collectors, and then through the external electrical circuit to the cathode. The
electrons combine with protons and O2 at the cathode electrode to produce water
and heat. The overall result of these reactions is the direct current (DC) generation
for external usage.
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Effects of Temperature and Humidity Within PEMFCs

In order for PEM fuel cells to become a commercial energy production system,
several technological challenges regarding thermal management must be resolved
[7, 8, 11–14]. This management includes heat removal from the PEM system
generated during regular operation to prevent overheating. The heat can be
dissipated using heat exchanging loops or via air convection [15].

The general efficiency of a PEM fuel cell is around 50%, meaning that almost half
of the H2 energy is converted into heat. Long-term stability of a PEM fuel cell is,
therefore, reliant on thermal management being addressed [16–18]. High-resolution
analysis of the temperature distribution of the amount of heat generated within the
PEM fuel cells will be required to improve their efficiency [19–21]. Ideally, each cell
within a PEM fuel cell stack should operate with a uniform temperature distribution;
however, variations in temperature arise from the inherent design of the manifolds of
the stack, the position of single cells within the stack and the method chosen for
cooling [22]. Moreover, the maximum cell voltage (theoretical) that a PEM fuel cell
can operate is determined by the temperature of the fuel cell [23]; therefore, it can be
assumed that an increase in the cell temperature would result in a lower cell voltage
in theory [24].

Temperature distributions in PEM fuel cells can be explained as a function of
many transport phenomena within the PEM fuel cell, including multicomponent gas
transport, charge transport, and two-phase flow and heat transfer, all of which take
part in different components of the PEM fuel cell [11]. In order to avoid overheating,
the excess heat generated must be removed from the PEM fuel cell. In most PEM
fuel cells; the heat is removed by natural convection and radiation. Part of this heat
removal is achieved by unused reactants leaving the PEM fuel cell stack, while
active cooling is put in place to avoid overheating [25]. In lower temperature PEM
fuel cells (operating range of 60–80 �C), a higher temperature can rapidly increase
the rate of PEM and catalyst degradation, therefore reducing the stack performance
[25–30].

Conversely, low temperatures are also not favourable, as they may cause elec-
trode flooding due to a lower water saturation pressure required at a lower tempera-
ture, which can cause significant problems about water management within the PEM
fuel cell [31]. Furthermore, if there is too much heat energy removed from the PEM
fuel cell by active cooling, the kinetics of the chemical reactions within the cell is
negatively affected. This can cause the partial pressure of water vapour to increase to
a level higher than the saturation pressure, which leads to condensation within the
PEM fuel cell, lowering the performance significantly.

It can also become disastrous for the PEM fuel cell if the temperature within
becomes is too high. This can occur if the active cooling is not adequate to remove
excess heat energy, and the temperature can rise above the allowable operating
temperature, which can cause dehydration of the cell, reducing the protonic conduc-
tivity of the cell, reducing the stack performance and stability [31, 32]. Localised
heat increases within the PEM fuel cell due to an insufficiently designed cooling

64 J. J. Lamb et al.



system can lead to the degradation of the components within the PEM fuel cell,
significantly reducing the reliability.

The primary purpose of temperature management in PEM fuel cells is to ensure
that the PEM fuel cell stacks operate within what is deemed to be a reliable
temperature range and maintaining a uniform distribution of heat [33]. This heat
energy can also be recycled, allowing for its effective use for other requirements,
improving the efficiency of the PEM fuel cell [34].

Within a PEM fuel cell, an increase in operating temperature up to 80 �C can
affect the stack performance positively; however, once the temperature reached
85 �C, the stack performance starts to drop rapidly. This is because the conductivity
of the polymer membrane is reduced as there is a lower water content [9, 33]. There-
fore, it is critical with regard to the performance of the PEM fuel cell that the
temperature is maintained at an ideal operating temperature between 60 and 80 �C.
This becomes imperative when the PEM fuel cell is running at high current densities,
as heat is generated at a higher rate and needs to be quickly removed.

Distribution of Temperature and Humidity Within PEMFCs

The heat generated within PEM fuel cells generally originates from the cathode side
of the catalyst layers, but the membrane and the electrically conductive parts of the
PEM fuel cell can also generate heat. Cross-sectional analysis of a PEM fuel cell can
show the gradient distribution of heat. The generation of heat in a PEM fuel cell is
the result of four factors:

1. The irreversibility of the electrochemical reactions
2. The heat of the reactions
3. The ohmic resistances
4. The condensation of water

The difference between the total chemical energy of the reactants and the
maximum of available work is known as entropic heat, in accordance with the
Second Law of Thermal Dynamics. The entropic heat is representative of the change
in entropy of the electrochemical reactions and must be either supplied to or
subtracted from the electrode regions of the PEM fuel cell. What is known as the
irreversible heat results from the electrochemical reactions irreversibility within the
PEM fuel cell and can be a significant heat generator. Ohmic heating is generated by
the inherent resistance of the electrolyte, electrodes, the bipolar plates and the current
collecting components within the PEM fuel cell [32, 35, 36]. In addition, the entropic
heat associated with the condensation and evaporation of water within the gas
diffusion layers must be taken into account.

Heat generation within PEM fuel cells is driven by the electrode thermal resis-
tance properties, the electrochemical rates of reactions, the uniformity of the
reactions, the humidity of the reactants and the permeability of the PEM/GDL.
The rate at which the heat is generated is proportional to decreases in cell voltages
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and increases in current densities. These electrical properties are indirectly propor-
tional, because as the current density increases, the cell voltage decreases, and this
significantly increases the rate of heat generation within the PEM fuel cell.

The distribution of the heat generated within the PEM fuel cell stack is uneven.
Furthermore, the entropy variation imbalance and electrode losses, the exothermic
electrochemical reactions that take place at the cathode side significantly influence
the heat generation within the PEM fuel cell [21]. Heat conduction is the primary
mode of thermal transport through the PEM, while the transfer in the catalyst and gas
diffusion layer is significantly influenced by conduction and convection of heat
[37]. The convective heat flux direction is the same as the flow direction within
the PEM fuel cell; however, the conductive heat flux is in the opposite direction as it
is determined by the temperature gradient [31, 37]. The rate of local heat generation
affects the durability and performance of the PEM fuel cells, is not straight forward
to measure and varies in both through-plane and in-plane directions.

A significant disparity in the understanding of the heat distribution in the through-
plane still exists. This is because the heat generation is usually non-uniform within
the in-plane direction because of the interrelationship of the water content, local
current density, reactant concentration and temperature. The non-uniform distribu-
tion of the local heat generation and temperature significantly complicates the
cooling of PEM fuel cell stacks [19].

The removal of heat within the PEM fuel cell is achieved using some form of the
cooling system or transferred across the faces of the PEM fuel cell stack by
conduction and convection. The rate of heat removal is dictated by each component
(i.e. PEM, GDL, catalyst layer and BPP) thermal properties. The amount of chemical
energy that can be converted into electricity is determined partially by the state of the
water produced by the fuel cell (either liquid or gas). The absorption and release of
latent heat, water and heat transport are bound to the evaporation and condensation
processes of water. These occur in combination with each other due to what is
known as a “heat pipe effect.” The vapour pressure saturation point is heavily
dependent on local temperatures [38]. The significant contributors to heat generation
in the PEM fuel cell are the electrochemical reactions, with the most severe water
and heat management problems occurring at the cathode catalyst layer due to its
large heat generation. Evaporation of the liquid phase is stimulated by the small
pores within the catalyst layers, allowing the flow of water out of the system in the
vapour phase, enabling the chemical reactants to diffuse towards their site of
reaction. The cathode catalyst layers generated heat can also be conducted through
the GDL, BPP and subsequently removed by active cooling. Therefore, the thermal
conductivity of the cathode catalyst layer is of significant interest in developing
temperature management further [39].

When the high temperature-vaporised water passes through the MPL and GDL, it
is slightly cooled, and some water vapour is condensed into liquid water. This
improves the heat transfer as latent heat is released during water condensation.
Therefore, the thermal gradients within the GDL have a significant effect on water
transport and condensation [40].
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The gas diffusion layers used for PEM fuel cell construction are highly
directionally dependent when it comes to heat transport properties. Moreover, they
have different properties for through-plane and in-plane transport directions. When
designing the GDL, the heat transfer properties are fundamental for the efficient
operation of a PEM fuel cell. The effective thermal conductivity and thermal contact
resistance between the GDL and all neighbouring layers must be analysed thor-
oughly during the design phase [41, 42].

Detailed knowledge of the in situ distribution of temperature within the PEM fuel
cell is fundamental for the improvement and optimisation of PEM fuel cell perfor-
mance and durability. Although through-plane thermal conductivities can be used
for predicting temperature distribution, in-plane conductivities are crucial for
improving discrepancies between modelled and experimental data [43]. There are
two additional fundamental parameters other than the GDL thermal conductivity that
significantly influence the PEM fuel cells thermal behaviour. The relative humidity
of the feed gas is one of these fundamental parameters, as this has a significant effect
on the overall membrane hydration. When the feed gas is fully humidified, the
thermal effect is reduced as the membrane maintains full hydration. The other critical
parameter is the cell voltage, as this directly controls the current output and therefore
the heat generation rate [44].

Research Needs and Measurement Challenges

Managing heat in PEM fuel cells is traditionally secondary in comparison to
performance. Despite this, in recent years, it has become a crucial area of improve-
ment for the continuation of performance development [24]. There is a need for more
detailed knowledge in the field of PEM fuel cell science and technology develop-
ment. To understand the challenge, one must understand the geometric levels that a
PEM fuel cell is assembled and how temperatures, water and other parameters give
an impact.

The core reactor of a PEM fuel cell is the membrane and its anode and catalyst
layer (AC and CC). It is in these three layers that the heat is generated. The heat is
generated in very thin layers (10–50 μm) and then has to be transported through
several thicker layers (200–1000 μm), and this leads to substantial temperature
gradients.

A commonly modelled area is indicated with pink and the boundary lines with
blue, as shown in Fig. 6.1. The distance between the blue lines here is typically
1000 μm. Using a continuum model with evenly distributed reaction rate and
considering different thermal conductivity values [45], one can see that the local
temperature variations are up to 14� between the backing reference and the mem-
brane (Fig. 6.2). The research problem is complicated, as the temperature, thermal
conductivity and thermal gradients are all within the range of 10–1000 μm. One can
see that measuring this temperature requires small sensors.

The understanding of local humidity, temperature and localised gas pressures can
be improved by experiments and by modelling. To avoid modelling, which is too
empirical and with too many assumptions, high resolution and highly detailed
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experimental results are needed that cover local temperature and relative humidity in
different positions within the PEM fuel cell. The experimental challenge is that
catalyst layers are 10–20 μm thick and existing sensors are at least twice as large, and
that is before adding corrosion protective coatings. When the sensor (with or without
their coating) is larger than the region of interest, one cannot know where data are
obtained. Detailed measurements down to the precision of 10 μm are required.

Improved knowledge of data point location for improved understanding of heat
and mass transport and improved understanding of ageing mechanisms of a PEM
fuel cell is essential in this field. Optical-based sensors that can function on other
electrochemical devices with regions thinner than 10 μm is a promising route.

Possibilities for Micro-optical Technologies in PEMFCs

Currently, research into the thermal properties of PEM fuel cells relies on
thermocouples that are beyond 100 μm thick when including coatings [45] and the
electrical components [46] of the sensor. The challenges with these sensors are

Fig. 6.1 PEM fuel cell assembly

Fig. 6.2 Left: Land temperature profiles. Right: Channel temperature profiles
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twofold. They are susceptible to corrosion-based degradation, and they have a large
relative size (the sensor thicknesses influence on the thermal transport within PEM
fuel cells is not yet entirely defined). Therefore, there is a requirement for smaller
non-electrical sensors to measure temperature within PEM fuel cells.

There is a possibility for micro-optical sensors with small spatial distribution to
be designed to undertake fundamental investigation targeting the measurement of
temperature within PEM fuel cells. This will allow the research community to have a
stronger understanding of the heat distribution within PEM fuel cells. For example,
this could improve the understanding of the thermal properties of the PEM fuel cells,
allowing the design and manufacture of PEM fuel cell components (e.g. GDL), with
significantly improved heat management properties and power performance. The
primary requirement of the production of micro-optical sensors that can be used in
electrochemical systems is to have an inert sensor that is small enough that it has a
negligible effect on the internal components of the PEM fuel cell, which has layers
thinner than 10 μm.
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Ultrasound-Assisted Electrolytic Hydrogen
Production 7
Md H. Islam, Jacob J. Lamb, Odne S. Burheim, and Bruno G. Pollet

Introduction

The search for alternative, pollution-free and efficient energy sources has given rise
to the concept of the Hydrogen Economy [1]. Power ultrasound is a technology that
has been used in novel methods to produce various renewable energy sources
recently [2–4]. H2 as an energy carrier is particularly attractive due to its very high
specific energy (39.40 kWh/kg) compared to other conventional fossil fuels, as
shown in Table 7.1. The production of electrolytic H2 from water in the presence
of ultrasound is seen as a promising method to produce clean H2 [5, 6]. In this
chapter, the production of H2 through the sonoelectrochemical method, along with a
brief description of current H2 production methods, is presented.

Hydrogen Production Methods

Currently, 96% of the global H2 demand is produced by steam reforming of fossil
fuels. These processes release vast amounts of greenhouse gases [7]. The conven-
tional H2 production methods are summarised in Fig. 7.1.
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The production of H2 from natural gas is the most common method. There are
three basic methods for H2 production from fossil fuels:

• Steam reforming
• Partial oxidation
• Autothermal reforming.

Table 7.1 Specific energy and energy density of different fuels

Fuel types Specific energy (kWh/kg) Energy density (kWh/L)

Diesel 12.67 10.72

Gasoline 12.89 9.5

Ethanol 8.25 6.5

Coke 7.78 –

Liquified methane 15.44 6.53

H2 (liquid) 39.40 (HHV), 33.31 (LHV) 2.79 (HHV), 2.36 (LHV)

Compressed H2 (@ 690 bar,
and 15 �C)

39.40 (HHV), 53.31 (LHV) 1.47 (HHV), 1.25 (LHV)

H2 gas 39.40 (HHV), 53.31 (LHV) 0.0033 (HHV), 0.0279 (LHV)

HHV High Heating Value, LHV Low Heating Value

Fig. 7.1 Current H2 production routes
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Steam reforming is highly efficient due to low operating and production costs.
Natural gas, lighter hydrocarbons and methanol are the most frequently used
materials for steam reforming. The main disadvantage of this process is the high
production of CO2 (ca. 7.05 kg of CO2 emitted per kg H2 produced). In partial
oxidation, the gasification of the raw material is carried out in the presence of O2 and
steam at elevated temperatures (in the range of 1300–1500 �C) and pressure
(3–8 MPa). Autothermal reforming (ATR) is a combination of steam reforming
and partial oxidation where steam is introduced in the catalytic partial oxidation
process. ATR is a more straightforward and less expensive process than steam
reforming, and it is more favourable as it does not require external heating [7].

H2 can also be produced from renewable resources avoiding the requirement of
reforming fossil fuels. Biomass-based approaches and water electrolysis are the pri-
mary sources of renewable H2 production [7]. Gasification of biomass is a promising
method where biomass is partially oxidised into a mixture of H2, CH4, CO2, CO and
higher hydrocarbons named as “producer gases” [8]. Production of H2 through
biological routes offers a wide range of approaches. The primary production routes
are direct and indirect biophotolysis, photo-fermentation and dark fermentation [9].

H2 production through water electrolysis is a promising method. Currently, about
4% of total H2 production is obtained through water electrolysis. Based on the
electrolytes and working temperatures, the electrolysis of water can be divided
into four main categories [1, 10]:

• Alkaline Electrolysis Cell (AEC)
• Proton Exchange Membrane Electrolysis Cell (PEMEC)
• Solid Oxides Electrolysis Cell (SOEC)
• Molten Carbonate Electrolytic Cell (MCEC)

The production efficiency of H2 and the energy consumption of different
electrolysers are summarised in Table 7.2, and the chemical reactions and operating
temperature range of water electrolysis technologies are shown in Table 7.3.

Sonoelectrochemical Production of Hydrogen

Sonoelectrochemistry is the pairing of ultrasonic energy with an electrochemical
system [6]. The effect of ultrasonic irradiation is not only upon the heterogeneous
system (involving the electrode and the electrolyte) but also the homogeneous

Table 7.2 Summary of electrolyser technologies for hydrogen production [11]

Electrolyser Temperature range (�C)
Energy consumption
(kWh/kg of H2) Efficiency (%)

AEC 60–80 53–70 56–73

PEMEC 50–80 54–90 48–65

SOEC 600–900 35 90

MCEC 600–700 35 90
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system that takes place in the bulk solution through extreme conditions (e.g. acoustic
cavitation) [6]. The collapsing of acoustic bubbles on a solid surface leads to the
formation of microjets being directed towards the surface of the solid material at
speeds of up to 200–500 m s�1 (Fig. 7.2) [13]. Microstreaming is also caused by the
bubble close to the electrode surface [3]. If the surface is an electrode, the combined
effect of the microjet and microstreaming significantly promotes mass transport to
the electrode surface. Moreover, electrode cleaning and surface activation can also
be enhanced by these high-velocity microjets, in turn preventing fouling of the
electrode surface and enhancing electron transport processes [14].

In water electrolysis, the cell voltage (Vcell) is a crucial factor that represents
energy consumption. The practical cell voltage is expressed in Eq. (7.1), where Ea is
the anode potential for the O2 evolution reaction (OER), Ec is cathode potential for
the H2 evolution reaction (HER), j is the current density, ∑R is the total ohmic
resistance, Erev is the reversible potential, ηa is the anode overpotential and ηc is the
cathode overpotential [15].

V cell ¼ Ecj j � Eaj j þ j�
X

R ¼ Erev þ ηaj j � ηcj j þ j�
X

R ð7:1Þ

Based on Eq. (7.1), the total cell voltage (Vcell) is greatly influenced by the anodic
and cathodic overpotentials, and the ohmic voltage. Therefore, industrial H2 produc-
tion by water electrolysis aims at reducing the ohmic voltage and overall
overpotentials. It has been recently demonstrated experimentally that power ultra-
sound significantly reduces the reaction overpotential and ohmic voltage [16].

Fig. 7.2 Bubble collapse at the electrode surface [12]
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Effect of Ultrasound on the Hydrogen Evolution Reaction
and the Oxygen Evolution Reaction

Reactions occurring at gas-evolving electrodes constitute an essential area of elec-
trochemical engineering, especially in water electrolysis for H2 production, electro-
winning of metals and corrosion. In the case of water electrolysis, the cell voltage
(Vcell) includes a term j � ∑ R due to the ohmic drop across the cell (see Eq. 7.1),
which is increased by gas bubbles adhering to the electrode surface. Usually, the
ohmic contribution is minimised with a suitable geometric configuration of the
electrodes and the use of highly conducting electrolytes. Despite this, H2 O2 gases
possess insulating properties, so their presence on the electrode surface reduces the
electrodes effective area and contributes to an increase in j � ∑ R. There are also
effects of the attached gas bubbles onto the surface and concentration overpotentials,
which were discussed by Dukovic and Tobias [17].

Walton et al. [18] studied the effect of ultrasound on H2 evolution from a 1 M
H2SO4 solution at a platinised platinum electrode under 38 kHz insonation. They
observed an increase in current of 2.1-fold with the presence of ultrasound compared
to silent (no ultrasound) conditions. They found that, although the reduction of the
proton (H+) at the platinised platinum is a “reversible” reaction, the availability of H+

at the electrode did not improve the current caused by enhanced diffusion. Instead,
they concluded that the dominant effect in H2 evolution was the removal of H2

bubbles from the electrode surface [18].
McMurray et al. [19] showed that, by careful electrochemical experiments and

analyses (Tafel), the rates of the electrochemical O2 reduction and H2 evolution at a
vibrating titanium electrode are significantly increased with power ultrasound
(20 kHz, 26 W/cm�2). They attributed their findings for the OER and HER to the
enhanced mass transport and activation-controlled processes, respectively.

Ultrasound can also affect the electrode overpotential of a process and reports by
Moriguchi [20] and Pollet et al. [21] showed that the overpotential of OER and HER
on Ag (silver), Pt and SS (stainless-steel) electrodes immersed in aqueous solutions
decreases upon sonication. In the same paper, Pollet et al. [21] showed that under-
sonication at 20 and 500 kHz, the reduction wave shifted anodically with increasing
ultrasonic intensity. Similarly, the discharge of H2 and O2 shifted anodically and
cathodically, respectively, with increasing ultrasonic power. This decrease in
decomposition voltages in the presence of ultrasound was found to be mainly due
to the combined effect of a decrease in anodic and cathodic overpotentials (absolute
values). Moreover, it was found that the decrease in overpotential occurred without
any appreciable change in the Tafel slopes suggesting that the electron-transfer
coefficient (α), was not affected by sonication. In other words, the partitioning of
the change in the potential energy of the system between the forward and reverse
reactions were not affected by insonation; however, by carefully examining the Tafel
plots, the exchange current density (io) values obtained were different in the absence
and presence of ultrasound. The Tafel equation is given by:
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η ¼ aþ b log inet ð7:2Þ
where a ¼ (2.3 RT logi0)/(αnF); and, b ¼ �2.3 RT/(αnF). The decrease in the
a values (i.e. intercepts) was observed to be influenced by ultrasonic intensity. Since
the electron-transfer coefficient appeared not to be affected by sonication, this
change in a was due mainly to an increase in exchange current density. In their
conditions, the exchange current density at maximum ultrasonic intensity was found
to be 300% higher than under silent conditions.

Since the exchange current density is proportional to the apparent heterogeneous
rate constant (ko), this finding suggested that the apparent heterogeneous rate
constant was also increased by the same amount in the presence of ultrasound. It
was suggested by Pollet et al. [21] that this increase in the apparent heterogeneous
rate constant was due to either changes in electrode surface composition or changes
in temperature. Since the macroscopic temperature of the bulk did not change during
sonication, the increase in the apparent heterogeneous rate constant was possibly due
to either a modification of the electrode surface composition or an increase in the
microscopic temperature within the diffusion layer due to the implosion of high-
energy cavitation bubbles.

Pollet et al. [21] proposed two mechanisms to explain the decrease in
overpotential under conditions where concentration polarisation involving the elec-
trolyte was negligible. The first was that ultrasonically produced cavitation modifies
the surface of the electrode, for example, by changing the number of sites available
for the adsorption of H2 (Had) on the electrode surface. The erosive action associated
with the implosion of high-energy cavitation bubbles produced a new electrode
surface continuously and at the same time promoted the removal of adsorbed
impurities from the electrode surface. Also, it is known that the apparent heteroge-
neous rate constant depends upon the overpotential, which in turn depends upon the
active sites available on the electrode surface for the electron transfer. Since a
decrease in overpotential led to an increase in active sites, it was speculated that,
on the application of ultrasound, the electron transfer became more superficial.

The second mechanism proposed to explain a part of the decrease in H2

overpotential (ηHydrogen) produced by ultrasound involves the degassing effects
associated with microstreaming together with cavitation. As highlighted in other
articles, it is well known that the solution adjacent to the electrode surface is
supersaturated with molecular H2 (because of the low solubility of molecular H2

in aqueous solutions) leading to the so-called “bubble overpotential.” It is also
known that acoustic streaming and cavitation help degas the solution immediately
adjacent to the electrode, therefore decreasing and even eliminating the “bubble
overpotential.” In other words, they found that both H2 bubble (ηHydrogen) and O2

bubble (ηOxygen) overpotentials significantly decreased under sonication. The effect
of ultrasound on cell potential, efficiency and a specific energy for H2 production by
water electrolysis is illustrated in Fig. 7.3.
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Effect of Ultrasound upon Hydrogen Yield

Ultrasound-assisted water electrolysis for H2 production was first carried out by
Cataldo [22], who studied the effect of ultrasound (30 kHz and 1–2 W cm�2) upon
the yield of gases from a saturated aqueous solution of NaCl (6.0 M), HCl (6.0 M)
and acidified NaCl (5.0 M NaCl/1.1 M HCl) using both platinum and carbon rods as
electrodes. He found that ultrasound dramatically increases the yields of chlorine
(Cl2) and H2 gases. The strong degassing effect at the electrode surface due to
“bubble fusion” caused by cavitation and efficient stirring is the most crucial reason
for the enhanced gas yield [22].

Lepesant and other researchers such as Zadeh [16] and Symes [23], under the
supervision of Pollet, investigated the effect of ultrasound upon the electrolytic H2

production from weak acidic (H2SO4) and alkaline (NaOH and KOH) solutions
using various electrode materials (platinum—Pt, glassy carbon—GC, industrial
carbon—C and 316 stainless steel—316SS). Overall, they found that ultrasound
dramatically reduces the overall reaction overpotential by 100–400 mV depending
upon the solution type, electrolyte concentration, electrode material and ultrasonic

Fig. 7.3 Effect of ultrasound on (a) cell potential, (b) efficiency and (c) specific energy for H2

production (UsA ¼ Ultrasound-Assisted)
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intensity used. The thermodynamic decomposition voltage of water is
+1.229 V vs. RHE [24], as shown:

W ¼ nF
3600� Vm� 1000

� V cell ¼ 2� 96485
3600� 22:675

� V cell

¼ 2:3639� V cell kWhð Þ ð7:3Þ
The theoretical energy consumption for producing 1 m3 of H2 is 2.90 kWh/m3 of

H2 [15]; however, practically, a water electrolytic cell usually operates between
+1.70 and +2.5 V. In other words, the practical energy consumption is much higher
than the theoretical energy consumption.

If one assumes a working cell voltage of a water electrolysis cell close to +2.0 V,
then this leads to energy consumption for H2 production higher than 50 kWh/kg
(i.e. higher than the theoretical value under standard conditions of 33 kWh/kg) [1].

In the case of water electrolysis of 0.1 M KOH under STP at Pt electrodes, the
practical energy consumption to produce 1 m3 of H2 is 5.96 kWh (@ +1.70 V). It
was found that by using ultrasound, the practical energy consumption may be
reduced to 5.0587 kWh. Therefore, a decrease of around 14% of energy consump-
tion and 10% of energy efficiency can be achieved by using sonication in alkaline
water electrolysis [16]. A summary of the energy efficiency calculations for produc-
ing 1 m3 of H2 by electrolysis of 0.1 M KOH are explained below.

Theoretical energy consumption based on Eq. (7.3) is:

Wt ¼ 2:3639� 1:229 ¼ 2:90 kWh ð7:4Þ
Practical energy consumption when the decomposition voltage is equal to 2.52 V

[16] is:

Wp ¼ 2:3639� 2:52 ¼ 5:96 kWh ð7:5Þ
By using ultrasound, the decomposition voltage reduces to 2.14 V [16]. Therefore,

electrochemical energy consumption by the aid of ultrasound is:

WUsA ¼ 2:3639� 2:14 ¼ 5:0587 kWh ð7:6Þ
The amount of energy (WUs) consumed by an ultrasonic transducer of 200 W

working with 30% amplitude is:

WUs ¼ 200 W� 0:3þ 25:3 W ¼ 85:3 W ¼ 0:0853 kWh ð7:7Þ
where 25.3 W is the idle energy consumed by the ultrasonic generator. Therefore, the
electrochemical energy efficiency is:

ηElect ¼ W t

Wp
� 100 ¼ 2:90

5:96
� 100 ¼ 48:74% ð7:8Þ
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Moreover, the ultrasound-aided electrochemical energy efficiency is:

ηUsAþElect ¼ W t

WUsAWUs
¼ 2:90

5:0587þ 0:0853
¼ 56:37% ð7:9Þ

The type of solutions and the concentration have a significant effect on the H2

production by electrolysis. For example, the yield of H2 is significantly higher for
acidified sodium chloride (NaCl) solutions than saturated ones. According to Zadeh
[16], the electrolytic H2 production was improved by 14 and 25% for NaOH and
KOH solutions, respectively, during sonication at similar concentrations. The higher
production rate of H2 from KOH than NaOH was caused by the effect of ultrasound
on solution conductivity [16].

Li et al. [25] studied the effect of ultrasound (60 kHz and 50 W) for water
electrolysis in various electrolyte concentrations of 0.1 M, 0.5 M and 1.0 M
NaOH solutions. It was observed that the cell voltage, anode and cathode potential
were significantly decreased at higher electrolyte concentrations. This was due to an
increase in electrolyte conductivity. The electrolyte concentration influences the H2

bubble size and applied cell voltage. Generally, the bubble size becomes smaller
with increasing electrolyte concentration. Li et al. [25] observed that the efficiency of
H2 generation in the absence of ultrasound was found to be in the range of 60–75%.
On the other hand, in the presence of ultrasound, the efficiency was improved
significantly and found to be in the range of 80–85% [25].

Summary and Outlook

Worldwide, many research activities are being carried out towards the improvement
of existing and the development of novel H2 production technologies. Currently, the
most widely used and technically well-proven H2 method is the reforming of
hydrocarbons; however, this method heavily relies upon the use of fossil fuels, in
turn yielding significant greenhouse gas emissions.

There are other alternative routes for producing greener H2. For example, H2

produced from acidic and alkaline water electrolysis (powered by renewable
technologies) could be a solution. Another method could be the use of ultrasound
in the presence of an electrolytic cell voltage (and current). Sonoelectrochemical H2

production methods have not been fully explored, and some critical parameters such
as the influence of the ultrasonic frequency, ultrasonic power, electrolyte type and
concentration and electrode materials, need to be investigated. Another area that
requires more considerable attention is the quantitation of the produced H2. Detailed
quantitation is necessary in order to understand the effect of varying operating
conditions as well as upgrading the process from laboratory to pilot or industrial
scale (as long as a techno-economic analysis for an industrial application is done).
Moreover, to the best of our knowledge, no reports are investigating the
sonoelectrochemical production of H2 from non-aqueous solutions.
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Low-Grade Waste Heat to Hydrogen 8
Yash D. Raka, Robert Bock, Jacob J. Lamb, Bruno G. Pollet,
and Odne S. Burheim

Introduction

Industrial waste heat is a source of energy that is currently not fully utilised. On a
global scale, the total amount of waste heat accounts for more than 40% of the total
energy use, meaning almost half of the energy consumed is wasted as heat [1]. The
waste heat potential in the EU has been estimated to be 304 TWh/year [2]. Utilising
this waste heat provides economic and environmental benefits. For example, in
2013, it was estimated to cost about 370 million USD for reducing CO2 equivalent
(CO2 eq) emissions from waste heat from industries in the United Kingdom [3]. The
EU addressed this issue with a policy that recommends a reduction in GHG
emissions by 40% and improvements to energy efficiency by 27% in the transporta-
tion and industrial sectors by 2030. Also, the use of H2 in the transportation sector
was identified to be an alternative solution that caters to both energy efficiency and
reduced CO2 emissions.
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The quality of waste heat depends on its temperature. Heat available at
temperatures below 373 K is often referred to as low-grade waste heat. A consider-
able amount of low-grade waste heat is available worldwide in the temperature range
between 323 and 373 K (e.g. 833 TWh per annum in the United States alone)
[4]. This heat cannot be reintegrated entirely on-site or be used for district heating.
The Organic Rankine Cycle (ORC) and thermoelectric generators are some of the
few technologies that can utilise this energy. ORC has an intrinsic limitation of
efficiency like that of the Carnot cycle, where the efficient operating temperature
range for the power plants using this cycle is above 373 K [5].

Furthermore, energy recovery using ORC has added disadvantages, such as
environmentally harmful refrigerants in some cases and limitations for downsizing.
While thermoelectric generators have no moving parts, their low efficiency and poor
form factor make them a less appropriate choice [5]. To date, none of these
technologies have demonstrated conversion of heat to H2 at temperatures below
373 K with efficiencies and costs adhering to industrial standards.

Reverse electrodialysis (RED) is a membrane-based technology that can convert
a chemical potential into electricity directly by controlling the mixing of two
different salinity solutions with ion-exchange membranes (IEM). A RED stack
consists of two electrodes together with alternately stacked anion exchange
membranes (AEM) and cation exchange membranes (CEM) separated by spacers.
When high-concentration (HC) and low-concentration (LC) solutions are fed into the
stack, cations in the HC will migrate through the CEMs and anions migrate through
the AEMs into LC due to the concentration gradient. This ionic flux is converted into
an electron flux at the electrodes via redox reactions, generating an electric current
for supplying an external load. RED with freshwater and seawater as feed solution
does not emit environmentally toxic gas (chlorine gas evolution may take place) and
has inexhaustible access to free fuel supply in the vicinity of sites where freshwater
and seawater meet; however, accessibility to these natural resources limits its
locational options.

One of the barriers for commercialising RED systems is the high maintenance
cost of the IEMs, which need to be either replaced with new ones or recovered when
affected by different types of fouling. These disadvantages can be overcome by
using an artificial saline solution that ensures the availability of large amounts of
Gibbs free energy of mixing, low energy consumption in the regeneration unit to
restore the original concentration levels of feed solutions and use of waste heat at low
temperature. The different salinity solutions provide the driving force by separating
the increased solute from the diluted side and reintroducing it in the concentrated
side without any fresh solution supply. The closed-loop system mitigates the geo-
graphical limitations since there is no need for a continuous supply of freshwater and
seawater, preventing the danger of membrane fouling as well as saving pretreatment
costs [6].
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Theoretical Background

Regeneration Process

In the RED stack, salt is transferred from the concentrated to the dilute solution. At
the same time, the solvent is transferred from the dilute to the concentrated solution
due to osmotic pressure across the ionic exchange membrane. This results in a
different salt concentration of the solutions exiting the RED stack than those entering
the stack. The regeneration stage restores the exiting solutions to the concentrations
of the feed solutions. This can be done by extracting either the solvent or the salt
from the solutions that leave the RED system. Either of the components extracted is
recycled to restore the solutions to meet the desired concentrations. There are two
different ways to restore the concentrations, as outlined in the process flow diagrams
in Fig. 8.1.

In the solvent extraction process, the amount of salt transferred in the RED stack
from the concentrated to the dilute solution is rebalanced by the addition of stream
1 to 2 followed by the necessary solvent excess extraction. The two exiting streams
are the solute-rich stream (stream 5) and a solute-free stream (stream 4). Stream
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Fig. 8.1 Schematic of reverse electrodialysis (RED) with solvent extraction regeneration process
(left) and solute extraction regeneration process (right)
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6 reduces the input flow rate to the regeneration stage, resulting in a decrease of
heating requirement.

In the salt extraction process, the amount of salt transferred in the RED stack from
the concentrate solution to the diluted one is extracted from the dilute stream 2 in the
regeneration unit. The output streams 4 and 5 are solvent rich and solute abundant
streams. Thermolytic salts, for example, ammonium bicarbonate, decompose into
the gaseous compounds NH3 and CO2 by increasing the temperature of the solution
at and above 333 K. These gases are subsequently reabsorbed in the concentrate
solution, thus restoring it to the initial concentration as shown in Fig. 8.2. Such
thermolytic solutions have the potential to utilise a low-grade heat source in the
temperature range of 323–333 K. Ammonium bicarbonate (NH4HCO3) salt is one of
the promising thermolytic salt solutions. The low decomposition temperature of
around 333 K at 1 atm, high solubility in water and relatively low molecular weight
make it a suitable choice for the thermolytic salt needed in this process.

Luo et al. performed initial RED experiments using NH4HCO3 with varying
operating conditions such as flow rate and feed solution concentration. They showed
that the internal resistance and open circuit potential decrease with an increase in the
dilute solution concentration. Further, an increase in flow rate increases the open
circuit potential while decreasing the internal resistance as well [7]. Hatzell et al.
demonstrated the influence of spacers and channel alignment on the internal resis-
tance and the power density. They found that reorienting the flow through the
channels decreased the internal resistance due to decreased bubble coverage by
13%; reducing channel length increased the limiting current density and the power
density by 23% and 14%, respectively, and spacer-less stacks had lower ohmic
resistance than those with spacers but at low flow rates [8]. Zhu et al. compared NaCl
and NH4HCO3 salts and found that at the same concentration ratios the energy
recovery and power density are lower for NH4HCO3 than for NaCl mainly due to the
low conductivity (low ion activity) [9]. Kwon et al. studied parameters such as the
concentration difference, the membrane type, the inlet flow rate and the compart-
ment thickness. Their results indicate that the open circuit potential highly depends
on the concentration difference across an IEM, and the maximum power density
increases with increasing inlet flow rate and decreasing the intermembrane
distance [10].

Bevacqua et al. performed a parametric study evaluating parameters such as
dilute solution concentration and feed velocity. They observed that for feed
velocities higher than 1 cm/s, the gross power density reduces to a negative power
output owing to losses due to a more significant pressure drop [11].

Hatzell et al. did the first study for H2 production using RED. They studied
different cathode reactions [H2 evolution reaction (HER) and O2 reduction reaction
(ORR)] and catalysts for energy production from NH4HCO3 RED. They found that
the potential for direct H2 production at limiting current density using an HER
cathode gives the highest energy, 1.5 times (most in the form of H2) the energy
produced by cathodes with ORR. In contrast, the ORR cathode produces more
electricity. Further, indirect H2 production (i.e. coupling RED and electrolysis)
resulted in one-third energy to that of direct H2 production [12]. Nazemi et al.
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developed a thermodynamic model to evaluate how much electricity and H2 gas can
be extracted from the natural mixing of river and seawater. The results indicate that
the maximum current density and H2 production is achieved with five cell pairs,
while the maximum electrical power density was reached with 20 cell pairs
[13]. Chen et al. demonstrated the use of acidic catholyte and alkaline anolyte for
H2 and O2 production in a RED stack. They found that the current density (concen-
tration difference) and the electrode rinse solution’s concentration (H2 evolution
over-potential) has a strong influence on H2 production [14]. All these studies have
been summarised in Table 8.1.

There have been several studies estimating levelised cost of electricity (LCoE) for
RED technology. Table 8.2 summarises these studies indicating diversity in
parameters such as cost of the membrane, membrane life, power density and LCoE.

In the present study, we develop a detailed thermodynamic model to evaluate H2

production by using reverse electrodialysis of ammonium bicarbonate. Further, a
parametric study showing the influence of various parameters such as the feed
solution concentrations, the electrochemical properties of the membrane and the
cell geometry is presented.

Thermodynamic Model of a RED Cell

At first, the input data, as shown in Table 8.3, were initialised. Parameters such as
conductivity and activity coefficients were estimated. On this basis, cell voltage,
resistances of membranes and channels were estimated, followed by stack resistance
and stack voltage. Using these values, short circuit current density, peak power
current density and peak power stack voltage were determined. Finally, the amount
of H2 produced, and the membrane area required for that was estimated.

To calculate H2 production from the RED cell, a comprehensive thermodynamic
model was developed. Following are the assumptions made in the modelling
approach. The diffusion coefficients for the water and ions are constant. Membrane
resistance and permselectivity variation along the channel and stack are not taken
into consideration. Also, membrane properties do not vary until the end of life. The
ionic current from the RED stack converts to electric current. This assumption is
valid if the charge transfer resistance is negligible compared to the ionic and electric
resistance (Ionic resistance <3% of the ohmic-based resistances) [13]. All cell pairs
operate in the same way, assuming an ideal flow distribution with no parasitic
currents.

The unit cell open circuit potential or Donnan potential (Eoc
u:c) is the electromotive

force driven by concentration difference across an ion exchange membrane with no
losses considered. The Donnan potential of an IEM pair placed between two
different concentration solutions can be described using the modified Nernst
equation:
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Eoc
u:c ¼ am,aem þ am,cemð ÞRT

F
ln

γhcchc
γlcclc

� �
ð8:1Þ

where a is the permselectivity of IEMs measured at a concentration chc and clc at a
constant temperature of 298 K for a specific membrane. Here we assume the same
a for both membranes. F is the Faraday constant. T is the room temperature. R is the
ideal gas constant. The activity coefficient of solutions (γ) is a measure of deviation
from ideal activity due to energy lost in divesting an ion from a cloud of oppositely
charged ions. The activity coefficients depend on molal salt concentration.

Table 8.3 Input thermodynamic and economic data for reverse electrodialysis

Parameter Symbols Value Unit

Concentrate solution conc. chc 2.6 M

Dilute solution conc. clc 0.1 M

Ideal gas constant R 8.314 J/K/mol

Temperature T 293 K

Faraday’s constant F 96,485 C/mol

Permselectivity of CEM/AEM α 0.8

Diffusivity coefficient (mem) DAmB 2 � 10�12 m2/s

Inter-membrane distance dch 100 μm
Membrane thickness dmem 125 μm
Residence time tres 1 s

Length of channel lch 0.1 m

Width of channel wch 0.1 m

Viscosity of water μ 9 � 10�4 Pa-s

Porosity ε 0.8

Velocity of dilute sol. vlc 0.01 m/s

Membrane lifetime tmem 4 year

Plant lifetime t 20 year

Operational hours per year ta 8000 h

Pump efficiency ηpmp 0.75

Faradaic efficiency ηf 0.95

Production capacity mcap
H2 1500 kg/day

Pumping system cost cpmp 300 €/kW

Membrane cost cm 150 €/m2
mem

Waste heat price cht 0.01 €/kWh

Discount factor r 0.06

Infrastructure price cinf 1123 €/m2
space

Regeneration system price creg 3400 €/m2
d:sol/h

Labour cost clab 20% (% of CAPEX)

RED stack CREDstack cm €/m2
mem
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ln γð Þ ¼ � zMzXj j f γ þ 2m
vMvX
v

Bγ
MX þ 3m2 vMvXð Þ3=2

v
Cγ
MX ð8:2Þ

ϕ ¼ 1� zMzMj jAϕ
I0:5

1þ bI0:5

� �
þ 2m

vMvX
v

Bγ
MX þ 2m2 vMvXð Þ3=2

v
Cγ
MX ð8:3Þ

where m0 ¼ 1 mol/kg is the standard molality, b¼ 1.2 kg1/2 mol�1/2 is a constant for
all solutes; a is a numerical constant equal to 2 for univalent ions; I is the ionic
strength; A∅, is the Debye–Huckel parameter for the osmotic coefficient; zM and zX
are the charges of cation and anion; Bγ

MX and Cγ
MX are the ion-interaction parameters

or virial coefficients.
The virial coefficients for NH4HCO3 solutions at 298 K are reported as follows.

Ion-interaction parameters or virial coefficients are related to the short-range inter-
action between the ions, thus being particularly important when the salt concentra-
tion is high. The virial coefficients are a function of the electrolyte type, the
temperature and the pressure. The correlations to evaluate the interaction parameters
were found in literature as a function of temperature and pressure [25].

f γ ¼ �0:392
I0:5

1þ bI0:5
þ 2
b
ln 1þ bI0:5
� �� �

ð8:4Þ

Bγ
MX ¼ 2β0MX þ 2β0MX

α2I
1� e�αI0:5 1þ αI0:5 � α2I

2

� �� �
ð8:5Þ

here Cγ
MX ¼ 3

2 C
ϕ
MX, α ¼ 2, b ¼ 1:2, β0 ¼ �0:038, β1 ¼ 0:07

At other concentrations, the H2 production rate decreases either due to an increase
in ohmic resistance or a decrease in concentration ratio. The waste heat required for
restoring the concentrations was found to increase with the increase in dilute solution
concentration.

There is an internal loss in the RED cell due to its components and operating
parameters. This internal resistance consists of ohmic and non-ohmic resistances.
The ohmic resistance for a unit cell (Ωm2) is the cumulative sum of membrane and
channel (concentrate and dilute) resistances.

Ru:c ¼ Rlc þ Rhc þ Rm,aem þ Rm,cem ð8:6Þ
The channel ohmic resistance (Rch) is the resistance (Ωm2) due to the conductivity

of the solution in the channel and spacer geometry. It depends on concentration and
is calculated using the molar conductivity of the salt.

Rch ¼ δch
εkchcch

ð8:7Þ

Here δch is the intermembrane distance in μm, ε is the porosity of spacers, klc and
khc are the conductivities of the feed solutions. The conductivity of the feed solutions
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(mS/m) was calculated using the Jones–Dole equation at a constant temperature of
298 K.

k ¼ Λ � ci ð8:8Þ

Λ ¼ Λ0 � AΛΛic
1=2
i

1þ BΛc
1=2
i

� CΛci ð8:9Þ

Here, AΛ, BΛ, CΛ are model parameters used for fitting and referred from
Bevacqua et al., ci is the inlet concentration; Λ0 is the molar equivalent conductivity
of salt at infinite dilution [16]. The area-specific membrane resistance (Rm) when
immersed in the solution is estimated from the following expression,

Rm ¼ a � clcð Þ�0:236 ð8:10Þ
This expression shows membrane resistance as a function of concentration. Rm is

area-specific membrane resistance for cation and anion exchange membrane, cilc is
the inlet concentration of low concentrated solution, a is a fitting parameter (Ωm2/M)
[16]. The non-ohmic resistance is composed of the concentration change (RΔc) and
the boundary layer thickness (Rb.l). RΔc is the resistance due to concentration change
in the bulk solution along the length of the channel. Rb.l is the resistance from the
concentration gradient perpendicular to the membrane surface within each compart-
ment. The non-ohmic resistances are dependent on current density.

The actual unit cell potential (Eact
u:c) is the potential across the RED unit cell. The

potential drops due to ohmic resistances in the RED unit cell,

Eact
u:c ¼ Eoc

u:c � Ru:c jppu:c ð8:11Þ
Alkaline electrolysers operate above the reversible potential for water electrolysis

of 1.23 V. This is due to overpotentials, at low current densities the electrode
potentials contribute the most. The anodic and cathodic overpotentials are estimated
to be 300 mV in total at low current densities. Hence, the required potential for water
electrolysis is assumed 1.53 V [26]. In order to meet this potential, unit cells are
stacked together in series. The minimum number of unit cells to be stacked in series
is calculated as

Nu:c ¼ 1:53
Eoc
u:c

ð8:12Þ

The RED stack resistance (Rs) is the total resistance, including N unit cells and
two electrodes in a stack.

Rs ¼ N Ru:c þ Re ð8:13Þ
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Here Re (Ωm2) is the resistance from the electrodes in the electrode rinse solution.
However, its contribution to the loss in performance is not significant for large stacks
and hence neglected [27–29]. The current density ( j) (A/m2) is calculated using the
following equation based on Ohm’s law,

jppu:c ¼
Eoc
u:c

2Ru:c
ð8:14Þ

The stack open circuit potential (Eact
s ) (V) drops upon connecting the RED device

to an external load. Thus, the actual voltage across the terminals of the stack is given
by

Eact
s ¼ N Eact

u:c ð8:15Þ
The theoretical amount of H2 produced per unit time in the compartment with an

electrode–electrolyte rinse solution is the H2 production rate ( _nH2) and is calculated
as

_nH2 ¼
jppu:c 3600
zF

ηF ð8:16Þ

Here, z¼ 2 is the ion valence per mole of H2 gas, ηF is the Faradaic efficiency. ηF
signifies that not all the current generated is utilised to make H2 due to undesired
reactions or loss in the form of heat. In a RED system, the loss in Faradaic efficiency
is due to back diffusion of ions, transport of co-ions and osmosis (i.e. closely related
to membrane permselectivity), and ionic short-circuiting in the feed and drain
channels. This loss in Faradaic efficiency can be as high as 50% in a typical
closed-loop RED system in comparison with alkaline water electrolysers where
the faradaic efficiency range from 5 to 25% due to other reasons [30–36]. Assuming
the membrane near to the ideal, the Faradaic efficiency is assumed to be 0.95.

Membrane area (Atot
mem ) is the total membrane area (m2) required to produce

1500 kg H2 a day ( _mcap
H2 ¼ 0.0174 kg/s is the required production capacity).

Atot
mem ¼ Ipst: Nu:c

jppu:c
ð8:17Þ

Ipst: is total current from the stacks in parallel. It is calculated as

I ::pp ¼
_mcap
H2

zF

2:016 ηF
1000 ð8:18Þ

where _mcap
H2

is the required H2 production capacity (kg/s), and the molecular weight
of H2 is 2.016 g/mol.
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Pumping System Model

Experimentally, a pressure drop occurs over the inlet and outlet of the feed solutions.
To compensate for the loss, pumping of the feed solutions is essential. In this section,
the calculations of flow parameters such as fluid flow rate, pressure drop and
pumping power are shown.

The flow velocity of the solution influences the non-ohmic resistance and thus the
power density [37–39]. The flow rate (Qch) (m

3/s) for the feed solution is estimated
as

Qch ¼ vchδchwε ð8:19Þ
Here, ε is the porosity of the spacer, vlc is the velocity of the feed solution in the

low concentrate channel (m/s), δlc is the intermembrane distance (m), w is the width
of the channel. The spacer filaments obstruct the flow through the channel, and this
requires additional pumping power. To estimate the influence of spacer filaments,
the hydraulic diameter (dh, ch) of the spacer filled channel was determined using the
following equation:

dh,ch ¼ 4ε
2
δch

þ 1� εð Þ 8
δch

� � ð8:20Þ

Assuming an ideal case of fully developed laminar flow, the pressure drop (Δpch)
(Pa) was estimated using the Darcy–Weisbach equation,

Δpch ¼ 12 μch l
2

0:25 d2h tres
ð8:21Þ

where μ is the dynamic viscosity of water (Pa-s), tres is the residence time (s), l is the
length of the channel. The pumping power (Ppump) (W/m2) is required to overcome
the hydraulic resistance in pumping the feed solutions through the channels. This
strongly depends on the spacer porosity, as it dictates the hydraulic radius, which
influences the pressure drop. The Reynolds number (Re) indicates the dynamic fluid
regime inside each compartment in a standard way. For a wide channel corrected for
spacer porosity, Re is defined as [40, 41],

Re ¼ ρchvchdh,ch
μch

ð8:22Þ

Mass Balances

The concentration difference between the adjacent channels drives the salt flux from
the high concentration to the low concentration channel. There are three species
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transported across an IEM, co-ions, counter-ions and water. The water diffuses
through the IEM from dilute solution to concentrate solution due to osmotic pres-
sure. Also, solvated ions take with them water molecules, which is called
electroosmotic drag.

The total solute transport, i.e. salt flux (Jsalt) across an IEM is the sum of
coulombic and diffusive ion transport. The migrative flux (Jmig) is the salt transferred
with the counter-ions migration through the IEM. The diffusive flux (Jdif) is the salt
flux due to the co-ion’s diffusion. The total salt flux is given as

Jsalt ¼ Jmig þ Jdiff ¼ j
F
þ 2

DAmB cinhc � cinlc
� �
δmem

ð8:23Þ

Here δmem is the thickness of the IEMs in operation (m), DAmB is the diffusivity
coefficient of ammonium bicarbonate in the membrane (m2/s). The first term relates
to coulombic (counter-ion) transport, while the second term relates to co-ion trans-
port. The factor 2 relates to the number of membranes in a unit cell. The water
transport includes osmotic and electroosmotic effects. The osmotic pressure differ-
ence between the two solutions creates a water flux (Josm) directed from the dilute to
the concentrate channel. The counter ions drag water molecules in the solvation shell
in a direction opposite to the osmotic flux. This flux is known as the electro-osmotic
flux (Jele.osm). The water transport across an IEM is,

JH2O ¼ Josm þ Jeosm ¼ � 2Dw cinc � cind
� �
δmem

þ twJsalt ð8:24Þ

here tw is moles of water carried by one mole of salt. The concentration changes
along the channel length due to ions diffusing through an IEM. The outlet
concentrations of the feed solutions from a channel,

cohc ¼ cihc �
JsaltA
Qch

ð8:25Þ

here Qch is the inlet volume flow rate (m3/s).

Waste Heat Regeneration System

The regeneration system restores the outlet concentration of the concentrate and
dilutes solutions to the corresponding inlet concentrations. It includes stripping and
an absorption processes. The air-stripping column decomposes the outlet solution
from the dilute compartment to ammonia gas and CO2 gas at 333 K. The absorption
unit dissolves the decomposed gases at 293 K in the outlet of the concentrate
channel.
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The heat required for restoring the concentrations to their initial concentration is
the regeneration heat (qreg). The total amount of thermal power required to strip Qlc

of ammonium bicarbonate salt from dilute solution channel is given by,

qreg ¼ qAmBQlcA
tot
mem � 3600 ð8:26Þ

qAmB is the specific thermal duty (kWh/m3) required to decompose ammonium
bicarbonate solution into its components NH4, (g) and CO2, (g). The value was
estimated using the relation qAmB ¼ a1ea2C1 � a3C

a4
2 þ a5C

a6
1 C

a7
2 from Bevacqua

et al. for the inlet concentration to stripping column C1 and the outlet concentration
C2 from the stripping column [16]. Here, a1 to a7 are fitting parameters that are a
function of C1 (Table 8.4).

Economic Model

The levelised cost of H2 (LCH) is a simple method to assess the economic feasibility
and provides close to a realistic assessment of the proposed process. The results of
the economic assessment of the different technologies presented in this work are
easy to compare, transparent and easy to understand. It is assumed that the costs and
benefits from 1 year to the next are constant. The inflation rate is not considered.

LCH ¼
CAPEXþPi¼t

i¼1

OPEXþCheat

1þrð Þt þ Cmem,re

Pi¼t

i¼1

mH2

1þrð Þt
ð8:27Þ

CAPEX, OPEX is the capital and the operating expenses, respectively. Cheat is the
cost associated with the waste heat. Cmem,re is the membrane replacement cost.mH2 is
the amount of H2 produced per year. Here t is the plant lifetime (years).

The capital cost (CAPEX) (i.e. the capital investment (€)) of the plant was
evaluated using the capital costs including the expenses related to purchasing and
installation (labour and infrastructure) of all systems such as the RED stack (includ-
ing membranes), the pumping unit, and the regeneration unit. The labour cost
includes civil work associated with site preparation, the process equipment building,
and offsite services and is assumed to be 20% of the capital cost. The cost of the

Table 8.4 Input values for parameters as a function of inlet solution concentration for stripping
column

Concentration range a1 a2 a3 a4 a5 a6 a7
0.025 � C1 ¼ 0.1 12.115 0.26 261.787 0.615 297.46 0.252 0.478

0.1 < C1 � 0.2 12.836 1.02 258.324 0.612 260 0.165 0.517

0.2 < C1 � 0.56 13.195 0.686 60.592 0.667 55.934 0.687 0.212

0.56 < C1 � 2 8.714 0.225 35.796 0.656 45.56 0.758 0.045
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regeneration system (Cr) was normalised to the flow rate (m3/h), while the cost of the
pumping system was normalised to the pumping power (kW). The cost of the
membranes was normalised per membrane area. The cost of the membrane was
estimated as the sum of production cost and raw material cost.

Using an analytical approach to investigate the cost of Nafion membranes, Minke
et al. suggested that for constant membrane thickness an increase in production rate
by four orders of magnitude results in the total membrane cost decreasing by almost
one order of magnitude concerning the initial cost. With a decrease in thickness by
almost seven times and a further increase in membrane production rate by one order
of magnitude, the total membrane cost reduces to one-tenth of the present raw
material cost [42]. Assuming a learning rate similar to that of Nafion membranes
of 25 μm thickness, a minimum membrane cost was estimated. The production rate
required was assumed to be 60� 108 m2 per year as a RED application requires large
membrane areas due to low membrane potential and power density. The cost of the
RED stack (CRst) includes the cost of membranes (Cmem), electrodes (Cele), gaskets
(Cgas), spacers(Cspa) and end plates (Ce.p). It is assumed that the sum of costs of the
electrodes, gaskets, spacers and end plates is the same cost as that of the membranes.
The real estate cost (Cinfra) was calculated using the dimensions of the RED cell and
stack, according to Daniilidis et al. [19]. In Norway, the real estate prices are low in
rural areas, and many of the sources of the waste heat are in rural areas. Hence, real
estate prices can be neglected. The pumping system cost (Cp) consists of two pumps.
The cost associated with one pump is cpump (€/kW). The cost associated with the
electrolyte rinse solution (ERS) pump is neglected as the pumping required is
N (number of unit cells in a stack) times lower than for the feed solution pump.

CAPEX ¼ CRst þ CBOP þ CL þ CI ð8:28Þ
CRst ¼ Cmem þ Cgas þ Cspa þ Cele þ Ce:p ð8:29Þ

CBOP ¼ Cr þ Cp ð8:30Þ

Cm ¼ cmemA
tot
mem ð8:31Þ

The total pumping cost is normalised per unit stack area,

Cp ¼ PpumpA
tot
memcpump � 10�3 ð8:32Þ

The specific investment cost for the regeneration system is creg (€/m
3/h). The total

cost of the regeneration system is estimated for the required flow rateQlc from a RED
stack.

Cr ¼ cregQlcA
tot
mem3600 ð8:33Þ

The operational and maintenance cost (OPEX) (€) includes labour maintenance,
and service and repairs expenses and are assumed to be 2% of CAPEX. Direct and
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indirect operational costs such as chemicals, emissions to air, water supply, labour,
taxes, administration and insurance are not included.

The ion exchange membranes have a limited lifetime, and therefore, these
membranes have to be replaced at the end of their lifetime until plant lifetime is
reached. The cost associated with membrane replacement (Cmem, re) is calculated as,

Cmem,re ¼
Xn¼f

n¼1

Cm

1þ rð Þtm�n ð8:34Þ

where cm and tm are the membrane costs (€/m2) and membrane lifetime (years). f is
the factor that denotes the number of times replacement takes place ( f¼ t/tmem). The
regeneration system requires heat for producing NH3,g and CO2,g from the LC outlet
solution. This heat required by the process can be sourced from various thermal
energy-intensive industries (e.g. cement, paper, biomass and waste incineration
industries). Though it is said to be waste heat, a heat exchange system is required
to provide the heat at a specific temperature. Hence, a cost (Cheat) is associated with
it. This cost is assumed to be as low as 0.01 €/kWh [43].

Cht ¼ chtqregta ð8:35Þ

ta is the total number of operational hours per year (h). The sum of revenue earned by
selling produced H2 and operational expenses incurred on an annual basis is

Profit ¼
Xi¼t

i¼1

mH2cH2

1þ rð Þt
 !

� CAPEXþ
Xi¼t

i¼1

OPEXþ Cheat

1þ rð Þt þ Cmem,re

 !
ð8:36Þ

where cH2 is H2 selling price (€/kgH2) and assumed to be 3.59 €/kgH2

Scenario Study

The study includes two scenarios based on the cost of the membrane, the membrane
lifetime and the membrane properties (permselectivity and membrane resistance). In
all the scenarios for ammonium bicarbonate solution, the H2 production rate was

Table 8.5 Input parameters for ammonium bicarbonate-based reverse electrodialysis

Parameter Present Future Unit

Concentrate sol. (cc) 2.6 2.6 M

Dilute sol. (cd) 0.05 0.099 M

Permselectivity (Α) 0.8 0.95

Membrane life (tmem) 4 10 Years

Membrane resistance (rmem) 4.1 � 10�4 6.9 � 10�4 Ωm2 [16]

Cost of regeneration system (creg) 3400 3000 €/kwh/m3

Cost of waste heat (cht) 0.01 0.005 €/kwh
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calculated from the corresponding input data, as shown in Table 8.5. In the present
scenario, the cost and lifetime of the membranes were fixed inputs, and with these,
the LCH was estimated. In the future scenario, the LCH was assumed to be 1.71 €/
kgH2 as a target set by US DOE for H2 produced from renewable energy sources.

In both scenarios, the concentrations of feed solutions were optimised to mini-
mise the LCH. That is to maximise the H2 production and to minimise the waste heat
required. Finally, in the future scenario, profits of 10% were assumed to be made on
an annual basis, the membrane life was increased to 10 years, and the membrane cost
was estimated accordingly. The cell geometry (channel length and width) and flow
parameters such as the residence time were assumed to be the same for all scenarios.
Table 8.6 summarises all the input–output parameters.

Results and Discussion

In general, an increase in production rate increases the total H2 produced in the plant
throughout its lifetime, which decreases the LCH. An increase in production rate can
be achieved by an increase in current density, which indirectly relates to concentra-
tion ratio. High concentration ratios are achieved with high solubility of salt under
the assumption that the electrical conductivity of the solution and permselectivity of
membrane remain the same. The production rate is a function of peak current
density, which in turn depends on the Nernst potential. This Nernst potential relates
to the ratios of concentration or activity coefficients which are salt properties
(e.g. solubility). The salts that can produce H2 at a production rate higher than that
of an AmB RED system due to the synergetic effect of higher OCP, higher solubility
limit and lower resistance, need to be investigated experimentally. However, this is
beyond the scope of this work. H2 production rate can be increased by improving
membrane properties such as permselectivity, conductance and reducing thickness
while maintaining the mechanical strength. Further, the use of an optimal combina-
tion of electrolytic solutions, electrode material and their geometric configuration
can decrease the cell overpotential and increase the overall stack potential, which in
turn will improve the H2 production rate. In the following subsections, we discuss a
few parameters that have a significant influence on the H2 production rate and waste
heat required for restoring the salt concentration.

Feed Solution Concentration

Figure 8.3 shows the influence of the dilute solution concentration on the H2

production rate and on the waste heat required to restore the salt concentrations to

Table 8.6 Input–output
parameters for scenario
study

Scenario Input Output

Present Cmem, Tmem Mh2, qreq, lch, profit

Future Profit, tmem, lch Mh2, qreq, cmem
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their initial values. At dilute solution concentrations below 0.1 M for a fixed
concentration of concentrate, the concentration ratio (cc/cd) is high, but due to the
high (ohmic) membrane and channel resistances, the electrochemical potential is
low. The low electrochemical potential and high ohmic resistance result in a low
current density. As the current density is directly proportional to the H2 production
rate, the latter decreases as well. The H2 production rate increases until dilute
solution concentrations 0.1 M and then decreases as shown in Fig. 8.3 (left). This
decrease is due to a low concentration ratio (cc/cd). For the specified geometry and
operating conditions of the RED cell, a maximum is observed at cc 2.6 M and cd
0.1 M, and 2.6 M and 0.2 M for present and future scenario, respectively, as shown
in Fig. 8.3 (right).

For an increase in the concentration of concentrated solution the H2 production
increases. Also, the concentration of dilute solution at which the maximum H2

production is observed increases with an increase in the concentration of
concentrated solution.

An opposite trend is observed for the waste heat required for restoring the salt
concentrations (Qreg). For the specified geometry and operating conditions of the
RED cell, an increase in the concentration of the dilute solution increases the waste
heat required per unit volume to restore an increased amount of salt. At
concentrations above cd ¼ 0.07 M and 0.1 M (for present and future scenario), the
increase in dilute solution concentration increases the current density due to a
decrease in (ohmic) the membrane and channel resistances. However, as the con-
centration ratio decreases the electrochemical potential decreases; this increases the
number of cell pairs needed and thus increases the volumetric flow rate. The increase
in volumetric flow rate causes an increase in the required waste heat.

Finding the optimum between the H2 production rate and waste heat required is
essential for a reduced LCH. This optimum is usually found at a concentration of
dilute solution less than the concentration at maximum H2 production as waste heat
required dominates the LCH. When comparing the scenarios, as shown in Fig. 8.3
(right), the H2 production rate increases by one order of magnitude and the waste
heat required reduces by one order of magnitude. This is due to a high
permselectivity and low membrane resistance. Further, the concentration of the
dilute solution at which maximum H2 production rate is observed shifts towards
higher concentrations.

Membrane Properties: Permselectivity and Membrane Resistance

Figure 8.4 shows the influence of the membrane resistance and permselectivity on
the H2 production rate and the waste heat required. For the specified geometry and
operating conditions of the RED cell (fixed concentrations), an increase in mem-
brane resistance decreases the electrochemical potential and thus, the peak current
density decreases. This decrease in current density decreases the H2 production rate.
On the other hand, the increase in membrane resistance decreases current density
which causes a decrease in the amount of salt transported through a membrane due to
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electromigration and decreases the amount of water dragged along due to electro-
osmosis.

As the amount of salt flux is low, the outlet dilute solution concentration
decreases. This decrease in dilute concentration causes a decrease in waste heat
required per unit volume of a dilute solution (qth kWh/m3). Nevertheless, the total
(waste) heat required per kg of H2 produced increases as the volume of the dilute
solution at reduced current densities increases due to a higher number of cell pairs in
a stack as shown in Fig. 8.4 (left). Membrane resistance is not only a material
property; it is a ratio of the membrane thickness and its conductivity. With an
increase in the membrane thickness, the length of the transport pathway increases;
thus, the membrane resistance increases proportionally with the membrane thick-
ness. There is a trade-off between membrane resistance and permselectivity. With
the increase in feed solution concentrations, the permselectivity decreases due to a
decrease in the charge-exclusion ability of membrane while increases the membrane
conductivity due to an increase in ion concentration inside the membrane [44].

In the case of permselectivity, the increase in permselectivity increases the
electrochemical potential. This increases the current density, which increases the
H2 production rate. As the electrochemical potential increases, the number of cell
pairs decreases, which relates to a smaller dilute solution volume. This relates to less
total heat required. With an increase in permselectivity, the optimum dilute solution
concentration for low waste heat required decreases as shown in Fig. 8.4 (right).

Cell Geometry: Residence Time and Channel Thickness

As shown in Fig. 8.5 (left), with an increase in residence time, the feed solution
velocity and volume flow rate decreases (at tres 50s the feed solution flow velocity is
1.6 � 10�3 m/s). This decreases the pressure drop across the inlet and the outlet of
the RED stack. This results in a decrease in pumping power needed. Nevertheless,
the increase in residence time increases the amount of salt diffusing through the
membrane, which increases the waste heat per unit volume. However, as the volume
flow rate decreases the total heat required to restore the concentrations decreases. As
we operate at peak power current density, the influence of the resistance from the
diffusion boundary layer and the electrical double layer on current density and
electrochemical potential is neglected. Hence, the H2 production rate is not affected
by residence time. However, with an increase in residence time, these resistances
will tend to dominate, and the H2 production rate would decrease as well.

An increase in the channel thickness increases the ohmic resistance of the
channels, which in turn decreases the actual unit cell potential. The decrease in
open circuit potential decreases the peak power current density, which in turn
decreases the H2 production rate and the salt flux. Hence, the waste heat per unit
volume of dilute solution required also decreases. However, the increase in channel
thickness causes an increase in feed solution volume flowing through the channel.
This causes an increase in the total waste heat required to regenerate the ammonium
bicarbonate solutions. This increase in the heat requirement nullifies the decrease in
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waste heat per unit volume due to the decrease in salt flux. Thus, the net effect
observed is an increase in the total heat required, as shown in Fig. 8.5 (right).
Moreover, the increase in channel thickness increases the feed solution flow rate.
The increase in flow rate increases the amount of water per gram of salt transported;
thus Josm increases. Hence, the total heat required to recover the same amount of salt
increases.

Economic Analysis: Membrane Cost, Lifetime and Waste Heat Cost

The membrane resistance and permselectivity have linear and non-linear relation
with LCH, as shown in Fig. 8.6 (left). While the increase in membrane resistance
increases LCH, increase in permselectivity decreases LCH. In case of future sce-
nario, at permselectivity as high as 0.95 and membrane resistance as low as 0.1 Ωm2

the LCH can reach the US DOE target for other thermodynamic and economic
parameters are kept constant. The membrane cost and the cost of waste heat have a
linear relation with the LCH, as shown in Fig. 8.6.

For every euro, the membrane cost increases the LCH increases by 0.055 €/kgH2
and 0.01 €/kgH2 for present and future scenario, respectively. In case of the cost of
waste heat, for every 0.001 €/kWh increase the LCH increases by 4.02 and 1.78 €/
kgH2. Membrane life of more than 4 years has no significant influence on the LCH.

Economic Comparison: Capex and LCH

Figure 8.7 shows a comparison of the present and future scenario in terms of cost
composition. The Capex composition, in case of the present scenario, is dominated
by 54.75% for the regeneration system and 28% for the membranes and RED stack.
In the case of the future scenario, the regeneration system contributes the most with
76.53% as shown in Fig. 8.7 (left). The share of Capex for the regeneration system is
high because of the high-volume flow rate of the dilute solution and a high amount of
heat required per unit volume of the dilute solution.

In the case of LCH composition for the present scenario, the costs associated with
waste heat and Capex contribute most with 41.72% and 36.52%, respectively, as
shown in Fig. 8.7 (right). The major contributor to Capex is the regeneration system.
Hence, the regeneration system must be optimised to reduce its contribution to LCH
further and thus reducing LCH.

Conclusion

A simplified thermodynamic RED model and an LCH model are developed for a
thermally driven AmB RED system. The thermodynamic model includes various
parameters such as the concentration of the feed solutions, membrane properties,
channel geometry. The LCH model includes capital costs-associated RED stack and
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regeneration system, and operational and membrane replacement costs of the AmB
RED system. The LCH model also includes the cost associated with waste heat.

Maximum H2 production is observed for dilute solution concentration of 0.099 M
and 0.05 M for present and future scenario, respectively (at a concentrate solution
concentration of 2.6 M).

Membrane conductance and permselectivity increase the H2 production and
decrease the waste heat required as they decrease the number of cell pairs and a
decrease in the volume of the dilute solution entering the regeneration system.

Channel thickness increases channel resistance and thus, the H2 production rate
decreases. Also, the increase in channel thickness increases the total waste heat
required as volume as well as the concentration of the dilute solution entering the
regeneration system increases.

Increase in the residence time increases the waste heat per unit volume (due to
increase in concentration) but decreases the total waste heat required (due to
decrease in the volume of dilute solution entering regeneration system). Also, an
increase in the residence time increases energy losses due to diffusion boundary
layer and concentration change which decreases the H2 production rate.

The scenario analysis includes two different cases, the present and the future.
These scenarios differ in the inlet dilute solution concentration, the membrane
properties, the cost of the membrane and the membrane lifetime. The scenario
analysis demonstrates the cost of the membrane as the influential parameter in the
present scenario; the cost of heating and the cost of the regeneration system, control
the levelised cost of H2 (LCH) in the future scenario. In both, the scenario, major
contributor for Capex is regeneration system. Also, the cost of heating contributes

Fig. 8.7 Comparison of component contribution to CAPEX for present and future scenario (left)
and comparison of cost composition of LCH for present and future scenario (right)
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the most to LCH, making optimisation of the regeneration system crucial to further
minimise LCH.

In the future, the cost of the membrane can be reduced to 1.69 €/m2 with an
increase in production rate, a reduction in production and raw material cost, and a
reduction in membrane thickness. It is clear that AmB RED for H2 production has
economic potential at membrane cost of less than 4.5 €/m2, and membrane life of
4 years or more. Future efforts must be directed to evaluate the performance of
potential salts that are highly conductive, highly soluble, and may require less heat
for recovery, such as lithium bromide. Finally, a thermally driven RED system with
a regeneration system cost of less than 3000 €/kWh/m3 and a waste heat cost of less
than 0.005 €/kWh can present an economically feasible for utilisation of low-grade
waste heat for H2 production.
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Introduction

The security of energy supply has always been a core item on the European political
agenda. In 2006, it was listed as one of the cornerstones of the standard energy
policy, alongside environmental objectives and economic competitiveness [1]. Cur-
rently, we mainly depend on a fossil-based economy. More than 80% of the energy
consumption comes from (traditional) fossil fuels, which drives our economy and
supports the industrial, transportation and buildings sectors in our society. However,
there is a threat to climate change caused by emissions from fossil fuels, which
means that we need to take actions [2]. One measure is to switch our energy focus
from traditional non-renewable energy structures to renewable energy forms, and
also increase efforts in waste-to-energy systems.

With the development of the technologies, renewable energy and power sources
are getting cheaper and more competitive with existing ones (coal, oil, gas and
nuclear). Once installed, these power sources have limited operational costs. This
has led to a growing share of renewable energy sources. If the process industries are
to become more energy efficient and sustainable, industrial energy systems need to
integrate different energy sources such as renewable and waste-to-energy systems.
However, it is essential to consider a critical barrier for the switch, which is the
intermittent nature of renewable energy sources. This means that renewable power
might hold the limited potential to substitute fossil fuels due to the requirement of
stability in a sustainable energy market.

An exciting trend for industrial systems that is likely to be realised in the next
decades is the use of distributed energy systems that are adopted systematically and
holistically. A distributed energy system is an efficient, reliable and environmentally
friendly alternative to the traditional energy system. With this system, energy
conversion units are situated close to energy consumers, and large units are
substituted by smaller ones [3]. The advantages of utilising distributed systems are
mainly based on flexibility, location and networking. The flexibility of distributed
energy systems is associated with their scalability and ability to utilise various
energy conversion technologies and energy sources. An improvement can also be
seen in the reliability of energy supply because of the tendency of distributed
systems to reduce the vulnerability of the overall system. This is related to their
ability to operate in networks and utilise local resources. Also, distributed energy
systems are environmentally friendly because of the absence of large power plants
and transmission lines [4].

Following the trends of the energy system means that renewable energy is used as
a kind of energy source in the distributed energy system, and it seems to be the most
promising future energy system. However, once renewable energy is introduced to
industrial systems, the most critical consideration should be the stability and
sustainability of the energy supply because of the intermittency of renewable energy
sources. Therefore, it is necessary to adopt energy storage technologies to smoothen
variations in supply and demand and guarantee supply during energy deficit periods.

There are many energy storage technologies already reviewed in the literature [5–
7]. These technologies are currently at different levels of maturity with a few already
proven for commercial-scale applications. These technologies can be broadly
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classified according to the purpose for which the energy is stored, and they include
both thermal and electrical energy storage.

Thermal Energy Storage (TES)

TES is one of the most widely used forms of energy storage. The TES principle is the
same for all technologies: energy is supplied during off-peak periods; it is collected
and stored in the form of heat (specific, latent or reaction heat), and later in peak
periods it is recovered for use. According to the actual application, these processes
may coincide or more than once in the storage cycle. There are three thermal energy
storage methods, and these will be briefly described in the below paragraphs.

Sensible Heat Energy Storage (SHES)

In this form, the energy storage is based on the specific heat of the material, which
means that the material does not undergo any form of phase change within the
temperature range required for the storage application [8]. The most common
materials for high-temperature TES include concrete, cast ceramics and molten
salts. Molten salts with high storage temperature have been applied in solar thermal
technology; their main disadvantage is that most of them have high melting points
and therefore, parasitic heating is required to keep them in the liquid phase, which
can lead to additional energy consumption.

Latent Heat Energy Storage (LHES)

In this case, the energy is stored through the phase change of the material. Such
materials have a high potential for thermal energy storage compared to the non-phase
changing counterparts due to the high latent heat associated with the phase change.
For energy storage applications, the phase of the material changes (usually from
solid to liquid) at a temperature matching the thermal input source [9].

Thermochemical Energy Storage (TCES)

This technology stores heat through reversible reactions. During off-peak periods,
surplus thermal energy is used to dissociate a chemical reactant into products in an
endothermic reaction. The products are stored separately, pending periods when
energy is needed. When energy is demanded, the stored products are mixed and will
react to form the initial reactant in a reaction which is exothermic [10].

Table 9.1 shows typical characteristics for different thermal energy storage
technologies, which can give guidance to the choice of proper TES technology.
The efficiency η for different technologies can be calculated as follows [11]:
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η ¼ energy recovered
energy inputþ initial energy for storage

ð9:1Þ

However, the choice depends mainly on operating temperature range, storage
capacity and duration required.

Electrical Energy Storage (EES)

Electrical energy storage is regarded as one of the most readily available forms of
storing energy. Electricity in its form cannot be stored (except in superconductors at
cold temperatures). The only way to store electricity is to convert it into a more stable
energy form, which would be transformed back to electricity when needed. Various
technologies can be used to convert electricity to other forms of energy that can
easily be stored. These technologies are referred to as electrical energy storage
technologies and can be grouped as follows:

• Mechanical energy storage
• Chemical energy storage
• Electrochemical energy storage (supercapacitors, electrolysis/FC or batteries)
• Superconducting magnetic energy storage
• Thermal energy storage [6]

In this section, not all EES technologies will be presented; only some mature
technologies will be listed, including pumped hydroelectric energy storage (PHES,
which belongs to mechanical energy storage), battery energy storage (which belongs
to electrochemical energy storage), compressed air energy storage (CAES, which
belongs to thermo-mechanical energy storage), and H2 energy storage (HES, which
belongs to chemical energy storage). Last but not least, liquid air energy storage
(LAES) will be introduced.

Table 9.1 Typical characteristics for thermal energy storage technologies [12]

Characteristics SHES LHES TCES

Capacity
(kWh/ton)

10–50 50–150 120–250

Thermal power
(MW)

0.001–10 0.001–1 0.01–1

Efficiency (%) 50–90 75–90 75–100

Temperature range
(�C)

30–100 (water) 40–120 80–1000

Storage duration Day/month Hour/month Hour/day

Barriers Low capacity per
weight

High cost and material
stability

High cost and
complexity
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Pumped Hydroelectric Energy Storage (PHES)

PHES is the most mature and widely used large-scale energy storage technology.
Figure 9.1 shows the process of a PHES system that uses gravity to store energy. It
stores electrical energy by pumping the water to a higher reservoir during off-peak
periods when the energy is available. During peak periods, the water flows down to a
lower reservoir, through a turbine where electricity is produced by a generator. The
efficiency of the system is in the range of 65–85%. One limitation of the PHES is that
several natural geological features are needed, and this is typically measured by a
performance parameter that is defined as the adequate nearby land area divided by
the adequate elevation [13].

Battery Energy Storage (BES)

Battery technology is the most widespread energy storage device for power system
applications, at least in terms of a number of devices (e.g. cellular phones, tablets and
computers). The electricity is stored as chemical energy in a battery. It is an
electrochemical device with the ability to deliver energy by converting chemical
energy into electricity through electrochemical reactions. The round-trip energy
storage efficiency is in the range of 60–95% depending on the operational cycle
and electrochemistry. Batteries have short life cycles (compared to PHES); however,
they have a moderate to decent efficiency and are quite cheap when the storage
demand is small [13]. Sodium sulphur (NaS) is an example of batteries used for
commercial energy storage in distribution grids for electricity. Its potential comes

Generator

Lower reservoir

Upper reservoir

Electricity produced 
during discharging

Turbine

Pump

Fig. 9.1 Schematic of PHES
system
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from the ability to provide high energy density (100–240 Wh/kg), excellent energy
efficiency (>85%) and long discharge periods (approximately 7 h) [6]. Lead-acid
(PbO2) battery is the oldest rechargeable alternative for both commercial and
household applications. It has a rated voltage of 2 V, energy and power density of
about 30 Wh/kg and 150 W/kg, respectively. Its energy efficiency ranges from 85 to
90% with low maintenance and investment costs. Lithium-ion (Li-ion) batteries are
used in a wide range of applications, such as portable electronics, medical devices,
transportation and grid supports. Their energy and power density range from 90 to
190Wh/kg and 500 to 2000W/kg. They also have a high-efficiency range from 90 to
94% and average discharge times (about 2–4 h) [6].

Compressed Air Energy Storage (CAES)

CAES systems use off-peak electricity to compress air and store it in a reservoir,
either an underground cavern or above ground in pipes or vessels [14]. The air is
released during peak periods, heated, expanded and used in a turbine and generator
to produce electricity, as illustrated in Fig. 9.2. The CAES has an estimated effi-
ciency in the range of 46–70% depending on the technology limit for the system,
with an expected lifetime of about 40 years. The drawback of CAES is that it is
geographically constrained, because the compressed air is preferably kept in under-
ground caverns. Otherwise high-pressure tanks must be used to store the air above
ground.

Hydrogen Energy Storage (HES)

HES is one of the most promising chemical energy storages [15]. It has a high energy
density. During charging, off-peak electricity is used to electrolyse water to produce
H2. The H2 can be stored in different forms, e.g. compressed H2, liquid H2, metal
hydrides or carbon nanostructures [16], which depend on the characteristics of
available technologies. The stored H2 is used in fuel cells or burned when electricity
is needed. The best efficiency for the electrolyser is 70%, and the efficiency for the
fuel cell is 50%.

The four abovementioned technologies (PHES, BES, CAES and HES) have been
available for decades and will be described in more detail below.

Liquid Air Energy Storage (LAES)

LAES has the advantage that this technology can be improved by using ideas from
established technologies, such as gas liquefaction processes and air separation. The
most important reason is that it is not geographically constrained, as the case is with,
e.g. PHES. LAES consists of three distinct processes: charging, storing and
discharging. During charging, excess electricity (e.g. from wind turbines) can
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drive an air liquefaction process. Air from the environment is compressed in stages
and then expanded to ambient pressure and sub-ambient temperature to generate the
necessary refrigeration capacity to liquefy air. Liquid air is then stored in cryogenic
tanks at nearly ambient pressure. During discharge, liquid air is pumped to high
pressure, and then regasified and expanded through turbomachines to generate
electricity and thereby recover the stored energy.

The charging process, which in essence is a liquefaction process, has direct
influences on the liquid yield, and in turn the round-trip efficiency. Therefore, the
liquefaction process is a crucial step in LAES processes. Four LAES technologies
with different liquefaction processes are described and compared here, and a hybrid
arrangement with higher system efficiency and performance is mentioned later.

LAES Technologies

Simulation of the Process Concepts

The simulation of four LAES technologies with different liquefaction processes was
carried out using Aspen HYSYS. These processes are Linde–Hampson, Claude,
Kapitza and a modified Claude process. The design parameters for the simulations
are given in Table 9.2.

Linde–Hampson Process

Linde proposed the simplest approach to liquefy air, and the cycle was patented in
1903 [17]. The Linde–Hampson process for liquefying air is shown in Fig. 9.3a.
First, the air enters the compressor and is compressed to high pressure. Then the air
goes through a cooler and a heat exchanger to be further cooled down. The

Heat storage

Cavern

Air intake

Air outlet

Expander

Cooler

Compressor

Heater

Generator

Fig. 9.2 Schematic of an adiabatic CAES system
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recirculating vapour removes the heat of the air from the separator. The Joule–
Thompson (J–T) valve expands the air to ambient pressure to complete the liquefac-
tion process. The result is a mixture of gas and liquid that is sent to a separator. After
the separator, the storing and discharging processes follow, which are the same for
the four LAES technologies.

Claude Process

The idea of the Claude process [18], which is shown in Fig. 9.3b, came from the
Linde–Hampson process. The compression part of the Claude process is the same as
the Linde–Hampson process. The difference occurs after the first heat exchanger,
where the stream is split into two branches. One branch passes through the next two
heat exchangers and is then expanded in a J–T valve to generate a gas and liquid
mixture, which is subsequently phase separated. The other branch goes directly to an
expander to produce refrigeration and electricity while expanding to ambient pres-
sure. Then the expanded branch is mixed with the recirculating vapour to act as a
cold stream to cool down the primary incoming air.

Table 9.2 Design parameters for the processes

Parameter

Liquefaction process

Linde–
Hampson Claude Kapitza

Modified
Claude

Ambient temperature (�C) 25 25 25 25

Ambient pressure (kPa) 100 100 100 100

Pressure after compressor (kPa) 20,000 6000 6000 18,000

Pressure after pump (kPa) 6500 6500 6500 6500

Liquid air storage pressure (kPa) 100 100 100 100

Liquid air storage temperature (�C) –194.3 –194.3 –194.3 –194.3

Propane minimum temperature (K) – – – –180

Propane maximum temperature (K) – – – –59

Methanol minimum temperature (K) – – – –59

Methanol maximum temperature (K) – – – 15

Minimum approach temperature in cold
box HX (K)

5 5 5 5

Minimum approach temperature in
intercoolers (K)

– – – 10

Heat exchanger relative pressure loss 0 0 0 0

Isentropic efficiency of air turbines (%) 85 85 85 85

Isentropic efficiency of air compressors
(%)

85 85 85 85

Isentropic efficiency of cryoturbine (%) 70 70 70 70

Recirculation ratio (%) 7 80 80 15
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Kapitza Process

The Kapitza process is distinguished from the Claude process in that the third heat
exchanger is removed [19], as shown in Fig. 9.3c. The recirculating vapour from the
separator is mixed directly with the expanded branch.

Modified Claude Process

The modified Claude process with hot and cold thermal energy storage has a
different layout than the previous processes, as shown in Fig. 9.4. The ambient air
is first compressed in a two-stage compressor to reach high pressure. The high-
pressure air passes through two heat exchangers to obtain the energy level at low
temperature from intermediate fluids, which are methanol and propane from the cold
energy storage. Then the air enters a cryoturbine to expand to ambient pressure,
which results in a gas and liquid mixture that is sent to a separator. For the process,
both heat of compression and cold thermal energy (cooling) from regasification are
stored in hot oil and methanol or propane, respectively. In this way, hot and cold
thermal energy can be recycled to improve the efficiency of the overall system [20].

Analysis and Discussion

In order to evaluate the performance of the different processes, a few parameters
were selected:

• Liquid yield
• Round-trip efficiency
• Specific energy consumption
• Exergy efficiency

Liquid yield ηLA is defined as the ratio of the mass flow rate of liquid air (mliq) and
the total mass flow rate of compressed air (mcomp) that includes the recycling of air:

ηLA ¼ mliq

mcomp
ð9:2Þ

The most critical parameter is certainly the round-trip efficiency ηRT that is
defined as the work output (Wout) in recovery mode divided by the work input
(Win) in storage mode:

ηRT ¼ Wout

W in
¼ mliqWT

mcompWC
¼ ηLA � WT

WC
ð9:3Þ
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where wT and wC represent the specific work (kJ/kg) of the expanders and the
compressors, respectively. Another parameter for specific energy consumption
(SEC) is the network consumed per mass of liquid air produced:

SEC ¼ Wnet

mliq
ð9:4Þ

where Wnet is calculated as follows:

Wnet ¼
X

Wcomp �
X

Wexp ð9:5Þ

where Wcomp and Wexp are the work (kJ) of the compressors and expanders,
respectively.

Finally, exergy efficiency could also be considered for comparing different
processes. There are several approaches to calculate exergy efficiencies, such as
input–output exergy efficiency [21], consumed–produced exergy efficiency [22] and
exergy transfer effectiveness [23]. A reasonable method to evaluate exergy effi-
ciency for sub-ambient processes, such as the liquid air energy storage system, is the
exergy transfer effectiveness (ETE). The ETE is defined by using a classification of
exergy sinks (produced exergy) and exergy sources (consumed exergy). As the name
suggests, the ETE can reveal the exergy transfer within a process. In the LAES, there
are three subprocesses: charging, storage and discharging, and it would be valuable
to determine the exergy losses for the storage process (both the charging and storing
process) and the discharging process. This information could be used to evaluate
different sections of the system, and further directions for improvement could be
pointed out based on the results of the analysis. The formula for exergy efficiency is
given by the definition of the ETE:

ETE ¼
P

Exergy sinksP
Exergy sources

ð9:6Þ

Marmolejo-Correa and Gundersen [23] proposed the ETE considering only
thermo-mechanical exergy that was decomposed into temperature-based and
pressure-based exergies, which quantify the exergy contributions from the tempera-
ture and pressure levels of the streams. The ETE even included shaft work as exergy
sink or source depending on production or consumption. The thermo-mechanical
exergy ETM, temperature-based exergy ET, and pressure-based exergy EP are calcu-
lated by Eqs. (9.7)–(9.10). Temperature-based exergy ET can be further classified
into above ambient, across ambient and below ambient, since the exergy content of
heat is estimated differently above and below ambient temperature, as shown by
Eq. (9.11). Kim and Gundersen [24] further extended the ETE method to include
chemical exergy related to chemical reactions and compositional changes. There-
fore, the ETE is suitable for low-temperature processes, and in particular, provides
accurate estimation for the case when the operating temperatures of the process
range from below ambient to above ambient. The terms involved in the exergy sinks
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and sources of different LAES processes are listed in Table 9.2. It is assumed that the
heat provided to the heaters in the three typical processes (Linde–Hampson, Claude
and Kapitza) comes from a source with constant temperature of 360 �C.

ETM ¼ H T , pð Þ � H T0, p0ð Þ � T0 S T , pð Þ � S T0, p0ð Þ½ � ð9:7Þ

ETM ¼ ET þ EP ð9:8Þ

ET ¼ H T , pð Þ � H T0, pð Þ � T0 S T , pð Þ � S T0, pð Þ½ � ð9:9Þ

EP ¼ H T0, pð Þ � H T0, p0ð Þ � T0 S T0, pð Þ � S T0, p0ð Þ½ � ð9:10Þ

E Q Tð Þ½ � ¼ Q 1� T0

T

h i
T � T0 ð9:11Þ

E Q Tð Þ½ � ¼ Q
T0

T
� 1

h i
T � T0 ð9:12Þ

where H, S, Q, T and p are enthalpy (kJ/s), entropy (kJ/(kg K)), heat (kJ/s),
temperature (K) and pressure (kPa) of the streams, respectively; T0 and p0 are
ambient temperature and pressure (25 �C and 1 bar), respectively; E(Q(T )) is the
exergy content of heat (kJ/kg). In Table 9.3, subscripts liq, hot, cold and heater
represent the liquid air, hot oil, cold fluids (methanol and propane) and heaters in the
processes.

Table 9.4 lists the liquid yield, specific energy consumption, exergy efficiency
and round-trip efficiency for three typical liquefaction processes and the modified
Claude process with hot and cold energy storage. The storage and discharging
sections of the three first processes are the same; the only difference is the liquefac-
tion section for each process. The comparison of the four processes in Table 9.4
shows that the modified Claude process has advantages in terms of liquid yield,
specific energy consumption, exergy efficiency and round-trip efficiency. In fact,
without considering investment cost, this process is superior compared to the Claude
process and the Kapitza process. This is because the modified Claude process has a
relatively small recirculation ratio, which is partly related to the use of hot and cold

Table 9.3 The terms for calculating ETE of different LAES processes

LAES processes

Charging and storage process Discharging process

Exergy sinks Exergy sources Exergy sinks Exergy sources

Linde–
Hampson

Eliq wc wt Eliq + E(Q
(T ))heater

Claude Eliq wc wt Eliq + E(Q
(T ))heater

Kapitza Eliq wc wt Eliq + E(Q
(T ))heater

Modified
Claude

Eliq + E(Q
(T ))hot

wc +E(Q
(T ))cold

wt + E(Q
(T ))cold

Eliq + E(Q(T ))hot
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thermal energy storages in the process. The Linde–Hampson process has the lowest
score for all performance indicators except exergy efficiency for discharging.

Future Prospects

Thanks to its unique features, liquid air energy storage (LAES) overcomes the
drawbacks of pumped hydroelectric energy storage (PHES) and compressed air
energy storage (CAES). It is not geographically constrained; it uses commercially
available equipment (thus reduced upfront costs), and it integrates well with tradi-
tional power plants. Therefore, a LAES system can probably be considered as a
viable option for grid-scale (hundreds of MW) electric energy storage, even in a
stand-alone configuration. Until now, the most significant application scale for
LAES is a small pilot plant with 5 MW storage capacity, which was built by
Highview Power in the United Kingdom [25]. The round-trip efficiency of the
process was around 0.6. Li et al. [26] integrated the LAES with a nuclear power
plant (NPP), and the round-trip efficiency was claimed to reach 0.7. An approach
with a liquid air Rankine cycle was proposed by Ameel et al. [27], and the round-trip
efficiency of 0.43 could be achieved. A stand-alone LAES plant was simulated by
Guizzi et al. [20] reaching the round-trip efficiency of 0.55. None of the present
studies discussed has been applied in large scale. Thus, LAES first needs further
research to increase overall efficiency, store hot and cold thermal energy efficiently,
and increase response time. Then the implementation of the technology in practical
applications could be considered.

The future applications of LAES systems could be to integrate renewable energy,
waste heat and batteries to form a hybrid system [28]. The hybrid plant concept
integrating high speed drives for compressor and expander connections with small
electrochemical storage makes these systems a promising solution, even when fast
dynamic responses are required. This feature, together with a high round-trip
efficiency, are becoming essential performance requirements to manage a power
system where the amount of renewable energy sources is rapidly growing, and where
the number of power generating units that can offer control services is decreasing.
Therefore, hybrid power plants based on LAES technology may be a promising
solution to store energy and use it at peak times with satisfactory performance.

Table 9.4 Performance parameters for liquid air energy storage processes

Performance
Linde–
Hampson Claude Kapitza

Modified
Claude

Liquid yield (%) 7.32 16.58 16.13 85.34

Specific energy consumption (kWh/kg) 3.83 0.81 0.81 0.12

Exergy efficiency
(%)

Charging and
storage

5.1 21.12 21.16 84.12

Discharging 38.64 38.64 38.64 78.31

Round-trip efficiency (%) 4.29 15.01 15.04 55.43
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and Odne S. Burheim

Introduction

Among the renewable energy sources that are essential to face challenges such as
climate change and energy depletion, biogas has become one of the attractive
pathways in recent years [1]. Biogas derives from the natural degradation of organic
materials by microorganism anaerobic digestion [2–5]. These organic materials
come from waste feedstocks considered as renewable sources since the rejection of
waste is continual. On top of being a renewable substitute for fossil fuels, biogas
helps in waste management. In this way, agricultural and industrial residues, munic-
ipal organic wastes, and sewage sludge are common sources of feedstock including
seeds, grains, and sugars, lignocellulosic biomass like crop residues and woody
crops, or algae with their high carbohydrate content [6].
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The traditional biological process for anaerobic digestion is composed of four
stages:

1. Hydrolysis: where the disintegration of the feedstock into simple sugars, amino
acids, and fatty acids occurs through the action of hydrolytic bacteria

2. Acidogenesis: where the previous products are transformed into short-chain
organic acids and alcohols producing H2 and CO2

3. Acetogenesis: where H2 and CO2 are reduced to acetic acid by the action of
homoacetogenic microorganisms

4. Methanogenesis: where the production of methane occurs by methanogenic
bacteria under anaerobic conditions [7]

The raw biogas produced is mainly composed of methane CH4 (between 55 and
70%) and CO2 (between 30 and 45%), in association with trace components such as
H2S, ammonia, H2, nitrogen, O2, vapor water, siloxanes, CO and hydrocarbons
[8, 9]. The presence of these components and their respective quantities depends
largely on the nature of the biogas sources and the operational conditions used
during the process.

In order to be used for many applications, biogas has to then meet cleaning
processes to remove the trace components and upgrading processes to increase the
fuel quality. The presence of trace components might be inconvenient for further
uses, and many applications require control of the level of impurities. Many
technologies have been developed for biogas purification, and the selection of the
appropriate technology depends on the utilisation requirements. Condensation
methods such as demisters, cyclone separators or moisture traps and drying methods
such as adsorption or absorption can be applied to remove water. To remove H2S,
some techniques are used during anaerobic digestion like air dosing to the biogas and
addition of iron chloride into the digester tank, while some other techniques can be
used after the digestion process like adsorption and absorption. During these
treatments, other impurities like ammonia, nitrogen, O2, siloxanes, CO and
hydrocarbons can be removed; however, if the level of these impurities is still too
high, some additional treatments might be applied [10].

Then the separation of CH4 from CO2 must be operated to adjust the calorific
value of the biogas in order to meet the standards for use since CH4 is the component
that contributes to the heating value giving the energy content. For example, 1 m3 of
raw biogas with a CH4 content of 60% has a lower heating value of 21.5 MJ
compared to the one of 35.8 MJ corresponding to 1 m3 of pure CH4 at standard
temperature and pressure [11]. Separation methods include water scrubbing, cryo-
genic separation, physical or chemical CO2 absorption, pressure swing adsorption,
membrane separation or biological methods [9].

The utilisation of biogas includes traditional pathways, which use methane
present in biogas as combustible component to produce heat, power, or to be used
as transport fuel. In Europe about 50% of total biogas consumption was used for heat
production in 2015 [1]. This includes mostly cooking and heating applications, with
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the direct use of biomethane as fuel for stoves and boilers. Boilers have high
tolerance to biogas quality. However, to replace natural gas in domestic stoves, the
CH4 content of the biogas should be close to 100%, and only low levels of H2S are
tolerated since H2S has toxicity and corrosion issues [9].

The worldwide biopower production in 2015 represented installed capacity of
about 106 GW, among the 1969 GW of installed power capacity of renewable
energy [1]. Biogas as fuel for engines and gas turbines for producing electricity
has the benefit to be able to be used without upgrading step since internal engines can
be supplied with a mixture of CH4 and CO2; however, the level of H2S in the feed
biogas should also be controlled for this kind of use.

Combined heat and power plants, with their high efficiency under optimal
conditions of 90% including 40% for electricity generation and 50% for thermal
production, also accommodate biogas as a promising and economical fuel [6].

As a substitute for natural gas, biogas can be injected into natural gas networks as
soon as it achieves the standards of natural gas. These require high CH4 proportions
(93–95% and 70–98% according to US and EU requirements, respectively) and a
maximum H2S content to avoid equipment erosion (6–88 mg/m3 and 2–15 mg/m3

for the US and EU grids, respectively) [6].
Upgraded biogas as a vehicle fuel is another traditional pathway, achieving about

4% of global road transport fuel in 2015 [1]. The purified biogas is compressed to
become compressed biogas (CBG) that can be directly used in natural gas vehicles.
Moreover, it has similar properties to compressed natural gas (CNG). Rigid
containers are usually used for storage and distribution at a pressure between
200 and 250 bar [12]. It can also be liquefied cryogenically into liquefied biomethane
(LBM), used as a substitute for liquefied natural gas (LNG) and be delivered using
tankers [13].

Current utilisations have been explored in recent years, where biogas can be used
as starting material to form higher-value products. It is the case for synthesis gas
production from biogas reforming, which forms a mixture of CO and H2 and enables
further chemical productions such as methanol used in pharmaceutical and textile
industries, or other higher hydrocarbons and alcohols [14].

Due to its flexibility in use and its ability to be stored, biogas has an important role
to play for balancing the energy grids in the future. In this chapter, we will go deeper
on the renewable energy applications coming from the integration pathways between
biogas and H2. H2 also has promising issues and will enable further renewable
energy applications from biogas, whose relevance will be driven by the relative
price between biogas and electricity. Therefore, this chapter will describe the
potential of the biogas reforming and its renewable H2 production issue, relevant
in the case of high demand for energy and high electricity/biogas relative price. Then
we will present the energy storage possibilities that the meeting of H2 and biogas
technologies enable, pertinent to store the cheap electricity surplus coming from the
integration of wind and solar renewable energy into the energy grid.
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Biogas Reforming for Hydrogen Production

There are many processes for H2 production. We can separate them into two distinct
categories: the conventional ways that produces H2 from fossil fuel such as natural
gas or coal through hydrocarbon reforming and hydrocarbon pyrolysis, and the
alternative ways that use renewable sources. The alternative paths produce H2

using either biomass processes with biomass as raw material, that can be biological
(bio-photolysis, dark fermentation and photo fermentation) or thermochemical pro-
cesses (pyrolysis, gasification, combustion and liquefaction), or water splitting with
water as raw material that includes electrolysis, thermolysis and photolysis
technologies [15]. These alternative methods are not yet fully competitive with
conventional methods that dominate the large-scale H2 production industries, with
the dominance of natural gas reforming [16].

Despite this, the dominant conventional method promotes the reforming of light
hydrocarbons, such as methane. This is interesting since methane is a significant
biogas component and biogas is considered as a renewable source from waste.
Therefore, the production of H2 using biogas reforming appears as an interesting
issue to present here for H2 production with the integration of a renewable energy
source using conventional methods.

Methane from biogas can be an energy source to produce H2 through reforming
techniques. These processes convert the methane into a mix of CO and H2, called
synthesis gas (syngas). Syngas is a high-value product that can be used directly in
chemical engineering, but its separation as a step of pure H2 production is an issue.

Some of the reforming techniques are conventional and already well-known by
industries for large-scale H2 production using natural gas as hydrocarbon sources
such as steam reforming (SR), partial oxidation reforming (POR) and autothermal
reforming (ATR) [15]. These reaction procedures use H2O and O2 as sources of O2.
Some other reforming processes consist of producing H2 and CO using CO2 as
source of O2, such as dry reforming (DR). These techniques are particularly attrac-
tive regarding biogas reforming since raw biogas is composed of both CH4 and CO2

reactants.
Whatever the reforming process, extra steps are then necessary to obtain pure H2.

The CO removal is operated through a shift reaction commonly done in a conversion
reactor, converting the CO into CO2 and an extra amount of H2 [8]. The final H2

purification is then usually operated through pressure swing adsorption (PSA) in a
separation unit [15].

Reforming Techniques for Hydrogen Production

Reforming processes can be operated in either tubular fixed-bed or fluidised bed
reactors [17]. Continuous fixed-bed reactors are widely used since they have rela-
tively low costs and simple architectures [6]. A different kind of reforming can be
operated in these reactors, which is summarised in Table 10.1. In general, all of these
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techniques can be conducted at low pressure, but in practice, intermediate pressures
between 10 and 20 bars are used to improve the efficiency [8, 18].

Steam Reforming Process (SR)

For the last century, H2 production on an industrial scale mainly comes from
methane steam reforming [17, 19].

CH4 þ H2O ! COþ 3H2 ΔH298 ¼ 206 kJ=mol ð10:1Þ
It is the catalytic conversion of the methane molecule, which is dissociated with

the presence of water vapour and heat, to produce H2 and CO. The H2/CO ratio is
equal to three, meaning an H2 yield of approximately 75%. Methane needs a high
temperature (840–950 �C) in order to react. This temperature can be decreased using
an appropriate catalyst [13]. The tremendous heat consumption required to shift the
reaction equilibrium towards the right to yield H2 and CO is the main disadvantage
of this process since the reaction is highly endothermic (ΔH298 >> 0) and an
external heat source is required. Usually, external combustion in a power unit fed
with the biogas is operated in order to supply heat [20].

The most common process uses Ni-based catalysts on ceramic supports
[19]. Nickel has excellent catalytic properties and is an affordable and available
resource. As a result, many Ni-based catalysts have been developed in order to
improve the system performance in term of reactivity, selectivity and lifetime [18].

The operational conditions of steam reforming lead to parallel carbon formation
reactions, such as methane decomposition reaction (Eq. 10.2), Boudouard reaction
(Eq. 10.3) or disproportionation reduction of CO (Eq. 10.4) [8].

CH4 ! Cþ 2H2 ð10:2Þ
2CO ! Cþ CO2 ð10:3Þ

COþ H2 ! Cþ H2O ð10:4Þ
These carbon formations are a problem since coke (a final carbon-rich solid

material; represented by “C” in Eqs. 10.2, 10.3 and 10.4) deposits on the
Ni-catalyst surface leading to its deactivation. Basic systems can limit the coke
deposition since they promote carbon gasification in water improving its adsorption
properties [18]. Combinations of elements to form catalysts with oxides that have
basic properties (e.g. magnesium, calcium and potassium) have been investigated.
Some other catalysts, like Pt- and Pd-based catalysts, are more stable regarding coke
formation [8]. Ruthenium is also widely used in methane SR due to its high activity,
high H2 selectivity and excellent stability [18]. Another way to reduce the coke
deposition due to the reaction (Eq. 10.4) is to operate under high partial pressure of
H2O in order to shift the equilibrium towards the right and limit carbon
formation [21].
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Partial Oxidation Reforming Process (POR)

Partial oxidation (Eq. 10.5) is another way to produce H2 via methane reforming [7].

CH4 þ 1
2
O2 ! COþ 2H2 ΔH298 ¼ �35:6 kJ=mol ð10:5Þ

Amethane molecule is partially oxidised to produce H2 and CO. The H2/CO ratio
is equal to two, meaning an H2 yield of approximately 67%. The process requires a
temperature range from 700 to 900 �C [7]. The molar O2/CH4 ratio is a crucial
feature to control for this process, since an O2/CH4 ratio higher than 0.5 would lead
to complete combustion of the methane [8].

CH4 þ 2O2 ! CO2 þ 2H2O ΔH298 ¼ �801:7 kJ=mol ð10:6Þ
This oxidation reaction is highly exothermic and leads to a temperature increase.

Therefore, to reduce the amount of H2 produced, complete combustion reactions
would lead to hotspots in the reactor bed that facilitate coke formation on the catalyst
surface [19]. Ni-based catalysts are commonly used, with importance on the selec-
tivity to favour the partial oxidation reaction. Some highly active and selective
catalysts have been reported for POR of methane, such as NiO-MgO, Ni-Mg-Cr-
La-O and Ca-Sr-Ti-Ni solid solutions [8]. Among the best catalysts for this reaction,
Ru-based catalysts have a high coke resistance at high temperature. Ruthenium
oxide improves the methane conversion rate and the selectivity for H2 production
since it has an excellent thermal and chemical stability and high resistance to
chemical corrosion [18].

Autothermal Reforming Process (ATR)

In order to reduce the drawback of the endothermic nature of the SR, and the
disadvantage of the lower H2 yield of the POR, autothermal reforming (Eq. 10.7)
as a combination of both processes has been developed [19].

CH4 þ 1
2
H2Oþ 1

4
O2 ! COþ 5

2
H2 ΔH298 ¼ �0 kJ=mol ð10:7Þ

Steam and O2 are injected into the reformer to cause both reforming and oxidation
reactions, simultaneously. The H2/CO ratio can be adjusted with the inlet ratios, and
the maximum H2 yield is about 74% (corresponding to an H2/CO ratio of 2.8)
[15]. The term “autothermal” refers here to the fact that the process does not require
any external heat supply. Autothermal reforming balances the heat demand of the
endothermic reactions with the heat released from the exothermic reactions and can
be considered as an efficient system [19].

The partial oxidation takes place in a thermal zone in the reactor, generating heat
for the steam reforming that is conducted in a catalytic zone [8]. The highest plant
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efficiencies for biogas reforming via ATR are near 75%, for a temperature range
from 500 to 700 �C and an O/C ratio from 0.8 to 0.9 [22]. A maximum temperature
of 700 �C is usually applied since a lower temperature increases the H2/CO ratio due
to the increased content of the non-reacted methane. Additionally, a lower tempera-
ture is more suitable for further CO removal [23].

Dry Reforming Process (DR)

In this process, the H2 production derives from the reaction of methane with
CO2 [18].

CH4 þ CO2 ! 2COþ 2H2 ΔH298 ¼ 247 kJ=mol ð10:8Þ
This reaction occurs at a temperature higher than 640 �C [18]. This high endo-

thermic reaction leads to the need for an external heat source. This process has many
attractive aspects since CH4 and CO2 are the two primary compounds of raw biogas.

Dry reforming leads to an H2/CO ratio close to 1, meaning H2 yields of around
50%. The H2/CO ratio makes this reaction particularly interesting regarding
requirements for further synthesis gas utilisation like the Fischer–Tropsch synthesis
[8]. Some parallel reactions could also occur in this process that would modify the
equilibrium conversion. It is the case for the reverse gas-water shift (Eq. 10.9) that
can lead to a decrease in the H2 yield.

CH2 þ H2 ! COþ H2O ΔH298 ¼ 41:2 kJ=mol ð10:9Þ
Other reactions leading to coke formation previously seen like the Boudouard

reaction (Eq. 10.3) and the methane decomposition (Eq. 10.2) could also modify the
conversion rate [8]. The lower H/C ratio in DR compared to previous reforming
processes leads to more coke formation [18]. Coke accumulation on the support and
the active phase of the catalyst is favoured in DR due to the carbon–water steam
reaction (Eq. 10.10), as the reverse disproportionation reduction of CO (Eq. 10.4)
cannot occur as it does with SR [8].

H2Oþ C ! COþ H2 ð10:10Þ
The major problem of DR is the coke accumulation that causes catalyst deactiva-

tion and could block the reactor. As for previous processes, catalyst materials with
H2 selectivity and thermal stability are used with great interest in the ones that can
reduce carbon deposition [8]. Ru-, Rh- and Pt-based catalysts increase the H2

production performance, but due to their high costs and limited availability they
are not developed at industrial level, whereas Ni- and Co-based catalysts are
commonly used [8, 18].

A circulating bed reactor with a regenerator is a technical way often used to deal
with the coke deposition on the catalyst, which allows the process to avoid catalyst
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deactivation through a continuous operation [20]. The coke accumulated on the
catalyst is burnt and eliminated, and the heat released can be used by the endothermic
dry reforming.

Dry Oxidation Reforming (DOR)

In order to control the carbon deposition on the surface of the catalyst, dry oxidation
reforming (Eq. 10.11) as the combination of dry reforming and partial oxidation
reforming has been developed [8].

CH4 þ 1
2
CO2 þ 1

4
O2 ! 3

2
COþ 2H2 ΔH298 ¼ 123:5 kJ=mol ð10:11Þ

This process also reduces the energy demand for the reaction, since the exother-
mic partial oxidation releases heat useful for the endothermic dry oxidation. The H2/
CO ratio also increases leading to an H2 yield close to 60%.

Hydrogen Purification Processes

Regarding H2 utilisation, the gas purification is often required. For example, a low
CO content is necessary in order to avoid poisoning of the platinum-alloy catalyst in
the transportation sector with PEMFCs [25].

Condenser Unit

In order to remove the water from the produced syngas, the output stream from the
reactor can be cooled down through a condenser [20].

Water-Gas Shift Reaction (WGS)

The water-gas-shift (WGS) reaction (Eq. 10.12) is the standard way to eliminate CO
from the produced syngas [8].

COþ H2O ! CO2 þ H2 ΔH298 ¼ �41:2 kJ=mol ð10:12Þ
This reaction enables extra H2 production. It operates at a temperature range from

140 to 350 �C [24], since very high temperatures above 800 �C favour the reverse
water-gas shift and would decrease the H2 yield [19].

Catalysts commonly used for the water-gas shift reaction are Fe, Cu, Mo or Fe-Pd
alloys [8]. This process can be decomposed into two steps to increase the H2 content
of the syngas. This is done through a high-temperature step (HTS) and a
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low-temperature step (LTS). An H2O/CO ratio of 3 is commonly used, and this
process involves operating temperatures of around 350 �C for the HTS conversion
reactor with a Fe-Cr catalyst, whereas the LTS one commonly works around 220 �C
with a Cu-Zn catalyst [20]. In the case of steam reforming, this step can be directly
conducted in the reformer [18], leading to a combination of both steam reforming
and water-gas shift reactions [8].

CH4 þ 2H2O ! CO2 þ 4H2 ΔH298 ¼ 164:4 kJ=mol ð10:13Þ

Pressure Swing Adsorption (PSA)

To archive the target purity above 99.99% of H2, the WGS reaction is followed by a
pressure swing adsorption (PSA) [20]. This method is based on differences in Van
Der Waals forces between CO2 and H2 gases and the surface of adsorbents and is
conduct in an adsorption column [8]. The PSA unit works under elevated pressure,
from around 20 bar to 1.5 bar of the outflow. The compression of the gas injected,
which requires a large amount of energy, is a necessary step if it is not done
previously [23]. If some trace compounds are present, such as H2O or unreacted
CH4 and CO, this step also enables their removal.

The previous utilisation of an LT-WGS step, which enables an increase of the H2

concentration, leads to advantages for the PSA operating conditions and the overall
system efficiency [17]. When the adsorbents are saturated with CO2, the gas is
treated in another column, and the pressure in the saturated column is reduced in
order to enable CO2 desorption. Therefore, to obtain continuous PSA operation it is
necessary to have several PSA columns that can be opened and closed in
sequence [6].

Conventional adsorbents are generally made from activated carbon. Some recent
adsorbents include the application of Metal-Organic Framework (MOF) that can
absorb/desorb CH4, CO and CO2 and could enable the direct methane reforming
off-gas purification.

Membrane Reactors

At low pressures, an undesirable reaction that could occur is the reverse water-gas
shift (Eq. 10.9). This would transform the desired H2 into CO and water. To avoid it,
the removal of H2 from the reformer reactor as soon as it is produced appears as a
solution [25]. In this way, the introduction of a membrane into the reactor is relevant.
This membrane allows a pure H2 output flow. Packed bed membrane reactors and
fluidised bed membrane reactors are alternative ways that have shown to work well
with Pd-based thin membranes [26]. This kind of palladium membrane is at early
phase of industrialisation. An example of membranes used for dry reforming in a
fluidised bed is the permselective Pd/Ag membrane [25].
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The utilisation of a membrane leads to increases in the productivity of H2 since
the removal from the reaction medium shifts the chemical equilibrium to form more
products. Therefore, the reforming process can operate at lower temperature below
500 �C without any losses in methane conversion [8]. Compared to traditional
reactors, the use of a membrane permeable to H2 also enables operation at lower
pressures with higher methane conversion rates in a reduced total reactor volume
[27]. An inconvenience of this technique is that it increases the catalyst deactivation
since the H2 removal from the reactor also leads to an increase of coke accumulation
[25]. Two-zone fluidised bed reactors can avoid this disadvantage, allowing the
catalyst regeneration in a single unit [25].

Biogas as Source for Reforming: The Influence of Impurities
in Biogas

Hydrogen Sulphide

Sulphur in biogas is mainly present in the form of H2S [9]. The presence of H2S
impacts the catalyst activity and stability, even at minor concentrations. The sulphur
from H2S reacts with active sites of the catalyst and limits the access to the reactants,
reducing the catalyst activity.

Moreover, this restraint of the highly endothermic reactions like SR and DR
increases the risk of catalyst deactivation resulting in overheating. In the case of
Ni-based catalysts, the H2S acts as a poison and raises catalyst deactivation [19].

Furthermore, sulphur causes equipment corrosion [6]. Some sulphur-resistant
catalysts are studied, but the previous desulfurisation of the biogas leading to a
low ppm H2S content is required to improve the efficiency of the methane reformer
and the lifetime of the catalysts. A solution is to implement a carbon bed at the
entrance of the process and to use a cascade of beds with a first bed named guard bed
as a sacrificial component to reduce the cost of upstream desulfurisation and
separation [28].

Oxygen

It is expected that the O2 present in the fed biogas takes part in the POR, but as seen
before a too high O2/CH4 ratio would lead to methane combustion, decreasing the H2

yield. Some studies on dry reforming report that the presence of O2 improves
catalytic activity and stability. This improvement is because O2 changes the reducing
environment in which small Ni particles were unstable towards sintering. O2 can
inhibit sintering [6], and decreases carbon deposition leading to benefits regarding
the catalyst activity and its lifetime [6]; however, the content of less than 5% of O2 is
recommended for efficient dry biogas reforming, since concentrations higher than
10% would lead to methane combustion and a decrease in H2 production [6].
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Siloxanes

Siloxanes present as impurities in biogas can decompose and form SiO2 with O2 at
high temperatures. These products accumulate on surfaces damaging the equipment.
Siloxanes can also decrease the efficiency of the reforming and act as poison for
steam reforming catalysts [6]. Therefore, siloxane removal before biogas reforming
is required.

Example of Plant and Economic Analysis

A conventional bio-H2 energy system is composed of four steps: a reformer where
the methane reforming process occurs; a conversion reactor for the water-gas shift
reaction to operate with the two high and low temperature steps; a separation unit
that enables the pressure swing adsorption; and a power generation unit that can be
fed with the biogas as combustible [15].

A circulating bed reactor with a regenerator is commonly used to avoid catalyst
deactivation due to the coke deposition. The efficiency of the system can be
improved thanks to its catalyst regenerator since the coke is burnt, and the endother-
mic reforming reaction can use the released heat. Moreover, the hot off-gas from the
regenerator can be used to produce steam through the heat recovery steam generator
of the power generation unit, useful for the WGS process [20]. In order to improve
the efficiency of the process in the case of dry reforming, the PSA off-gas composed
of CO2 can be fed to the reformer [20].

Studies on such a system show an exegetic efficiency of 55%, with the dry
reforming process and the power generation as significant sources of irreversibility.
The recirculation of the CO2 PSA off-gas improves the system’s exegetic perfor-
mance, which is not possible in the case of steam reforming [20].

Steam reforming using biogas for H2 production is reported to have similar levels
of efficiency compared to the use of natural gas. An economic analysis in 2013
showed that US$0.27/kWh is achieved with a payback period of 8 years, considering
investment, operation and maintenance costs [24]. Considering the lower heating
value of H2 (about 120 MJ/kg), this corresponds to a result of US$8.98/kgH2 (� 8 €/
kgH2) [24].

More recent results for steam reforming involving membrane reactors show that
the adoption of membrane reactors increases the system efficiency by more than
20%. Indeed, system efficiencies are reported between 25 and 28% with an S/C ratio
of 3 for a conventional ATR process and between 46 and 52% with S/C ratio of 4 for
a conventional SR, whereas the membrane reactors show efficiencies around 70%
with S/C ratio of 3 [17].

Regarding the economic analysis, H2 production with a membrane reactor costs
less than conventional reforming-WGS-PSA processes. In 2018, it was reported that
the H2 costs are 4.0 €/kgH2 for a fluidised membrane reactor process producing
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100 kgH2/day at 20 bars, whereas 4.2 €/kgH2 and 6.4 €/kgH2 are respectively reported
for the SR and ATR conventional processes at the same conditions [17]. It is
essential to keep in mind that the H2 production costs depend on the biogas feedstock
since the methane content of the biogas depends on it.

Since biogas has higher costs of generation than natural gas, respectively 0.07 €/
kWh compared to 0.03 €/kWh [29], the relevance from an economic point of view
has to take into consideration together with the scale of the technology and the
carbon price. Conventional techniques of reforming have been developed for natural
gas reforming at large scale since the large global natural gas production, which
reaches nearly 3750 billion m3 in 2017 [30], is located at specific sites (leading to
centralised H2 production).

Decentralised H2 production would minimise the need for distribution infrastruc-
ture and reforming techniques such as dry reforming, and membrane reactors are
more competitive or feasible at a lower production scales. Since biogas has a
decentralised feature compared to natural gas and a smaller global production (nearly
36 billion m3 of methane in 2015 [1]), it appears more appropriate for decentralised
H2 production. Additionally, decentralised H2 production makes Carbon Capture
and Storage (CCS) impractical, which is the way to reduce carbon emissions from
natural gas sources. Therefore, biogas and decentralised production appear attractive
regarding renewable and carbon-free H2 generation even if there are additional costs
regarding the removal of impurities from the biogas such as sulphur and siloxanes
for reforming purposes. In addition, the dry reforming method appears particularly
interesting for biogas reforming. The reactants are the major biogas compounds.

Energy Storage and Biogas Upgrading Using Renewable
Hydrogen

The renewable energy use in the overall energy mix to decrease environmental
emissions and dependence on fossil fuels is mainly achieved with wind and solar
energies. For example, in Denmark and Spain, wind energy has become the largest
source of electricity with respective shares of 34 and 21% [29]. The main problem
linked to these sources is their fluctuating and intermittent features, leading to
differences between electricity supply and demand. This affects the security and
stability of electrical grids [31].

To solve this issue, the flexibility of the system is a crucial point with incentive to
develop flexibility through demand-side management, supply-side and infrastructure
(super grids, smart grids and microgrids) flexibility [32]. The resulting mismatches
between electricity production and the electricity consumption have to be balanced,
and this is possible through energy storage. Different energy storage technologies
have been developed. We can classify them according to their work principle:
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• Mechanical energy storage (e.g. compressed air energy storage, flywheel energy
storage and pumped hydro energy storage)

• Electrical energy storage (e.g. battery energy storage, flow battery energy storage,
superconducting magnetic energy storage and supercapacitor energy storage)

• Thermal energy storage (e.g. sensible heat storage system and latent heat energy
storage) and thermochemical energy storage (e.g. cryogenic energy storage and
solar power tower)

• Chemical energy storage (H2) [32–34]

All these technologies differ in term of energy capacity, response time, self-
discharge, efficiency, operating constraints and their respective fields of application
[35]. Overall, H2 can be a good alternative for power balancing through electro-
chemistry. Renewable H2 generation from water electrolysis using renewable elec-
tricity is a mature production method and electrolysers can reach full load operation
in a few seconds enabling the H2 production to adjust its power consumption quickly
[36]. Therefore, H2 applications as an energy storage make Power-to-H2 (PtH) a way
to provide temporary storage to link different sectors (electricity generation, gas
grids, transport and industry) [37]; however, a current lack of infrastructure for H2

storage, transport, use and the high cost of H2 storage [36] are restricting.
Alternatively, H2 injection into the existing natural gas network has been

investigated. Regarding the infrastructure, it is reported that the transmission net-
work, compressors, distribution network, storage components and end-use
appliances allow varying degrees of H2 concentration with a limiting value of 10%
of H2 (due to the compressors lowest tolerance). Regarding the gas quality, 10% of
H2 affects the supplied fuel gas calorific value under desired levels, whereas 2% of
H2 in the distribution network has negligible effect [38].

Since H2 can be converted into CH4, which is the main component of natural gas,
Power-to-Methane (PtM) is promising in regions where natural gas infrastructures
stand to absorb and exploit the surplus renewable energy and enable issues already
developed in transport, industry and residential sectors. Moreover, PtM has issues in
the power generation sector, where electricity can be produced when there is a deficit
in the electricity grid due to intermittent renewable source supply [35]. Therefore,
Power-to-Methane is an exciting energy storage pathway for integration of more
renewable energy in the energy grid.

Power-to-Methane requires two steps: a Power-to-H2 step operated through
electrolysis; and, a methanation step where H2 reacts with CO2 to form the desired
CH4 [35]. Therefore, the methanation step is an exciting method from an environ-
mental point of view, introducing CO2 consumption. Moreover, in order to produce
renewable methane, one has to find a renewable source of CO2. Since biogas is
composed mainly of CH4 and CO2, and considering the latter has to be removed
from biogas for injection into the gas grid as upgraded biogas, the integration
pathway between biogas and Power-to-Methane is a renewable energy interaction
that appears as a promising issue for renewable applications.
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Methanation and Biogas Upgrading

The production of methane occurs through the Sabatier reaction (Eq. 10.14), which
is the CO2 hydrogeneration that produces methane from H2 and CO2. It is the reverse
reaction of steam reforming including water-gas shift reaction (Eq. 10.13) [39].

CO4 þ 4H2 ! CH4 þ 2H2O ΔH298 ¼ �164:4 kJ=mol ð10:14Þ
It is overall an exothermic reaction and is the combination of the endothermic

reversed water-gas-shift (RWGS) reaction (Eq. 10.9) with the highly exothermic CO
methanation (Eq. 10.15), which is the reverse methane steam reforming reaction
(Eq. 10.1) [39].

3H2 þ CO ! CH4 þ H2O ΔH298 ¼ �206 kJ=mol ð10:15Þ
Since the highly exothermic feature of the reaction (Eq. 10.14) limits the CO2

conversion at high temperature, the Sabatier reaction is favoured at relatively low
temperatures where the conversion of CO2 and CH4 selectivity is near 100% [33]. A
CO2 conversion of 98% requires a temperature below 225 �C at 1 bar or 300 �C at
20 bar [27]; however, the reversed water-gas-shift reaction (Eq. 10.9) is favoured
with increased temperatures [39]. Since the pressure is also a parameter that has a
positive impact on efficiency, methanation is usually operated under elevated
pressure [29].

Catalytic Methanation

Kinetic limitations make the utilisation of a catalyst at relatively low temperature
relevant because the reaction rate increases with temperature. The catalytic metha-
nation requires a catalyst to be active at relatively low temperatures and enables
methane selectivity. Ni-, Ru-, Rh- and Co-based catalysts may be used [29]. Due to
its relatively high activity, good CH4 selectivity and accessible price, nickel-based
catalysts are the most used, typically on alumina support [39]; however, Ni-based
catalysts have low tolerance to halogeneous and sulphurous compounds, and high-
purity feed gas is required [29]. Thereby, previous cleaning processes are necessary
if biogas is the CO2 source used for the catalytic methanation.

A temperature range of 200–500 �C is commonly used, and a pressure range of
10–30 atm enables increased efficiency without creating high stress on the catalyst
[39]. Moreover, it is reported that increased pressure increases the temperature at
which carbon deposition occurs from 365 �C at 1 bar to 515 �C at 11 bar [40]. Fur-
thermore, as it was the case with the previous methane reforming for H2 production,
high temperature results in carbon deposition such as through the Boudouard
reaction (Eq. 10.3).

Theoretically, if the H2/CO2 ratio is higher or equal to 4 (stoichiometric ratio of
Sabatier reaction), the carbon deposition should not occur [39]. Due to the high
exothermic feature of the Sabatier reaction (Eq. 10.14), a critical point in the
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methanation process is the temperature control of the reactor to avoid thermody-
namic limitations, catalyst sintering and carbon particle formation [41].

Several methanation reactors have been developed, and the main difference is the
temperature profile inside the reactor [42]. The adiabatic fixed-bed reactor is usually
composed of a series of adiabatic reactors with intercooling (Fig. 10.1). Recycling of
the cooled product gas is commonly done to control the temperature rise in the first
reactor [41]. Steam may also be added between the reactors to limit temperature
increases [42]; however, temperature hot spots and pressure drops are disadvantages
present with this technology. The adiabatic fixed-bed reactor is the methanation
technology well developed at commercial level.

The cooled fixed-bed reactor is an alternative where the cooling operates through
integrated heat exchangers such as cooling tube bundles in the reactor or cooled
plates. This process is more straightforward than the adiabatic process, but the
reactor itself is expensive, and hot spots are still a limitation [29].

Fluidised-bed reactors enable better control of the temperature in the reactor due
to the isothermal conditions created by the mixing of fluidised solids. The heat
removal with an internal heat exchanger is more effective than with fix-bed reactors,
and one single reactor can be used instead of a reactor cascade. A limitation here is
that CO2 conversion may be incomplete due to bubbling, and the fluidisation of
catalyst particles results in mechanical stress leading to catalyst loss [29, 42].

The three-phase reactor uses a liquid phase and its high heat capacity to get an
effective temperature control. A fluidised bed reactor can be used, or a slurry reactor
is filled with a liquid phase (such as heat transfer oil), where the catalyst particles are
suspended as a result of the gas flow (Fig. 10.2). This leads to a simple process
design and ideal temperature control; however, the presence of gas–liquid mass-
transfer resistances is a limitation here. Moreover, the suspension liquid can decom-
pose and evaporate [29, 42, 43].

Fig. 10.1 Simplified diagram of a series of adiabatic reactors with intercooling and cooled gas
recycling
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Structured reactors are under development to overcome the drawbacks of adia-
batic fixed-bed reactors (temperature hot spots and high-pressure drops). Their
internal metallic structure improves heat transport and lowers pressure drops. Micro-
structure reactors with high surface-to-volume ratios are also investigated. The
incorporation of the catalyst onto the structure and its replacement when it is
deactivated are two limitations [44].

Sorption-enhanced methanation reactors are another development of structured
fixed-bed reactors. The water produced during the reaction is adsorbed on the
catalyst support, leading to a reduction in the thermodynamic limit of CO2 conver-
sion. Temperature or pressure swing methods can then be used to remove the water
and regenerate the support [42].

Biological Methanation

In biological methanation, methanogenic microorganisms in a liquid phase play the
role of biocatalysts. This direct production of methane is done through
hydrogenotrophic methanogenesis from CO2 and H2. The activity of methanogens

Gas bubble

Cooling pipe

Condensate

H2 + CO2

Upgraded biogas
(biomethane)

Liquid
+ Catalyst

Fig. 10.2 Simplified diagram of a slurry bubble column reactor
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occurs at a temperature range from 0 to 122 �C, and optimal temperatures are
comprised between 15 and 98 �C [45]. The temperature of anaerobic digestion has
no impact on the methane yield; however, it has a significant impact on the reaction
velocity and response time of the biological methanation.

Since hydrogenotrophic methanogenesis also represents the last step in the
production of biogas, two techniques are possible for biological methanation: ex
situ methanation in a separate reactor and in situ methanation in a biogas digester
(Fig. 10.3):

• Ex situ: Here, the H2 and CO2 gases are injected in a separate reactor in a
stoichiometric H2/CO2 ratio of 4 and converted by microorganisms. This process
is called ex situ methanation. The microorganisms can come from pure cultures of
methanogen or a mixed culture obtained from sewage sludge or a working biogas
plant [45].

• In situ: CO2 reduction through H2 injection in the digester enables increased
yields of biogas with a higher calorific value due to the conversion of CO2 to
methane. This method enables upgrading of the biogas directly in the digester and
would reduce the cost of post upgrading process and the need for other plants for
injection into the natural gas grid as biomethane. Despite this, the technique is not
well developed yet and still faces some challenges. For example, due to the
additional injection of H2 in the digester, there is an increase of the H2 partial
pressure. This leads to an undesirable environment for some bacteria, which can
be inhibited and lead to lower production of acetate. Additionally, the injection of
H2 in situ increases the pH of the environment. It has been found that the
production of acetate and methane is favoured with an H2 partial pressure lower
than 745 mbar [45].

Fig. 10.3 Process flow diagram for ex situ and in situ biological methanation
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In order to reduce investment costs, efficient reactors are required. For biological
methanation, three reactor systems that can be feed with H2/CO2 mixtures:

• Thoroughly stirred tank reactors, where the heat distribution is homogeneous and
mixing favours the up flow of gas bubbles

• Fixed-bed reactors (anaerobic filters) that promote conversion with thin layers of
biomass that increases the surface-to-volume ratio

• Trickle bed reactors that are based on the fixed-bed reactor concept where the
reactor chamber is not filled with liquid, but the nutrient liquid is continuously
wetting the surface of microorganisms

Stirred tank reactors and fixed-bed reactors are the only concepts that can be used
in situ because trickle bed reactor cannot produce its CO2 and be fed only with H2. In
situ methanation requires fewer investment costs than ex situ by using existing
biogas plants, but ex situ biological methanation avoids several challenges that
occur with in situ concept. Additionally, the methane conversion rate is much higher
with ex situ compared to in situ process.

Methanation of Biogas and Comparison of Methanation
Technologies

Using biogas directly as the feed gas for methanation reduces the yield of the
reaction and requires an excess of H2 [46]. Despite this, the integration of methana-
tion in the biogas chain enables increases in its specific methane yield. Among the
different methanation technologies, catalytic methanation is already used at com-
mercial level, whereas biological methanation is developed only at pilot plant
scale [45].

Since the reactor size is a crucial aspect regarding investment, the required reactor
volume to produce the required gas quality and methane volumetric flow can be
compared for different methanation processes through their Gas Hourly Space
Velocity (GHSV). GHSV is defined as the volumetric flow rate of the feed gas _Q

feed gas without any inert gases and with a stoichiometric H2/CO2 ratio per reactor

volume VR (Eq. 10.16).

GHSV ¼
_Qfeed gas

VR
ð10:16Þ

If we assume the conversion leading to a methane content higher than 90% in the
output gas, the catalytic adiabatic fixed-bed methanation has the higher GHSV
leading to the smaller reactor volume required to get the required product gas,
compared to catalytic three-phase methanation and biological methanation in a
separate stirred tank reactor [29]. The GHSV values and significant features for
these three technologies are reported in Table 10.2.
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Three significant features explain these differences of performance: (1) process
temperature, since a higher reaction temperature leads to a higher reaction rate;
(2) mass transfer phenomena, since the presence of a liquid phase leads to gas–liquid
mass transfer resistances; and, (3) back mixing of the gas and liquid phase that has a
strong influence at high conversion rates.

Biological methanation operates at a lower temperature and has a lower reaction
rate. The presence of the liquid phase leads to extra mass transfer resistances, and
liquid and gas phases that are assumed perfectly mixed lead to a high back mixing.
These features explained the low GHSV value for biological methanation compared
to catalytic methanation that operates at higher temperatures [29].

The presence of a liquid phase in catalytic three-phase methanation compared to
the adiabatic fixed-bed, and the moderate back mixing in this liquid phase added to a
lower temperature of reaction explains why the GHSV is lower in three-phase
methanation than in the adiabatic fixed-bed.

Biological methanation does have higher tolerance towards impurities of the feed
gas [45]. Moreover, the absence of a nickel catalyst that can be poisoned with
sulphur compounds present in biogas means that biological methanation does not
require its previous purification. Additionally, carbon deposition and catalyst deac-
tivation are avoided with biological methanation. Regarding the power requirement,
biological methanation requires more power than catalytic methanation because of
the need for a stirrer to introduce H2 effectively into the liquid phase, consuming
around 10% of the input energy [29].

Power-to-Biogas Process

A typical power-to-biogas plant is characterised by at least four parts (Fig. 10.4):

• An electrolyser, which allows H2 to be produced from renewable electricity
• A source of CO2, which can be biogas
• A methanation reactor, where the H2 and CO2 are converted into methane
• Storage facilities and compressors

Table 10.2 Comparison of biological and catalytic methanation processes [29, 45]

Parameter/
feature

Biological
methanation (in a
separate reactor)

Catalytic methanation
(adiabatic fixed-bed
reactor)

Catalytic methanation
(three-phase bed
reactor)

GHSV (h–1) <<100 2000–5000 500–1000

T (�C) 15–98 300–550 300–350

Phases G, L, (S) G, S G, L, S

Back mixing High Low Moderate
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Carbon Source

Regarding the carbon source, CO2 is mainly used from CCS (Carbon Capture and
Storage), biomass, industrial processes as a by-product and air [46]. Biogas plants
are carbon sources that can help to store several MW of chemical energy via the PtG
process chain [29]. Therefore, they appear as a suitable carbon source to store the
electricity surplus. CO2 from biogas can be added in the methanation step after
removal from the biogas upgrading step, but the direct use of biogas in the methana-
tion step and a higher interaction between biomass-to-gas and power-to-gas pro-
cesses is an exciting issue leading to biogas upgrading without additional energy or
cost effort [35].

Electrolysers Consideration in the Case of PtG Chain

Among the electrolyser technologies, alkaline, PEM and SOEC are the leading
technologies considered for Power-to-Gas utilisation. Their principal features are
summarised in Table 10.3. The alkaline is the most mature and cheapest electrolysis
technology with widespread commercialisation. PEM electrolysis is in an early
period of commercialisation and is more expensive in terms of initial investment
costs but seems to be more suitable for PtG plants due to its ability to absorb
intermittent energy offering better operating flexibility [35]. Furthermore, a draw-
back of alkaline electrolysers is its limited operating load range, whereas flexibility is
an efficiency criterion for PtG and renewable energy storage. Despite this, new

Electricity grid Gas grid

Electrolysis

Storage

Methanation
Renewable
electricity

Carbon source
(Biogas)

Biomethane

O2

H2

Fig. 10.4 Process flow diagram for power-to-biogas

Table 10.3 Summary of major features of electrolyser [29, 34, 35, 47]

Parameter/feature Alkaline PEM SOEC MCEC

Maturity Mature Early phase of
commercialisation

Mature Development

Exchanged ions OH– H+ O2– CO3
2–

T (�C) 60–80 50–80 600–1000 700–900

Efficiency (%) 62–82 67–82 90 90

Cold start time 15–20 min <15 min >60 min –
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alkaline electrolysers would allow variable operation ranging from 5 to 100% of the
nominal capacity and are operational within only a few minutes.

SOEC operates at much high temperatures. There are still some challenges due to
this high operational temperature, and the cold start-up time is also a drawback of
SOEC for flexible application; however, the high temperature accelerates the kinet-
ics and reduces the reversible cell voltage of the electrolysis process leading to
higher efficiencies [47].

Molten Carbonate Electrolysis Cells (MCEC) have a temperature range and
efficiency similar to SOEC and could also be in the future an option for integration
in the PtG chain but are not yet developed enough for currently possible utilisation.

The Efficiency of the Process

The PtG process has an average efficiency of 54%, if an average efficiency of the
electrolysis of 70% and an average methanation efficiency of 78% are considered
(without taking into account the heat utilisation) [35]. The combination of biomass-
to-gas and power-to-gas technologies has many advantages, including low gas
cleaning expenses and the possibility to increase system efficiency [29].

Regarding the global PtG chain, the use of the heat released by the exothermic
methanation is necessary to increase its efficiency. With catalytic methanation that
operates at a higher temperature than biological methanation, the wasted heat is
highly valuable for power production, district heating or utilisation of steam.
Biological methanation and its operating temperature lead to fewer opportunities
for integration of the waste heat. However, the integration with a biomass-to-gas
chain enables valorisation of waste heat with low exergy content as heat source for
the biogas digester. Additionally, the O2 from the electrolysis can be used for
primary desulphurisation of biogas into the digester [29]. Moreover, in order to
reduce water consumption, the water produced through methanation is recycled to
the electrolyser.

Economic Consideration

Regarding the investment costs, electrolysers are the most crucial expenditure
covering 74% of the total costs, 21% of this total expenditure is used for H2 storage,
whereas 2.5% and 1.8% are respectively spent on compression and methanation
[29]. This shows the relevance of flexible methanation to lower the H2 storage need
and its relative cost.

One advantage of this process is to consider the methanation from the PtG chain
as an upgrading technique for biogas. Regarding the production costs for upgrading
biogas, a study based in Spain shows that production costs are more than halved with
variable upgraded methane production instead of continuum production [48],
showing that it is more relevant to store biogas and operate upgrading processes
when cheap electricity surplus is present through the PtG chain.
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Generation costs, including valorisation of heat and O2, are comprised between
0.16 and 0.39 €/kWh with an expectation of 0.07–0.10 €/kWh by 2050 [29]. Even if
Power-to-Biogas is not yet competitive with natural gas generation (0.03 €/kWh) or
with direct biomethane generation (0.07 €/kWh) [29], this concept is promising since
it has vast benefits regarding energy storage possibilities, CO2 consumption, biogas
upgrading and integration of renewable energies.

Conclusions

To conclude, chemical conversion possibilities between H2 and methane lead to
promising integration pathways for renewable energy applications. The conversion
of methane to H2 through reforming techniques enables a waste-to-H2 pathway,
providing a second life to residues and renewable production. Moreover, the con-
version of H2 to methane through methanation techniques results in a power-to-
biomethane pathway, which enables power balancing between different sectors and
empowers intermittent renewable energy source penetration into the overall
energy mix.
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Lifetime Expectancy of Lithium-Ion
Batteries 11
Lena Spitthoff, Jacob J. Lamb, Bruno G. Pollet, and Odne S. Burheim

Introduction

The current efforts of replacing fossil fuels and traditional energy sources through
the exploitation of renewable energy have led to a massive increase in the lithium-
ion battery (LIB) market. LIBs have become the leading energy storage technology
in many sectors due to their high gravimetric and volumetric energy, high power
density, high efficiency, low self-discharge property and compatibility with the
existing electric infrastructure [1]. The transport sector has a significant impact on
the increase in the LIB market, mainly where hybridisation is beneficial or where
operation time is shorter than charging time. The sales of electric vehicles were
accelerating and reached a total of million sales in July 2018. This includes battery
electric passenger vehicles (BEV), plug-in hybrid electric vehicles (PHEV) and
e-buses [2] with LIBs being the established energy storage technology [3].

Moreover, the marine transport sector has an increasing interest in LIBs with the
first all-electric car and passenger ferry launched in Norway in 2015 and increasing
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numbers [4, 5]. The hybridisation of cruise ships and supply ships is also growing
significantly. Another growing application for LIBs is the grid support when
introducing higher shares of intermittent renewable energies. AES Corporation
launched a solar and battery plant with a capacity of 100 MWh storage capacity of
LIB in January 2019 [6].

Moreover, the use in off-grid power supply systems, e.g. to support ferry charging
as local grid often have low power capacity, receives growing attention. However,
for a successful application of LIBs in these market segments and to keep up with the
traditional or alternative systems, there are still obstacles to overcome. The most
urgent requirements are the production cost reduction, accompanied by an increase
in battery life.

This chapter aims to give a brief introduction into the working principle of LIBs,
the most common commercially available chemistries and summarises the most
recent developments in applications of LIB and individual new requirements. More-
over, different studies investigating the capacity degradation are compared in terms
of the influence of operating conditions on the lifetime of LIBs.

Terminology

Working Principle of an LIB

An LIB cell (as schematically shown in Fig. 11.1) utilises two open-structured
materials as electrodes, where the lithium (Li) ions intercalate. The positive and
negative electrode is attached to current collectors and separated by a separator. An
electrolyte provides Li-ions and prevents the electrons from flowing through. While
charging, the material of the positive electrode dissolves in the electrolyte solution,
forming a positive ion and an electron in an oxidation reaction [7]. The Li-ions move
to the negative electrode through the electrolyte while the electrons circulate through
the external circuit. The negative electrode consumes the electrons upon intercala-
tion of the Li-ions. During discharging, the Li-ions and electrons circulate in
opposite directions than during charging. Per definition the electrode that has the
oxidation reaction during discharge is the anode and the reduction reaction takes
place at the cathode [8]. As LIBs are operated outside the electrochemical stability
range of the electrolyte, the organic electrolyte is reduced and forms a passivating
layer on the anode. This layer behaves similarly to solid electrolyte interphase and is
called SEI (solid electrolyte interphase) layer. It mostly prevents further reduction of
electrolyte; however, an unstable SEI layer leads to further consumption of Li-ions
and increase in the impedance of the cell [9].

Applications, Requirements and Problems

The application of an LIB prescribes important parameters like power requirements
and life expectancies and therefore determines the selection of the battery system. On
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the other hand, it also affects the operating conditions of the battery like the state of
charge (SOC) window, temperature range, and charging and discharging rate which
impacts the ageing of the battery.

For the application in the transport sector, the power and energy requirements, the
power to energy ratios or C rates are highly depending on the utilisation within the
vehicle. The C rate is the rate at which a battery is discharged relative to its initial
capacity. A 1 C rate means that the discharge current will discharge the battery in 1 h.

Electric vehicles (EV) are commonly divided into battery electric vehicle (BEV),
plug-in hybrid electric vehicle (PHEV) and hybrid electric vehicles (HEV). BEV
runs entirely on a battery and electric drive train. PHEV uses a battery and an internal
combustion engine to recharge the battery or replace the electric drive. HEV has a
gasoline engine and fuel tank plus an electric motor and a battery. They use no
charging from the grid but get their energy from gasoline and regenerative braking
[10]. While the required power and energy is the highest for EV (power 50–350 kW,
energy 30–90 kWh) followed by PHEV (power 40–150 kW, energy 5–15 kWh), is
the required C rate the largest for HEV with around 4 C, followed by PHEV with
around 2 C and BEV uses a C rate around 0.5 C. The battery in an electrical vehicle

Fig. 11.1 Schematic illustration of an Li-ion battery under discharge. The Li-ions are moving from
the anode to the cathode while the electrons circulate through the external circuit
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is commonly used in the SOC window of 10–100% or 20–100%. For all vehicle
applications, low weight is crucial.

In addition, fast charging, low weight and low costs are essential for PHEV and
EV applications [11]. The specific requirements in the marine transport depend on
the transport type (e.g. general marine transport, international shipping and small
vessels) and are around 1 MWh and 0.8–1.5 C in the example of the all-electric car
ferry [5, 12, 13]. For the application of LIBs in aviation, the EU published milestones
for 2050. This contains, for example, hybridisation of 30–50% for power and
10–20% for stored energy as well as full electric flights for more than 500 km for
personal aviation [14]. The requirements for aerospace applications depend on the
specific application for the LIB (e.g. usage for onboard power or complete electrifi-
cation including take-off and landing resulting in high power requirements).

Another market sector is the application of LIBs in combination with the electric-
ity grid as well as for off-grid power supply. Combining LIBs with the grid will
support the integration of high shares of photovoltaic and wind energy in the power
mix by providing storage capacity and ancillary services. The usage of LIBs for
off-grid power offers, for example, the possibility of providing reliable access to
electricity in developing regions when combining with solar home systems. The
power and energy requirements for grid-connected and off-grid power supply
systems depend on the specific application with some grid application needing a C
rate of up to 10 C (e.g. solar home system requires energy around 0.1–10 kWh)
[15]. The main requirements for this type of application is a long calendar and cycle
lifetime with up to 20 years [16, 17] and over 2500 full cycles [3]. Moreover, for
LIBs to be able to compete with other systems, a cost reduction is necessary [17].

Second Life

The end of life of an LIB used in EVs is reached when the capacity drops below 80%
of the initial capacity [11]. The end of life for this LIB application was defined to
ensure the satisfaction of driver mobility even though recent studies question the
definition and propose more flexible criteria to define the end of life [18]. Even
though the LIBs are rejected in the transport sector, they are still capable of
providing energy storage for applications that are less critical in terms of battery
performance, volume and weight. According to Martinez-Laserna et al. [19], many
second-life demonstration projects, mainly reusing EV batteries, currently demon-
strate that those batteries are still capable of fulfilling the demands in stationary
applications. They also have pointed out in their extensive review that different
studies have suggested market prices ranging from 44 to 180 $/kWh for retro filled
modules. When considering the costs of the refurbishment of EV batteries, account-
ing for the collection to selling, the EV batteries are responsible for around half of the
costs. The most significant additional refurbishment expenses are labour, general and
administrative expenses, and packaging costs. Martinez-Laserna et al. [19] also have
pointed out that it is still unclear if a second life will provide any discount for EV
owners and if the most profitable stationary applications will provide enough market
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to allocate a large number of batteries expected to be retired from the transport sector
in the upcoming years. They criticise the lack of studies on ageing performance and
safety of second-life batteries even though it is crucial for the economic and technical
viability as well as the environmental impact mitigation.

Additionally, they concluded that only batteries that have not reached the ageing
knee (change in dominant ageing mechanism) should be considered for a second-life
application. Casals et al. [20] calculated the lifespan of second-life batteries using an
equivalent electric battery-ageing model and pointed out the strong lifespan depen-
dency on battery use. The life expectancy varies from around 30 years in fast electric
vehicle charging support applications to around 6 years in community energy
storage systems.

Safety Concerns and Ageing

The critical requirements for the successful application of LIBs in segments like the
transport sector are high energy and high power, which lead to more safety issues of
LIBs [21]. These safety issues become even more critical when considering LIBs for
ships as incidents on the sea brings a higher impact and even higher for application
of LIBs for aerospace applications. This was elucidated when in 2013 Boeing
787 Dreamliners worldwide were grounded due to safety concerns with the LIBs
used for onboard backup power during flight [22]. Further, cargo planes and EV
buses that have caught fire caused by LIBs are reported [23]. When exposed to
abusive conditions, like mechanical abuse (crush, nail penetration, etc.), electro-
chemical abuse (e.g., overcharge and short-circuiting) and thermal abuse (e.g.,
external heating and flame attack), self-sustained cascaded exothermic reactions
may be triggered which can evolve into a thermal runaway and subsequent rupture
and violent fires.

As already mentioned, one of the main requirements to successfully use LIBs for
many applications is long battery life. Therefore, the degradation of battery perfor-
mance due to different ageing mechanisms is frequently studied for different cell
chemistries. During the usage of batteries, many factors affect the ageing, such as
(ambient) temperature, current, accumulated ampere-hour throughput and SOC
windows [24–28]. Battery degradation is known to be a result of several simulta-
neous physicochemical processes. These processes are commonly divided into three
categories: loss of Li inventory (LLI), loss of active materials (LAM) and impedance
increase due to reaction kinetics degradation [29]. LLI is mainly caused by the
formation of the SEI layer, Li plating and different Li consumption rates at the
cathode and anode. LAM can be introduced by the dissolution of material, structural
degradation, particle isolation and electrode delamination. Increased impedance is a
result of the formation of passive films at the active particle surfaces, pore clogging
as well as electrolyte conductivity losses [24]. The ageing and underlying
mechanisms are investigated in different ways. Dubarry et al. [24] categorised the
methods roughly into experimental, modelling, post-mortem and electrochemical
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voltage spectroscopy. Experimental ageing studies on different commercially avail-
able chemistries will be compared in terms of ageing below.

Definitions and Calculations

Ageing characteristics can be presented in different ways. One way of evaluating the
battery degradation is relating to the cell coulombic capacity at a specific point to the
initial cell capacity. This relative cell capacity is frequently used in ageing studies
[26, 27] and mainly referred to as the state of health (SOH) [30], normalised capacity
[28] and relative, remaining or relative discharge capacity [17, 25, 31]. Another way
of evaluating battery degradation is by presenting the accumulated capacity loss
normalised to initial conditions using the terms maximum available capacity degra-
dation [32] and degradation % age [33]. Ageing studies can generally be divided into
cycle life and storage (shelf, calendar) life studies. Storage life studies look at battery
degradation versus the time that a battery was stored under specific conditions. For
this, the reviewed calendar ageing studies performed characterisation tests before
storing and periodically after storing at the defined SOC and temperature for specific
time intervals. The characterisation tests mostly consist of capacity measurements
using 1–3 cycles and IR measurements at room temperature (defined either at 20 �C
or 25 �C).

Cycle life studies look at battery degradation when continuously cycled. For the
evaluation, the amount of cycling is quantified in different ways. Some studies look
at the number of cycles defined as one charge and one discharge until specified
cut-off voltages [29, 32, 33] or the degradation to the time that the battery is cycled
[28, 30]. Other studies relate the current cycle capacity to the original cell capacity.
This method is applied using the term normalised cycles [25], full equivalent cycles
[27] or equivalent full cycles [29]. This method will be referred to as full equivalent
cycles (FEC) below. The cycling time and number of cycles were calculated to FEC
to compare ageing data from different studies. The cycling time was converted to
FEC by multiplying with half of the C rate as the C rate is the rate at which a battery
is discharged relative to its initial capacity. A 1C rate means that the discharge
current will discharge the battery in 1 h. The number of cycles was converted to FEC
by multiplying the cycle number with the depth of discharge (e.g. 80% in case of a
SOC window of 10–90%) and integrating the capacity loss over the number of
cycles using a linear regression between two measurement points. When evaluating
degradation characteristics batteries are cycled in different SOC windows
(e.g. 20–80% SOC) or stored at a specific SOC. Some studies use the term Depth
of Discharge (DOD) instead of SOC. The DOD can either be given from 100% SOC
(e.g. 60% DOD is equal to a SOC window of 40–100%), or around 50% SOC
(e.g. 60% DOD around 50% is equal to a SOC window of 20–80% SOC) [27].
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Chemistries

The commercially available LIBs are commonly composed of a carbon-based
intercalation anode and a cathode consisting of mixed lithium transition metal
oxides. The most frequently used cathode materials are lithium cobalt oxide
(LCO), nickel cobalt manganese oxide (NMC), nickel cobalt aluminium oxide
(NCA), lithium manganese oxide (LMO) and lithium iron phosphate (LFP)
[34]. These cathode and anode compounds are generally mixed with small amounts
of conductive agents (e.g. carbon black) and a polymeric binder (e.g. polyvinylidene
fluoride) and tape cast onto a metal current collector (aluminium for the cathode and
copper for the anode). Brief introductions into the cathode materials LCO, LMO,
NMC and LFP and hard carbon and graphite as anode material, the most commonly
used separator materials and electrolyte solutions are given below. Various reviews
by Nitta et al. [34], Fergus et al. [35], Liu et al. [36] and Marom et al. [1] give a good
and more detailed overview of the most commonly used chemistries in LIBs.

Cathode Materials: LCO, LMO, NMC and LFP

Goodenough first introduced LiCoO2 (LCO) in 1980 [37]. It became the first
successful LIB on the market (Sony combining LCO cathode with carbon anode)
and is still one of the most used cathode materials of commercially available LIBs.
[36] It is a layered transition metal oxide. Cobalt (Co) and Li which are located in
octahedral sites occupy alternating layers and form a hexagonal symmetry. The
paths for lithiation and delithiation are planes. The average operation voltage is 3.8 V
[34]. Despite a high theoretical capacity of 270 mAh/g, only around 145 Ah/kg can
be reversibly accessed due to the risk of O2 evolution. The main drawback with LCO
is the toxic and expensive Co and poor thermal stability. New materials are being
developed trying to replace Co with cheaper transition metals like manganese, nickel
and iron to obtain cheaper materials and increase Li utilisation [35].

By substituting Co in LCO cathodes with Manganese (Mn), the cathode material
LiMn2O4 (LMO) was obtained. It has a spinal structure with manganese occupying
the octahedral sites and Li predominantly occupying the tetrahedral sites [38]. Here,
the paths for lithiation and delithiation are instead a three-dimensional network of
channels [39]. The average operating voltage is 4.1 V and the theoretically available
specific capacity 148 Ah/kg [34].

The cathode material LiNi0.5Mn0.5O2 (NMO) was the result of extensive research
efforts to create a cheaper cathode material. However, to enhance rate capability, Co
was added and resulted in the formulation of LiNixCoyMnzO2 (NMC). NMC has a
similar or higher achievable specific capacity than LCO while having lower costs
due to a reduced Co content. The most commonly used form is LiNi1/3Co1/3Mn1/3O2

with an average voltage of 3.7 V and theoretically available specific capacity of
280 Ah/kg [34]. However, compositions with increased Ni content recently received
an increase in interest as they provide larger specific capacities and energy densities
and lower the costs due to the higher capacity and lower costs of Ni compared to Co
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[43]. The common abbreviation NMC is added with numbers indicating the decimals
of each element (e.g. NMC523: LiNi0.5Co0.2Mn0.3O2). Nickel is associated with
higher capacity, cobalt with better rate capability and manganese with improved
safety [44]. Goodenough first reported LiFePO4 (LFP) in 1996 [37]. It has an olivine
structure with covalently bonded PO4 groups forming the PO4 tetrahedron together
with a chemically stable Fe2+/Fe3+ couple within the FeO6 octahedron. During
charging and discharging, the Li-ions are respectively extracted from and inserted
into LiFePO4 while the central iron ions are oxidised and reduced. The main
advantages of this material are the use of inexpensive and environmentally benign
Fe as well as the excellent safety characteristics due to the structure and voltage
plateau at 3.4 V which suppresses electrolyte degradation. The main disadvantage is
the low volumetric energy density with an available theoretical capacity of 170 Ah/
kg [34]. Table 11.1 gives an overview of the current and predicted applications of the
presented chemistries.

Anode Materials: Hard Carbon and Graphite

Anode materials are commonly divided into three main categories, depending on
their Li-ion battery performances and reaction mechanisms. These are intercalation
anodes which are mostly carbon based; alloy anodes like silicon and germanium; and
conversion anodes using transition metal compounds like oxides, phosphides,
sulphides and nitrides [45].

The commercial anode material of choice is carbon as it combines very desirable
properties like low cost, low delithiation potential versus Li/Li+, high Li diffusivity,
high electrical conductivity and relatively low volume changes during lithiation and
delithiation. Carbon anode materials can be divided into graphitic carbons and hard
carbons [34]. Graphite is a three-dimensional ordered crystal with large graphite

Table 11.1 Application vs. chemistries [3, 16, 17, 34, 40–42]

Chemistry

Cell
cost
($/kWh)

Theoretic-
specific
capacity
(Ah/kg)

Energy
density
(Wh/kg) Application

LCO 200 274 190 Majority of commercial LIBs

NMC333 250 280 160 Dominating in EV and PHEV
applications; projections for grid-
connected uses; tailoring for special
applications, portable electronics, power
tools and medical devices

LMO 170 148 150 e-bikes; power tools and medical
devices

LFP 170 170 150 Marginal role in EV, e-bikes; huge
potential for use in power supply
systems both off-grid and grid-
connected
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grains with a density of 2.26 g/cm3 [46]. The surface most exposed to the electrolyte
is the basal plane, but the transport of the Li-ions take place in the cross-section plane
of the graphite particles [47]. During the intercalation of Li, the graphitic particles
undergo uniaxial a strain along the edge planes [48]. These strains may damage the
SEI and reduce the cell’s cycle life. Hard carbon or “non-graphitizing carbon” was
never graphitised and consists of two dimensional “ordered” graphene sheets which
are randomly stacked (Fig. 11.2). Its density is between 1.4 and 1.8 g/cm3 and is
smaller than graphite [46]. Peled et al. [47] showed that the SEI on hard carbon is
thicker and explained it by the accumulation of electrolyte-reduction products in
surface voids. Moreover, hard carbon has a higher fraction of exposed edge planes
and therefore an increased quantity of SEI formed in the first cycles [34].

Separator, Electrolyte and Additives

The purpose of the separator is preventing direct contact between the cathode and the
anode and thus avoiding short-circuiting. Commercially used separators utilise
mostly polyolefin-based microporous membranes like polyethylene (PE), polypro-
pylene (PP) or PE/PP composite membranes. They have excellent mechanical
properties, chemical stability and economic. However, they show poor safety per-
formance and their low porosity, insufficient electrolyte wettability and low melting
point are affecting the electrochemical properties of LIBs [49]. In recent years,
research was focused on improving the performance of polyolefin-based separators
by coating conventional membranes. These coated separators showed improved
thermal stability [50–52]. However, this method reduces the porosity, and more
recent approaches have been focusing on using electrospinning to obtain micropo-
rous nanofiber membranes with high porosity and enhanced wetting properties
[49, 53, 54].

The electrolyte is interacting with all components in the battery and is, therefore,
determining power density, cycling stability and safety of the battery. The most
important criteria for a suitable electrolyte is an ideal ionic conductivity while being
electronically insulating, a full electrochemical stable window to prevent electrolyte
degradation, being inert to other components as well as low costs, non-toxic, and

Fig. 11.2 Structure of graphite and hard carbon
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sustainable. Most of the electrolytes used in commercially available LIBs are
non-aqueous solutions utilising Lithium hexafluorophosphate (LiPF6) salt, dissolved
in an organic carbonate, mostly mixtures of ethylene carbonate (EC), dimethyl
carbonate (DMC), propylene carbonate (PC), diethyl carbonate (DEC) and ethyl
methyl carbonate (EMC) [55]. Electrolyte additives are used to improve the perfor-
mance of LIBs. The amount is usually no more than 5%. Additives are mostly
utilised to improve the SEI formation, protect the cathode, stabilise the LiPF6 salt
and increase safety [56].

Capacity Fading and Ageing Characteristics

In this section, capacity fading and ageing characteristics are compared for both
calendar ageing and cycling ageing for different chemistries and studies. This is done
by comparing the FEC required to reach a certain SOH at different temperatures,
DOD and charging rates for the cycling studies and the storage time required to reach
a certain SOH at different temperatures and SOC for the calendar ageing studies. The
amount of FEC and the storage time at specific SOH were obtained by linearly
interpolating between the two closest measurement values. It was as far as possible
attempted to use data that was as comparable as possible, meaning that parameters
that are not changed are constant at the same values. Sometimes this was not possible
as different conditions were chosen for the ageing studies or different parameter
were varied. In these cases, the most similar data sets were chosen. To our under-
standing the selected comparisons are fair, at least on the first order of magnitude.

Capacity Fade as a Function of Temperature, C Rate and SOCWindow

Results from the cycle life studies for the cathode materials NMC, NMC/LMO, LCO
and LFP are presented in Fig. 11.3 as SOH versus FEC. All studies were performed
with a charging and discharging rate of 1 C and within a SOC window of 0–100%
and a temperature of 25 �C (“LFP” 30 �C).

We observe a reasonable and similar cycling behaviour for NMC and LFP until
reaching 3000 FEC. With further cycling, the NMC follows a steady decrease in
SOH until the end of the study with nearly 6000 FEC. A SOH of 80% and thus the
defined end of life for automotive applications was reached after nearly 4000 FEC.
The LFP has a drop-in SOH after around 3000 FEC but appears to stabilise after this
drop with a faster degradation rate than before. An SOH of 80% is reached after
around 3150 FEC. The SOH of the NMC/LMO blend and the LCO, on the other
hand, decrease with a more significant rate. The SOH of the NMC/LMO blend
performs similar to the SOH of the LFP and NMC for the first 500 FEC before it
decreases quickly, reaching an SOH of 80% around 800 FEC. The SOH of the LCO
starts decreasing quickly from the start, reaching a SOH of 80% already around
500 FEC. The study on the NMC performed by Richter et al. [25] analysed the
degradation behaviour of a 17.5 Ah NMC/hard carbon battery and the study on the
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LFP performed by Grolleau et al. [57] analysed a 15 Ah graphite/LFP battery,
whereas all the other evaluated studies were done with batteries in the range of
1.5–3 Ah.

Figure 11.4 shows the FEC relative to the number of cycles at 25 �C (18 �C for
LFP) at constant SOH. It illustrates the accelerating effect of increased temperature
on batteries using NMC/LMO blend, NMC, LCO, and LFP as the cathode material.
Although NMC and LFP age slowest, it appears that they are more temperature
sensitive compared to LCO and NMC/LMO. When considering a temperature
increase from 25 to 55 �C for the NMC battery, the battery can only be cycled 5%
of the FEC before realising an SOH of 80%. It is also striking that except for an SOH
of 95% the temperature dependency is nearly linear and very similar for different
SOH, which is vital for temperature accelerated ageing tests. The capacity degrada-
tion of the battery with NMC/LMO shows a lower but still significant temperature
dependency with a decreasing impact with ageing. The lowest impact can be
observed for the battery with the LCO cathode. Increasing the temperature from
25 to 55 �C results into a 60% decrease of FEC at an SOH of 95%. The battery with
LFP cathode shows a decrease in capacity with temperature in the range of the
battery with NMC cathode. It is also noticeable that NMC, LCO, LFP have the most
significant temperature dependency in a temperature interval between 25 and 40 �C.
A further increase in temperature has a declining effect on capacity degradation. The
temperature dependence of the NMC/LMO shows the same trend for an SOH of
95% but appears to be most sensitive to temperature changes in a temperature
interval of 50–60 �C for further cycling.

Figure 11.5 illustrates the accelerated capacity fading due to an increased charg-
ing rate. Generally, the chemistries with the most inferior ageing properties are also
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the ones most sensitive to rate changes. The effect is most pronounced for LCO.
Only 30% of the FEC can be realised until a SOH of 85% when increasing the
charging rate from 0.5 to 1.5 C. This effect is even more significant at the beginning
of cycling. For the battery with NMC cathode, the effect of the charging rate
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increases with ageing. Only around 50% of the FEC can be realised before reaching
an SOH of 80% when increasing the charging rate from 0.5 to 1.5 C. It is noticeable
that while dependency on charging rate for NMC seems to be linear, the dependency
for the LCO is higher when charging rates of 1 C and higher are reached. For the
battery with LFP cathode, the increase in charging and discharging rate seems to
have nearly no effect.

Figure 11.6 shows the amount of FEC for different SOC windows around an SOC
of 50% relative an SOC window of 0–100%, which was the only common point of
reference. The batteries with NMC cathode appear to benefit from decreasing the
SOC window. When decreasing the SOC window from 0–100% to 20–80%, nearly
two times the amount of FEC can be realised before an SOH of 95% is reached. A
further decrease to 40–60% seems to bring no further improvement. The battery with
LFP cathode shows a complicated relationship between SOC window and capacity
degradation with plateaus between the DOD of 100–60% and 50–10%. Decreasing
the SOC window from 0–100% to 25–75% bisects the amount of FEC that can be
realised until a specific SOH. A further decrease in the SOC window until 45–55%
has no additional effect. Overall the battery with LFP cathode seems to benefit from
full cycles.

One can summarise that NMC and LPF perform best at a constant temperature but
are very sensitive to an increase in temperature. The temperature has the most
significant impact on the ageing behaviour for all the chemistries except the LCO,
which is mostly impacted by an increased charging rate. The effect on an increased
charging rate and SOC window seem to be in the same order of magnitude for the
NMC with the effect of the SOC window being smaller for the study using a more
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significant variation in SOC window and a graphite anode instead of hard carbon,
which leaves it open if a further reduction of the SOC window is accelerating ageing
again or if the anode material is responsible for the change in behaviour. The battery
with LFP cathode seems to be most sensitive to an increase in temperature, followed
by the variation in SOC window and showing nearly no effect when changing the
charging rate.

Except from the extensive ageing study on NMC/hard carbon performed by
Richter et al. [25] most studies were not performed until a sufficiently low SOH
was reached to draw any conclusion about the utilisation for second-life
applications. However, the results on NMC/hard carbon battery look promising for
a charging and discharging rate of 1 C and temperatures of 25 and 32.5 �C.

For both data series, the ageing knee is not reached in the study after cycling for
around 1500 FEC after reaching the SOH of 80%. For cycling at elevated tempera-
ture (42.3 �C, 55 �C), the ageing knee was reached at an SOH between 50 and 55%
with approximately the same amount of FEC until 80% SOH and between 80% SOH
and the ageing knee. Only for an increased discharge rate to 2 C the ageing knee was
reached earlier and even before an SOH of 80% which was prevented when
additionally decreasing the SOC window to 20–80%.

Calendar Ageing: Capacity Fade as a Function of SOC
and Temperature

Results from the calendar life studies for the cathode materials NMC and LFP are
presented in Fig. 11.7 as SOH versus storage time. All batteries were stored at a SOC
of 100%, and a temperature 20 and 30 �C. We observe similar behaviour for the
battery with NMC cathode and graphite anode and the two batteries with LFP
cathode. The battery with NMC cathode and hard carbon anode, however, has the
largest decrease in SOH with time. The SOH appears to have a negative logarithmic
dependency on the storage time. Figures 11.8 and 11.9 illustrate the considerably
accelerated capacity degradation during storage with an increase in temperature and
SOC.

Figure 11.8 shows the storage time relative to a temperature between 40 and
45 �C for batteries with NMC cathode and hard carbon anode and LFP cathode and a
graphite anode. The effect of increased temperature is more severe for the NMC
cathode and increases with ageing. An SOH of 85% is reached 6 times faster when
increasing the storage temperature from 25 to 42.5 �C and 15 times faster when
increasing the storage temperature to 55 �C. The three compared studies on batteries
with LFP cathode all show that the capacity degradation is increasing with tempera-
ture as well but less intense than for the NMC cathode. An SOH of 90% is reached
1.3 times faster when increasing the storage temperature from 25 to 40 �C and five
times faster when increasing the storage temperature to 60 �C.

In Fig. 11.9, we observe the storage time relative to an SOC 90 or 100% for
batteries with NMC cathode and hard carbon anode and LFP cathode and graphite
anode. The effect of an increased SOC during storage is more severe for the NMC
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cathode and is increasing with ageing. The effect of an increased SOC appears to be
linear in the SOC window from 60 to 90% before it reaches a plateau for a further
increase until 100%. A SOH of 90% would be reached seven times faster when
storing a battery with NMC at 100% instead of 60%. The effect of an increased SOC
during storage is accelerating the capacity degradation less severe for batteries with
LFP cathode.

One can summarise for the calendar ageing both increased SOC and temperature
accelerate capacity degradation with the temperature being damaging. These trends
appear the same for both batteries with NMC cathode with hard carbon anode and
LFP cathode with graphite anode but are more severe for the NMC battery. While the
NMC/hard carbon battery performed best when evaluating the cycling, the
LFP/graphite batteries are more stable in terms of calendar ageing. An SOH of
90% was reached for an LFP cathode and graphite anode after 260 days at 40 �C and
an SOC of 90% in [26], after around 220 days at an SOC of 100% (25 �C: 660 days)
in [17] and around 100 days at an SOC of 100% and a temperature of 45 �C in
[57]. The same SOH was already reached after around 70 days for an NMC cathode
and hard carbon anode in [25] after storage at 80% SOC and 42.3 �C (25 �C:
360 days).
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Ageing Mechanisms

Ageing mechanisms are strongly dependent on the electrode compositions and differ
for the cathode and the anode. As both anode and cathode materials, as well as other
parameters (e.g. battery capacity, format, etc.), differ for the evaluated degradation

Fig. 11.8 Calendar ageing as a function of temperature. Series marked with asterisk are related to
42.5 �C instead of 40 �C and series marked with double asterisk are related to 45 �C instead of
40 �C. Anode material: “NMC” [25]: hard carbon, “LFP” [17, 26, 57]: graphite

Fig. 11.9 Calendar ageing as a function of SOC. Series marked with asterisk are related to 90%
SOC instead of 100% SOC. Anode material: “NMC” [25]: 25 �C, hard carbon, “LFP” [26]
[31]:40 �C, graphite
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studies it is difficult to assign the observed degradation characteristics to specific
ageing mechanisms.

The primary ageing mechanism on carbon-based anodes is the development of
the SEI layer over time which consumes Li-ions. This is more severe at a higher SOC
(>80%) and accelerated with temperature [30]. A high SOC results in a low anode
potential which causes electrochemical instability on the electrolyte material [27]. A
further expansion of the SEI layer can be triggered during storage at high voltage.
Solvent interaction with graphite after diffusion of solvent components through the
SEI layer can induce graphite exfoliation and gas creation leads to cracking of the
SEI layer which again leads to further SEI growth. Additional Li-ions are consumed
due to side reactions on the anode [58]. High temperatures can furthermore lead to a
dissolving of the SEI and creation of Li salts less permeable to Li-ions which results
in an increased anode ohmic impedance. At low temperatures a decrease of Li
diffusivity within SEI and the carbon anode can lead to plating of metallic Li and
subsequent reaction with the electrolyte, leading to loss of cyclable Li. The temper-
ature at which plating of Li happens depends on the polarisation potential versus
Li/Li+ and is, therefore, material dependent [30].

In present electrolyte solutions with LiPF6, trace HF is often inevitable and leads
to the dissolution of transition metal ions. This results in a reduction in active mass
and passivation of the negative carbon electrode due to deposition of this transition
metal compounds. This leads to increased thermal resistance and is accelerated with
increased temperature. Aurbach et al. [59] showed that this degradation mechanism
is more critical for LCO and LFP but showed a high stability LiMn1.5Ni0.5O4 and
LiMn0.5Ni0.5O2 and attributed it to the unique surface chemistry due to the presence
of nickel ions in the lattice.

Waldmann et al. [30] showed structural changes of the LMO/NMC composite
cathode depending on temperature with the changes of NMC lattice constants
correlating to the loss of Li-ions at the cathode. Naumann et al. [17] showed that
the loss of active material on the negative electrode when using an LFP cathode at
elevated temperatures were the result of Fe deposition on the anode.

While the capacity fading of the LFP/graphite battery with temperature was in the
range of the NMC/hard carbon battery, it was far more stable during storage. Many
studies demonstrated the excellent stability performance of LFP cathodes which is in
agreement with the observed behaviour during storage. A possible explanation for
the improved stability of the NMC/hard carbon battery compared to the
LFP/graphite batteries during cycling might be the difference in anode material.
Graphite is exposed to strain along the edge plains due to expansion during the
lithiation which can lead to cracking of the SEI, thus resulting in freshly exposed
graphite and therefore a further degradation of electrolyte and SEI layer formation.
Hard carbon, on the other hand, has an initially thicker SEI layer but also a more
stable one.
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Data Extraction Sensitivity

When evaluating the extracted ageing data, two sensitive points have to be kept in
mind. First, the quality of the figure inserted into the ScanIt software is crucial as the
software uses pixels to calculate data from the set axes and data points. Second, the
selecting of data points is supported by the software, but sometimes overlapping data
sets make it difficult to pick the correct data point.

Comparison Justification

When relating the ageing data to a specific data set it was tried to use the same
conditions. Sometimes this was not possible, and the most similar data sets were
chosen as reference (e.g. when relating to temperatures (40 �C/42.5 �C/45 �C) were
chosen). Additionally, when comparing the impact of charging rate data was chosen
with only a change in charging rate, but for one data set, the discharging rate is
changed accordingly. All the differences were noted while presenting the data.
Moreover, the size, geometry, and other components are different for the compared
studies. Therefore, no quantitative comparison between the studies was made; only
dependencies and ageing characteristics were examined.

Conclusions

Demands on energy/power density, cost reduction, lifetime and safety are steadily
increasing and are major driving forces in the LIB research. The common strategies
on increasing the energy density on the material level are to improve the specific and
volumetric capacities as well as their operating potentials (i.e. maximising the cell
voltage with cathode materials operating at high electrode potentials and anode
materials operating at low electrode potentials). The most promising trends for the
next years in the LIB world are electrodes with a significant higher theoretical
capacity such as silicon [60], increasing energy density by using higher cell voltages
[61] and the utilisation of solid-state electrolytes to enable higher charging rates [62]
and improved safety [63].

Silicon anodes are generally seen as the next generation of anodes for LIB with an
up to 10 times higher gravimetric capacity than currently used carbon anodes and a
decreased potential [60]. However, silicon anodes show poor cycling stability due to
significant volume expansion (300–400%) and contraction and cracking during the
lithiation and delithiation. During this volume changes the SEI layer is damaged, and
therefore, new SEI is formed continuously and consumes Li-ions. Different
strategies to achieve long-term capacity retention are currently explored. A signifi-
cant focus is on using nanostructured silicon to overcome surface cracking, and
particle fractures as Liu et al. [64] found that the critical particle size is 150 nm.
Nanomaterials and structures like nanoparticle, nanowires, nanotubes and
nanoporous networks have shown superior electrochemical properties [65–68], but
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industrial applications are still challenging as their fabrication is not yet cost-
effective [45]. Other efforts are focused on finding new binder materials [69, 70],
new electrolytes and electrolyte additives (e.g. Fluoroethylene carbonate) that
stabilises the electrolyte/electrode interphase [69, 71] or surface modification like
molecular layer deposition [69].

Other considered options are the coating of silicon particle to obtain an artificial
SEI layer [69, 72], increasing the porosity [73] and using composite anodes
(e.g. formed by silicon, Li and highly electronically conductive materials such as
TiC/C) [66, 74]. Moreover, applying special cycling procedures that use for example
limited potential windows [75–77] or prelithiation of the anode by introducing an
alternative Li source [78–81] are considered.

One approach to improve the energy and power densities of LIBs is to increase
the cell voltage by either decreasing the anode potential or increasing the cathode
potential. Relevant cathode materials include nickel-rich layered oxides
(LiNi1�xMxO2, M ¼ Co, Mn, and Al), Li-rich layered oxides (Li1+xM1�xO2,
M ¼ Mn, Ni and Co), high-voltage spinel oxides (LiNi0.55Mn11.5O4), and high
voltage polyanionic compounds (e.g. phosphates, sulphates and silicates) [61]. This
chapter showed the detrimental impact of a high SOC due to a high potential on the
ageing behaviour of different battery chemistries. This is even more severe when
considering high voltage batteries as some of these materials have their operating
voltages almost entirely outside of the thermodynamic stability window of the
electrolyte solutions. Li et al. [61] summarised the main degradation mechanisms
for high voltage cathode materials. Some of these mechanisms appear to be known
ageing mechanisms which are increased in severity for high voltage like the disso-
lution of active positive electrode material due to thermal and hydraulic decomposi-
tion of LiPF6 and surface structural reconstruction and mechanical fracture of the
positive electrode material and chemical crossover of species between the two
electrodes. Additional degradation mechanisms are the parasitic electrolyte oxida-
tion at the charged positive electrodes resulting in a passivation layer on the cathode
similar to the SEI on graphite, spontaneous reactions involving conductive carbon
additives due to anodic instability at high voltages, instability of other cell
components at extreme potentials and exothermic breakdown of interphases on
both electrodes.

The technologically most advanced option for high voltage batteries with
improved gravimetric energy density, where currently much research is focusing
on, is NMC cathode materials with increased nickel content (LiNixCoyMnzO2 with
x > 0.6) [44, 82–86]. One of the significant drawbacks with nickel-rich NMC is
decreased thermal stability. Some EVs of the current generation are already
employing NCM with a nickel:cobalt:manganese ratio of 5:3:2 [44], which was
shown to have so far the optimised composition offering a reasonably good thermal
stability and high capacity due to a well-balanced ratio of nickel content to manga-
nese and cobalt contents [87]. The main problems with nickel-rich NMC cathode,
summarised by Schipper et al. [44], are the large amount of highly reactive Ni4+ at
high SOC that lead to undesired side reactions with the electrolyte solution, the poor
thermal stability resulting in serious safety concerns, capacity fade due to Li and
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Nickel cation mixing and therefore spinel formation on the surface. Additionally,
from a ratio of 8:1:1 cycling will lead to cracks which result in increased surface area
and thus more active sites for parasitic reactions. Research is focused on ensuring
stability while increasing the nickel content. Research is mainly focused on creating
artificial cathode–electrolyte interphases either by introducing functional groups on
the surface [84] or electrolyte additives [86].

Solid-state electrolytes (SSE) have attracted considerable attention lately as one
of the critical components for all-solid-state LIBs allowing high safety and increased
energy density. By replacing the organic liquid electrolytes and separator with an
inorganic solid electrolyte it is possible to use higher potential cathode materials due
to improved electrochemical stability. As SSE are not organic, they are not flamma-
ble. Additionally, SSEs are reported to enable higher charging rates as in contrast
to liquid electrolytes no concentration gradient is build up during charging and
discharging at high rates [62]. The major problem with SSE is about ten times
lower conductivity compared to liquid electrolytes resulting in high resistance and
therefore high losses at high rates [63]. Different electrolytes are currently
investigated with NASICON-, garnet- and perovskite-type solid electrolytes being
the most promising ones for application in all-solid-state LIBs. However, Zheng
et al. [63] concluded in their extensive review that further improvement is necessary
for the compatibility between solid electrolytes and electrodes.
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Introduction

Li-ion batteries have become the cornerstone of electrical energy storage in recent
decades, resulting in a significant transition to hybrid and fully electric cars. Further-
more, the energy density of batteries, in general, has developed significantly from
around 30 Wh kg�1 for lead-based batteries, up to over 200 Wh kg�1 for Li-ion
batteries [1]. Because of these significant increases in specific energy (as well as
reductions in cost and improvements in durability), Li-ion-based batteries have
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already been implemented into small transport vehicles. Presently Li-ion batteries
are being implemented into large-scale hybrid and electric vehicles [2], such as
electric buses, hybrid electric buses and hybrid-powered ships [3], as bigger cells
have become cost-effective. Because bigger cars use electricity, there is a need for
bigger battery packs that can withstand more severe usage. To realise the full
potential of Li-ion batteries, thermal management of their internal and external
environments is required. To achieve this, small sensors (e.g. 10 μm thick), stable
and inert are required. In this chapter, thermal management with regard to the
structure of Li-ion batteries will be discussed, and how micro-optical sensors may
facilitate improvements of the thermal management.

System Description

Rechargeable Li-ion batteries (termed secondary Li-ion batteries) come in a variety
of different shapes and sizes, where the capacity typically defines the size in terms of
Ah, Coulombs or kWh. An early adopted Li-ion battery standard was the 18,650
cell, which was a cylindrical battery with a capacity of 1.5–3.0 Ah. In such cells the
battery electrodes and separator are rolled up (Fig. 12.1, right); however, modern
Li-ion batteries are much larger and generally shaped like rectangular prisms. Inside
these, there can be multiple cells. These cells are composed of the battery electrodes
and separators and are held together in flat layers (Fig. 12.1, left). The layer stack is
either sealed in a pouch or a prismatic container, forming pouch cell batteries and
prismatic batteries, respectively. The prismatic and pouch cell batteries have larger
capacity whether they are for cellular phones, computers, cars or other heavy-duty
systems. The capacity can be from 4 to 20 Ah, and (in some specially designed
batteries), up to 100 Ah.

Fig. 12.1 Overview of Li-ion battery components and assembly configurations
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The secondary Li-ion battery has two types of electrodes (an anode and a
cathode), which are defined by the discharge process. The anode is defined as the
electrode where the oxidation process happens during discharge, which in the case of
a Li-ion battery is a carbon-based intercalation anode. This means that the lithium
ions, provided by electrolyte salt (lithium hexafluorophosphate; LiPF6), are stored by
intercalating in the carbon-based anode during charging. During discharge, the Li is
oxidised and liberated from the anode. The liberated Li-ions migrate through the
electrolyte-separator region towards the cathode. At the cathode, some of the metals
in the mixed metal oxides are reduced and change their oxidation number. The
earliest commercial secondary Li-ion battery consisted of a mixed metal cathode of
LiCoO2 when fully discharged, and Li0.45CoO2 when fully charged [4]. It is cobalt
that changes oxidation number in the cathode reduction reaction (from 3.55 to 3).

The lithium cobalt oxide battery is generally termed LCO. When cobalt is
replaced with nickel to make a mixture of nickel, manganese and cobalt it is termed
NMC, when manganese is replaced by aluminium, it is named NCA, and when the
mixture is replaced by iron phosphate (FePO4), the battery is termed LFP.

The design of the Li-ion battery is based on diffusing the active electrode material
in a solvent and then smearing this onto a metal film (e.g. by using a doctor blade
[5]). This is done on both sides of the metal film. Next the electrodes are layered with
a separator in between (Fig. 12.1, middle). For the anode, the active electrode
material is carbon based, and the substrate metal film is copper. The current collector
(or copper substrate) is typically 30 μm or less, and the active anode carbon layer is
70–100 μm thick [6]. For the cathode, the active layer is typically a mixed metal
oxide with a substrate metal film of aluminium [1]. The aluminium film is also 30 μm
or less, and the active material (cathode) is between 90 and 130 μm. The two active
electrodes are kept apart by a separator, which is a non-conductive porous layer
soaked in electrolyte, typically sized 20–25 μm [7, 8].

This design for assembling electrodes and separators is conventional for all Li-ion
batteries. To undertake in situ and in-operando measurements of temperature inside
a Li-ion battery, the sensor must be as small as possible, preferably in a range smaller
than the separator (i.e. 20–25 μm). Modifying optical sensors to fit this type of
geometric constraint opens for measurements that have negligible interference with
the normal functioning of the Li-ion battery.

Importance of Thermal Management

In both the internal and external environment of the battery, thermal management
becomes much more significant. The increasing use of Li-ion batteries is not only
owing to their trait of zero-emissions during operation, and their low carbon foot-
print [9], a more cost-effective implementation has been shown as possible
[3]. Despite this, the battery’s specific energy remains a limiting factor when
compared to fossil fuel vehicles [10]. Fast charging requires a good understanding
of heat production and transfer within the battery. Effects such as capacity drop,
power drop and self-discharge in Li-ion batteries are well documented in the

12 Thermal Management of Lithium-Ion Batteries 185



literature [11]. The impact of temperature on various ageing processes, in particular,
is well reported [12–15].

The performance and life of a battery depend heavily on the design [16, 17]. More-
over, the design will affect current availability, temperature production, state of
charge (SOC) and voltage delivery. The local temperatures and local degradation
(ageing) of the battery will suffer as a result [18]. The right determination and
distribution of heat sources together with the thermal conductivities of the various
parts will enable inner temperature profiles to be modelled. For example, the
Seebeck coefficient can be related to the local reversible Peltier heat at the electrode
interface inside a Li-ion battery. The Seebeck coefficient can be measured using a
symmetric thermoelectric cell, improving computational modelling of Li-ion cells
[19]. This can assist cooling schemes outside the battery or battery pack. Also,
improved thermal management will enhance local ageing process knowledge and
may contribute to stronger battery designs and increased lifetimes. Knowing inner
temperature profiles of Li-ion batteries at elevated current densities also allows for
predicting and avoiding thermal runaway situations, which is the primary safety
concern for Li-ion batteries during elevated current density operations. Furthermore,
during ageing, internal resistance has been observed to rise, and this will also affect
the heat output within the battery [6, 20, 21].

All thermal conductivities of components are essential parameters for temperature
profile modelling of Li-ion batteries. The thermal conductivity of the materials is not
necessarily isotropic. The words ‘in-plane’ and ‘cross-plane’ are usually used. For
example, in a thin electrode, we distinguish between the perpendicular (cross-plane)
orientation and the parallel (in-plane) orientation. There are accounts of Li-ion
battery components’ heat conductivity, but they are not studied thoroughly
[8, 11]. More specifically, there are not so many accounts on the thermal conductiv-
ity of separators. There are many different values given as the thermal conductivity
of separators ranging from 0.33 to 1.29 WK�1m�1 [22–25]. Some of these
characteristics are claimed, and the laboratory determination of a separator’s cross-
plane heat conductivity is hardly reported. Due to the predominance of heat produc-
tion in the separator-electrolyte region and to some extent at high currents within the
solid electrolyte interface region [8], knowledge of the electrolyte-soaked separator’s
thermal conductivity is critical.

Calculating the Internal Heat Production

Within a secondary Li-ion battery, there are three sources of heat:

1. Ohmic production of heat
2. Entropy change of the electrode reactions’ production or consumption of heat

(reversible)
3. The resistance of the electrochemical reaction, leading to heat production
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The total heat generation of a Li-ion battery during charging and discharging can
be encompassed by:

qch ¼ T � ΔS
F

jþ rω j
2 þ ηj

� �
ð12:1Þ

qdisch ¼ � T � ΔS
F

jþ rω j
2 þ ηj

� �
ð12:2Þ

Here, j is the current density, rω is the ohmic resistance, T is the temperature, ΔS is
the entropy change of the whole cell, F is the Faraday constant and η is the
overpotential [7].

Thermal Conductivity Measurement

The total thermal resistance is the sum of the components’ thermal resistance and its
contact resistance to a measuring sensor. By sampling the same component in
various thicknesses, the total thermal resistance can be plotted as a function of the
component thickness (this can be achieved by stacking the component multiple
times). The thermal conductivity can then be obtained by calculating the inverse
of the slope from this plot. Concerning the total thermal resistance of electrodes, the
thermal resistance consisted of the contact resistance, the thermal resistance of the
active material and the current collector thermal resistance. The total thermal resis-
tance can be calculated by measuring the heat flux through the sample and the
temperature drop over the sample [6]:

Rsample ¼ T4 � T5

qsample
¼ 2Rcontact þ δact:M:

kact:M:
þ δfoil
kfoil

ð12:3Þ

Here, Rsample is the total thermal resistance, Rcontact is the contact resistance,
δact:M:

kact:M:

is the thermal resistance of the active material in an electrode and δfoil
kfoil

is the thermal

resistance of the current collector (where δ is the thickness and δ is the thermal
conductivity). It has been suggested that additional resistances from contact in a
Li-ion battery stack can be neglected [26].

Determining Parameters Experimentally with Micro-optic Sensors

Temperature Characterisation Requirements

Temperature measurements within the Li-ion battery are required to obtain a three-
dimensional distribution of heat within the battery [6–8]. The sensor should not
change the electrochemical and physical environment (leading to changes in the
operation and thermal conductivity) within the Li-ion battery. To best achieve this,

12 Thermal Management of Lithium-Ion Batteries 187



the sensor should be inert, of small size and not electrically conductive to avoid
short-circuiting of the separator.

Fibre Bragg Grating Sensor

Creating a grating corrugation in the refraction index (n1 and n2 on Fig. 12.2) of the
core of a single-mode optical fibre causes a successive, coherent scattering of a
narrow band of the incident field [27]. The strongest reflection occurs at the Bragg
wavelength λB, given by the equation

λB ¼ 2ηeffΛ ð12:4Þ

As a result, the reflected wavelength depends on the periodicity of the grating, Λ,
and the modal index, ηeff, which in turn both depend on temperature T and strain E.
The change in λB as a result of temperature and strain can be written as:

ΔλB ¼ 2 Λ dηeff
dT

þ ηeff
dΛ
dT

� �
ΔT þ 2 Λ dηeff

dE
þ ηeff

dΛ
dE

� �
ΔE ð12:5Þ

The temperature dependence is linear and without hysteresis.

Temperature Gradient Ratio

Applying the thermal conductivity and resistance of cell parts together with the
pouch cell thickness 2.3 mm yields the ratio of the temperature gradient across the
electrodes (ΔT), over the temperature gradient across external thermocouples ΔTtot
[7, 19]:

ΔT
ΔT tot

¼ 0:92 ð12:6Þ

Fig. 12.2 Schematic of an optical fibre with inscribed fibre Bragg grating
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Experimental Setup

Two 125 μm in diameter FBG sensors were implemented in the pouch cell between
the aluminium pouch laminate and the electrodes, before sealing two of three sides.
The electrolyte was added to the separator in a moisture-free glovebox before sealing
the final side in a vacuum. The pouch cell was assembled between two copper plates
at which the temperature was controlled by flowing water from external water
reservoirs through aluminium plates in contact with the copper, see Fig. 12.3.
Thermocouples were installed such that they were separated by the 2.3 mm pouch
cell and the two 2 mm copper plates.

An 85 nm bandwidth signal centred around 1550 nm was sent from a source
through the fibre. The reflected signal passed back to a spectroscope, and the Bragg
wavelength λB was found using a Gaussian fit of the reflected spectrum.

Calibration

The sensors were calibrated by thermostat using multiple heat baths equally on
different temperatures with a precision �0.1 K. The average temperature value from
the thermocouples were used as reference with corresponding uncertainty �0.1.
Figure 12.4 shows the temperature response of λB for FBG sensor.

Linear regression with root mean square error of �0.12 K was calculated using
the least square method. The temperature sensitivity of the sensor is given by the
slope of the regression, in this case 31.671 � 0.006 K per nm. The error bounds of
the curve are calculated based on the uncertainty in the regression coefficients.
Within the calibration interval, this error equals 0.06 K. Temperature evolution at

Fig. 12.3 Schematic of the experimental setup
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the thermocouples, and two FBG sensors, one above the electrodes and one below,
after a 2 K increase in heat bath temperature is shown in Fig. 12.5.

Implementation of Sensors into a Li-Ion Pouch

The lower FBG sensor in this cell had an uncertainty of �0.02 K, seven times lower
than the upper FBG sensor with �0.14 K. This is because the latter had a lower
intensity in the reflected spectrum. The sensors follow the temperature at the closest
thermocouple with a small delay and present a way of measuring the temperature
inside the cell while giving far more stable and precise result than the thermocouples.

One of the fibres in the pouch cell with two sensors snapped such that the gradient
across the electrodes had to be found by measuring a single side before flipping the

Fig. 12.4 Temperature
response of λB for FBG
sensor. The error bars are
based on the uncertainty in the
curve coefficients, being
�0.06 K within this
calibration interval

Fig. 12.5 Temperature
evolution of the sensors after
2 K external heat bath
temperature increase
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pouch cell and repeating the measurement. Figure 12.6 shows how the
thermocouples and FBG sensor responds after doubling the externally applied
temperature gradient. The shaded area illustrates the error bounds of the FBG sensor.

The resulting stable values during three different external gradients averaging
25 K are shown with uncertainties in Fig. 12.7. The mean corresponds to the average
value of the upper and lower FBG sensor. The calculated gradients and their
uncertainties are listed in Table 12.1.

The ratios are lower than the theoretical ratio, which may be caused by not
including housing contact resistance [19]. Another source of error is the formation
of air pockets inside the cell. Also, different ratios for different external temperatures
may indicate that the temperature gradient inside the cell was not fully established at
the time of measurement, or a systematic error in one of the thermocouples.

Fig. 12.6 Temperature
evolution of the sensors after
increasing ΔText with 5 K

Fig. 12.7 Temperature
stability at different ΔText

12 Thermal Management of Lithium-Ion Batteries 191



Figure 12.8 plots the change in ΔTe/ΔTtot as a function of systematic error. A small
systematic error could explain some of the instabilities in the three ratios but does not
explain why the ratios are generally low.

Conclusion

The fibres are the most vulnerable during the sealing of the pouch, and a protective
coating, which is inert to the reactions within the cell, is recommended around the
seal. The calibrated FBG sensors had a measurement precision ranging from 0.14 to
0.02 K, showing great potential for real-time temperature measurement. The preci-
sion and accuracy of the sensors were restricted by the reference thermocouples.
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and Odne S. Burheim

Introduction

In a closed system, reverse electrodialysis (RED) and electrodialysis (ED) can be
coupled into an energy storage system where excess power can be placed in a salinity
gradient between two solutions. The device is powered by applying an external
power source to force ions from a dilute solution to a concentrated solution through
alternating ion exchange membranes. The current is discharged by allowing ions to
move from the concentrated solution through the same membranes to dilute
solutions, supplying electrical energy at the electrodes. Most literature claims have
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been developed using open real-world concentration gradients (seawater and fresh-
water), whereas a closed system may have a higher salt concentration (NaCl up to
6 M). A closed system also benefits from the absence of membrane fouling, and it is
simpler to monitor and maintain the temperature. In this chapter, the closed reverse
electrodialysis system is discussed.

Salinity Gradient Energy Storage

A salinity gradient-based energy storage system incorporates a desalination technol-
ogy with a mixing technology. The device is loaded with internal power that
increases the gap in concentration between two alternatives, and energy is conserved
as a chemical potential difference between two concentrated solutions. By blending
the two alternatives, turning the chemical potential into electricity and reducing the
distinction in density, the chemical energy is released as electricity. Electrodialytic
energy storage systems (EESSs; including RED and ED systems) are still at the
primary research phase, with their development still in their infancy. Their potential
power output is highly dependent on the concentration difference between the two
solutions in the EESS, with large concentration differences having a higher stored
chemical energy [1, 2].

Electrodialytic Energy Storage System Principles

Modelling of the EESS system is essential for optimisation and development of the
system. During discharge, the chloride ions pass through the anion interchange
membrane (AEM) from the concentrated solution to the dilute solution, while the
sodium ions pass through the cation exchange membrane (CEM) from the
concentrated water to the dilute. A redox or rinse fluid is circulated on each
electrode. Both FeCl2 and FeCl3 are used as the redox solution. Figure 13.1 shows
an EESS during discharge.

The chloride ions enter the redox fluid at the anode during discharge, while
chloride ions leave the redox fluid at the cathode. This is shown as:

Anode : Fe2þ ! Fe3þ þ e� ð13:1Þ

Cathode : Fe3þ þ e� ! Fe2þ ð13:2Þ
During discharge, the electrons move from the anode to the cathode. When

charging the EESS, electrons are forced from the anode to the cathode, also reversing
the reactions provided in Eqs. (13.1 and 13.2).

The open-circuit voltage (OCV) is derived from the Nernst equation:
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EOCV ¼ 2α
RT
zF

ln
ccγc
cdγd

� �
ð13:3Þ

Here, R is the ideal gas constant, T is the temperature (Kelvin), F is the constant of
Faraday, z is the number of electrons transmitted, and α is the average CEM and
AEM permselectivity. The membrane permselectivity reflects the ability to discrim-
inate between two electrons. It depends heavily on the density of the solution and the
amount of salt and water transportation. The concentrated and diluted solution’s
molarity and activity coefficients are cc and cd , and γc and γd, respectively. By
increasing the activity difference between the two solutions used in EESS, the OCV
and power density will increase. More specifically, it is ideal to have cc as high as
possible, while cd is kept close to 1 M. Temperature also affects the activity
significantly in a linear relationship.

The permselectivity for an ion exchange membrane can be theoretically calcu-
lated by:

Fig. 13.1 The discharging process of an EESS
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α ¼ ts � tw �MW � b1 � b2

ln b1�γ1ð Þ
b2�γ2ð Þ

� � when b1 6¼ b2ð Þ ð13:4Þ

α ¼ ts � tw �MW � b1 when b1 ¼ b2ð Þ ð13:5Þ
Here, ts and tw are the number for salt and water transportation, MW is the molar

water weight (0.018 kg/mol) and b1 and b2 are the molar solutions on each side of the
membrane. Due to the steady amount of salt and water transportation, an increase in
concentration difference would boost the permselectivity. The quantity of the current
conducted by the counterion is described as the transportation number of salts. If
more co-ions are transported with the salt gradient, the transport number decreases,
and the quantity of co-ions in the membrane depends on the concentration of salt in
excess and the quantity of the fixed membrane ions [3].

The water transport number depends on the impacts of osmotic and electro-
osmotic effects [4]. The water transported by osmosis diffuses from the dilute to
the concentrated solution, reducing permselectivity. At the same time, water
transported by electroosmosis is transported around the counterions as a hydration
shell (hydration number), moving from the concentrated solution to the diluted
solution, increasing permselectivity. With more considerable concentration
differences, the osmotic impact will become more significant, while the number of
water molecules per ion will be lowered [5].

Concerning the total unit cell voltage, Eqs. (13.6 and 13.7) give the voltage for
charging and discharging, respectively:

Echarging ¼ EOCV þ rΩ� icharging ð13:6Þ

Edischarging ¼ EOCV þ rΩ� idischarging ð13:7Þ
Here, i is the current density measured per area of membrane and rΩ is the ohmic

resistance per m2 of a cell unit. The ohmic resistance is the sum of the resistance of
one AEM, one CEM, a dilute and a concentrated compartment. Although the
electrode resistance can be assumed negligible in large-scale stacks [6], it is neces-
sary to include it when calculating the total unit cell voltage in small-scale laboratory
stacks [7].

The power density (W/m2) for charging and discharging can be calculated from
the electrode voltage and the current density:

Pcharging ¼ EOCVi
charging þ rΩ� icharging

� �2 ð13:8Þ

Pdischarging ¼ EOCVi
discharging � rΩ� idischarging

� �2 ð13:9Þ
The current density while charging is approximately half the current density

while discharging; therefore, the discharging current density at peak power can be
calculated as:
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idischarging ¼ EOCV

2rΩ ð13:10Þ

Taking this into account, the power density equations (Eqs. 13.8 and 13.9) can be
rewritten as:

Pcharging ¼ E2
OCV

4rΩ ð13:11Þ

Pdischarging
max ¼ 5E2

OCV

16rΩ ð13:12Þ

Whereas the total available power density at open-circuit voltage is:

Pavailable ¼ EOCVi ð13:13Þ
The EESS discharging and charging efficiencies are reversible, can be calculated

by Eqs. (13.14 and 13.15):

ηdischarging ¼
Pdischarging
max

Pavailable
ð13:14Þ

ηcharging ¼ Pavailable

Pcharging ð13:15Þ

Any extra power usage for the system (e.g. power supply to solution pumps and
polarisation losses), must be subtracted from the Pdischarging

max or Pcharging to acquire an
accurate efficiency value.

Determining Parameters Experimentally with Micro-optic Sensors

A grid of sensors was desired to determine the temperature within an EESS. EESSs,
in particular, a concentration battery through a coupling of RED and ED, are flow
batteries with significant potential to replace ordinary electrochemical batteries for
large storage systems. Despite this, the power density output dramatically depends
on the temperature. Measuring the temperature locally in an EESS will provide
information contributing to the optimisation of the charging and discharging pro-
cesses. To avoid disturbance in the flow through the flow cell system, ideally the
temperature sensors have to be very small and robust. Optical fibre-based sensors
offer a unique way to achieve this, as they are small, robust, accurate and inert to
many harsh environments.
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Sensor Design

Three optical fibres were constructed with three fibre Bragg gratings (FBGs) on each
fibre. These were calibrated for measuring absolute temperature and integrated into
an RED/ED flow cell battery (Fig. 13.2).

Creating a periodic perturbation in the refraction index of the core (grating
corrugations) of a single-mode optical fibre causes a successive, coherent scattering
of a narrow band of the incident field [8]. The most robust reflection occurs at the
Bragg wavelength, calculated by:

λB ¼ 2ηeffΛ ð13:16Þ
Here, λB is the Bragg wavelength, Λ is the periodicity of the Bragg grating and

ηeff is the modal index of the optical fibre (Fig. 13.3). Therefore, the reflected
wavelength is dependent on the modal index and the Bragg grating in the fibre.

These can both be influenced by temperature and strain; therefore, the most robust
reflection (i.e. the Bragg wavelength) changes as a function of strain and temperature
[9]. The change in Bragg wavelength as a function of strain and temperature can be
determined by:

Fig. 13.2 Schematic of the grating location on the fibres

Fig. 13.3 Schematic of an optical fibre with inscribed fibre Bragg grating
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ΔλB ¼ 2 Λ dηeff
dT

þ ηeff
dΛ
dT

� �
ΔT þ 2 Λ dηeff

dE
þ ηeff

dΛ
dE

� �
ΔE ð13:17Þ

The dependence of the Bragg wavelength is linear and does not have hysteresis.

Experimental Setup

A light source emitting a signal with an 85 nm half bandwidth signal centred at
1550 nm is used for the sensor system. The light source is connected to the three
Bragg grating fibres (Fig. 13.2), through a 125 μm single-model optical fibre. The
signal is split twice by 50:50 couplers to obtain three separate signal inputs/outputs,
sufficient to couple to the three Bragg grating fibres. The three fibres with Bragg
gratings are placed inside an EESS between two membranes, so the Brag gratings are
distributed evenly throughout the EESS cell. In addition to the light source, a
spectrometer is connected before the first 50:50 coupler. Figure 13.4 shows the
layout of this setup in detail.

The signal travels from the source, through the 50:50 couplers and along the three
fibres with the Bragg gratings to the end of these fibres. At the end of each of the
three fibres is a reflector. This reflects the signal through the fibres and couplers to
the spectrometer. The spectrometer has a sensitivity range that includes the region of
interest (1510–1595 nm; Fig. 13.5).

Fig. 13.4 Schematic of the experimental setup
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Calibration of Micro-sensors

Before the experimental setup could be used, the sensors require calibration to
known temperatures. Because the system is designed to measure absolute tempera-
ture in a linear relationship, once calibrated, the sensors should be ideal for a wide
range of temperatures. For the EESS experiments, only a range between 10 and
60 �C is required. The sensors were calibrated using water of known constant
temperature. Gaussian models were used to fit the detected spectrum from the
spectrometer, allowing the analysis of the change in the Bragg wavelength.

By looking at each FBG’s shift in the Bragg wavelength in response to external
temperatures, a calibration curve of that specific FBG can be produced. Figure 13.6
serves as an example where the temperature response has been plotted against the
Bragg wavelength of the FBG using various temperatures between 0 and 60 �C.

Using this plot, temperature sensitivity can be determined as a function of change
in the Bragg wavelength. Here, the sensitivity of the FBG is 0.01022 nm per �C, with
a standard deviation of 7 � 10�5 nm per �C. The root mean square can also be
calculated from such linear regression plots. For this particular FBG, the root mean
square was 3.1 � 10�3 nm, which means that the FBG sensor has a precision of �
0.3 �C.

Fig. 13.5 The reflected spectrum from the nine FBGs
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Implementation of Sensors into a Reverse Electrodialysis Cell

The network of nine FBG sensors was distributed evenly between two membranes
and installed into the EESS flow cell, as shown by the schematic in Fig. 13.4. Room
temperature solutions of NaCl at 5 M (for the concentrated flow cell) and 0.05 M (for
the dilute flow cell) were filled into the EESS and left for 30 s for the temperature
reading of the FBGs to stabilise. The FBG sensors were wedged between the
concentrated flow cell and the dilute flow cell, separated only by the ion exchange
membranes (one for the cation exchange and one for the anion exchange).

At the start of the experiment, all nine FBG sensors displayed the same stable
temperature (room temperature). After 30 s, 80 �C solutions of NaCl at 5 M (for the
concentrated flow cell) and 0.05 M (for the dilute flow cell) were slowly pumped
continuously into the EESS. The temperature inside the EESS began to increase as
the room temperature solutions were exchanged for the heated solutions. After
5 min, pumping of the heated solutions was stopped, and cooler solutions were
pumped in until finally, all pumps were turned off, and the system relaxed to an
elevated temperature relative to room temperature. The temperatures obtained from
the nine FBGs are shown in Fig. 13.7, where the plot shows the change in tempera-
ture relative to the room temperature (indicated as 0 �C).

Fig. 13.6 A plot of the peak Bragg wavelength as a function of temperature
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The plots shown in Fig. 13.7 are indicative of the distribution of temperature
within an EESS when solutions of different temperatures flow through the cell. As
can be observed here, there were significant discrepancies between different FBG
sensors, yet all sensors started and ended at the same temperature. These
discrepancies could be the result of the drastic distribution in temperature within
the cell, or they could be due to the turbulent flow of the solutions. The turbulent
flow could cause the fibres to flex, causing strain at the FBG sensors. As stated
earlier, the Bragg wavelength is a function of both temperature and strain; therefore,
these measurements may not be entirely due to temperature changes.

Conclusions

Due to the temperature in the EESS affecting the performance of the flow cell, a
profile and distribution of temperatures inside the system are required to improve
computational modelling methods for optimising EESSs. Here, micro-optical
sensors have been suggested to be able to fulfil this requirement due to their small
geometrical size, their inertness and their accuracy. A preliminary study was
performed and showed FBG sensors that have been calibrated for sensing

Fig. 13.7 The temperature profile of nine FBGs inside an EESS flow cell battery
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temperature could be implemented into an EESS. The temperatures from each FBG
were recorded in real time, and an observable temperature gradient was displayed.
Despite this, there is potential that the temperature profiles had reduced accuracy due
to the potential strain caused by the flow of solutions in the cell. The turbulent flow
could cause the FBGs to flex, as they have limited structural support in the EESS
used. By implementing further structural supports for the FBG sensors to avoid
strain caused by the flow of solutions, it is believed that the performance of FBG
sensors will significantly improve inside the EESS.
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