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                    Abstract
Natural information refers to the information carried by natural signs such as that smoke is thought to carry natural information about fire. A number of influential philosophers have argued that natural information can also be utilized in a theory of mental content. The most widely discussed account of natural information (due to Dretske, in Knowledge and the flow of information, 1981/1999) holds that it results from an extremely strong relation between sign and signified (i.e. a conditional probability of 1). Critics have responded that it is doubtful that there are many strong relations of this sort in the natural world due to variability between signs and signified. In light of this observation, a promising suggestion is that much of the interesting natural information carried by natural signs is really information with a probabilistic content. However, Dretske’s theory cannot account for this information because it would require implausible second order objective probabilities. Given the most plausible understanding of the probabilities involved here, I argue that it is only sequences of traditional natural signs (not individual signs) that carry this probabilistic information. Several implications of this idea will be explored.
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	A similar notion can be found in Grice (1957), though he called it ‘natural meaning’. Churchland and Churchland (1983) may have been the first to use the expression ‘natural information’.


	I say ‘partly’ because none of the above mentioned philosophers hold that mental content is strictly equivalent to informational content, primarily because mental representations are thought to be capable of misrepresenting while natural information cannot be false. I discuss this more in the next section of the paper.


	By a naturalized 
                           epistemology, I simply mean an epistemology that is sensitive to how organisms actually develop and acquire knowledge and other knowledge-like states. This needn’t involve all of Quine’s commitments for a naturalized epistemology.


	It should be noted that Dretske is here discussing what he calls the ‘nuclear’ sense of information that is operative in a variety of different contexts.


	I borrow the term ‘veridicality thesis’ from Scarantino and Piccinini (2010) though they formulate their own veridicality thesis somewhat differently. Floridi (2011) also develops a veridicality thesis that is closer to my own.


	My formulation of the veridicality thesis would even be accepted by Scarantino and Piccinini (2010) (see p. 318), who are otherwise critical of the idea that information requires truth.


	Again, Dretske is here discussing what he calls the nuclear sense of information.


	I am thankful to the reviewer for prompting me to address this point.


	For further arguments in favor of the veridicality thesis see Floridi (2011).


	An anonymous reviewer suggested that the questions that I am pursuing here are similar to what is called the ‘symbol grounding problem’ in artificial intelligence (see Floridi 2011, chaps. 6 and 7). The latter roughly refers to the challenge of showing how artificial agents could have meaningful symbols where the meaning is developed autonomously and not simply imputed to them by other intentional beings such as their human designers. It is possible that there is some overlap between this research program and my present concerns if the symbols in artificial agents constitute natural signs. However, most of the natural signs that I am concerned with exist independently of the presence or actions of any agents. As mentioned, these signs are thought to possess a meaning of sorts even if there are no such agents. The symbol grounding problem only focuses on the meaning of symbols within agents and for that reason the aims of the two projects diverge. ‘Meaning’ is also ambiguous and it isn’t clear to me that those who attempt to solve the symbol grounding problem are interested in the same sort of meaning as is possessed by natural signs. For instance, they might hope to account for the ability of the symbols to misrepresent. For these reasons, I think it best to treat the two projects as distinct.


	The preceding paragraphs are a much- compressed summary of Dretske’s arguments in chapter 2 of Knowledge and the Flow of Information (see Floridi 2013 and Piccinini and Scarantino 2011 for similar arguments).


	At one point, (Dretske (1988), p. 58) maintains that natural information is not subjective though it is relative to background knowledge. Even so, the latter is still problematic, given his use of natural information in his theory of mental content.


	(Cohen and Meskin (2006), p. 339) also worries that Dretske’s insistence on a probability of one is ‘too demanding’. (Godfrey-Smith (1992), p. 288) says that, ‘The 1981 [Dretske] notion of information seems so demanding that one wonders whether messages with interesting contents are ever really transmitted.’ Also see Suppes (1983) for a similar criticism.


	
Loewer (1983) makes a similar point.


	I will later note an exception to this that signals carry natural information about their own presence that does not have this probabilistic form.


	
Skyrms (2010) appears to make a similar suggestion that the informational content of signals sent in particular types of signaling games is probabilistic. Piccinini and Scarantino (2011) also emphasize that most of the natural information that signals carry in real world environments is to the effect that o is probably G. I borrow the expression ‘probabilistic natural information’ from Scarantino and Piccinini (2010).


	I postpone a discussion of whether probabilistic information, in this sense, is intentionality independent until the next section.


	Dretske expresses some skepticism about probabilistic information (see Dretske 1981/1999, p. 69) so he might not have seen this as a legitimate option, in any event.


	The problem here is more general and arises whenever the reference classes are identical for both the first and second order probabilities with a finite frequency interpretation.


	Gillies also discusses single case propensity theories. The points I make below apply to both long-run and single case propensity theories so for the sake of brevity I only discuss the former here.


	If the series of repetitions is long but finite then the relative frequencies are approximately equal to the probabilities. If the series of repetitions were infinite then the limiting relative frequencies would be equal to the probabilities.


	Paul Humphreys originally pointed out the inability for propensity interpretations to handle inverse probabilities. Loewer (1983) and Cohen and Meskin (2006) discuss how this creates difficulties for Dretske’s theory if he were to interpret conditional probabilities as propensities.


	Strictly speaking, this interpretation would maintain that smoke along with a set of repeatable conditions have a causal propensity of a certain strength to produce fire but that obviously gets the causal order backwards.


	
Gillies (2000) ultimately attempts to explain inverse probabilities under the propensity interpretation by severing the connection between propensity and causality. This makes it much less clear what the propensities at issue are supposed to be.


	Of course, it is also possible that the proper interpretation of the probabilities involved here has not yet been articulated. I limit my discussion to the available major contenders.


	This is not to suggest that every organism that confronts this sequence will recognize the approximate probability values. Instead, I am simply maintaining that the information is available in the signal and an organism could learn about it from the signal.


	Admittedly, talk of ‘approximate probabilities’ is a bit vague but I don’t see how this vagueness can be avoided.


	I am thankful to an anonymous reviewer for bringing this objection to my attention.


	I want to thank an anonymous reviewer for reminding me of this point.


	Some representative papers include Knill and Pouget (2004), Jazayeri and Movshon (2006) and Ma et al. (2006).
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