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It is often argued that by assuming the existence of a universal language, one prohibits oneself from conducting semantical investigations. It could thus be thought that Tarski’s stance towards a universal language in his fruitful Wahrheitsbegriff (1933) differs essentially from Carnap’s in the latter’s less successful Untersuchungen zur allgemeinen Axiomatik (1927–1929). Yet this is not the case. Rather, these two works differ in whether or not the studied fragments of the universal language are languages themselves, i.e., whether or not they are closed under derivation rules. In Carnap’s case, axiom systems are not closed under derivation rules, which enables him to adopt a substitutional concept of models. His approach is directly rooted in the tradition of formal axiomatics, we argue, and in this contrary to Tarski’s. In comparing these works by Carnap and Tarski, our aim will be to qualify the connection between Tarski’s approach and the tradition of formal axiomatics, which has been overemphasized in the literature.
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                                    1 Introduction
The notion of a universal language has played an important role in the history of logic (or at least in the history of the history of logic). In particular, it is often argued that a universal language does not provide a suitable framework for systematic semantical and model theoretical investigations (e.g., Heijenoort 1967, p. 325; Hintikka 1988, p. 2). In recent decades, this claim has often been contested (see e.g. Sluga 1987; Tappenden 1997; Peckhaus 2004; Korte 2010; Rouilhan 2012). One reason to doubt the claim, not discussed at length before, might be that, while Tarski (1933) (henceforth: Wb) is a systematic semantical investigation (see Woleński 1991), and therefore one might expect that there would be agreement among scholars concerning its non-universalistic nature, there is no such agreement.
Some have argued that the non-universalistic nature of Wb is implied by its two-language approach (object language and metalanguage), which would seem to dismiss the idea of using just one all-purpose—and thus universal—language (e.g. Rodríguez-Consuegra 2005). Yet others have argued that the presupposition of a language of which both object language and metalanguage, and in fact all formalised languages, are part, leads in the opposite direction, i.e., towards the assumption of a universal language (e.g. De Rouilhan 1998).
We will show that this disagreement over the nature of Wb is due to the use of different conceptions of the notion of universal language by commentators. By identifying precisely in what sense Wb could be said to assume a universal language, we will argue that the stance that Tarski takes in Wb is no different in this respect than the otherwise dissimilar, earlier approach towards logic that Carnap took in the late 1920s (Carnap 2000, henceforth AA), and thus that Tarski’s stance on universalism in Wb may have little to do with its success in semantics. One might then wonder how precisely Wb does differ from earlier approaches to semantics and model theory, such as AA, if not in its stance towards universality.
Based on a comparison between, on the one hand, Wb and some slightly later work of Tarski, and on the other AA, we propose the following significant difference. The difference does not consist in the fact that a language can be cut into fragments, or in the assumed existence of a language that encompasses them, but in the properties of the obtained fragments. The language fragments of Wb are closed under derivation rules, whereas the ones in AA are deliberately not closed. In the latter, instead, the construction of model theory is based on a substitution of variables.
Because of this, we hold that AA can be seen as formalising a certain approach towards model theory which is part of so-called formal axiomatics, whereas Wb is best placed in the contentual tradition. This categorisation expresses a controversial viewpoint, which runs contrary to the literature on Wb, where we find it held that Tarski’s approach is chiefly formal and that Tarksi’s use of the term “meaningful sentences” should not be understood as that for him sentences have meaning (see Betti 2008, esp. p. 67).
Without wanting to deny completely the influence of formal axiomatics on Tarski’s work, we argue in the current paper that the relation between that tradition and Wb has been overemphasised, and that this has resulted in a general neglect of the salient differences that explain the extraordinariness of Tarski’s approach.


2 Universal languages
Because of the emphasis in the literature on the impossibility of conducting semantical investigation within a universal framework, one may be inclined to conclude that Tarski’s take on universal languages in Wb distinguished that work from earlier approaches—for example, one might think that he rejected the idea of a universal language, whereas his predecessors did not—and that it was exactly that stance which made the investigations of Wb successful, or even possible. In order to see that and why this is not the case, it is important to understand what Tarski’s take on a universal language in Wb actually was.
The notion of universal language is used in numerous different, but related senses in the literature. With respect to Tarski’s work, four senses are distinguished in Rodríguez-Consuegra (2005).Footnote 1 Because we do not agree with the interpretations that he gives of Wb and think indeed that these interpretations cause considerable confusion, we will discuss (again) two senses in which the notion of universal language can be characterised in the context of Tarski’s work.
One of the senses is obtained from the following passage in Wb, where Tarski explains why the addition of and axioms for ‘Tr’ (“being a true sentence”) to the metalanguage seems harmless in certain cases:

                
                  Through the introduction of the symbol ‘Tr’ the metalanguage does not in any way become semantically universal, it does not coincide with the language itself and cannot be interpreted in that language (\(\ldots \)) (Tarski 1933; translation Tarski 1956a, p. 262)

                


              Rodríguez-Consuegra distills from this passage a notion he calls semantic universality:

                
                  A semantically universal language is a language which is unable to contain the fundamental difference between the object language and the metalanguage (Rodríguez-Consuegra 2005, p. 228).

                


              He makes the remark that ordinary language is universal in this senseFootnote 2 and adds to that:

                
                  [I]n this sense the introduction of the truth predicate in the metalanguage does not transform it into a universal language (Rodríguez-Consuegra 2005, p. 228).

                


              This interpretation seems somewhat odd, however, if we take seriously the claim that it is derived from Tarski’s passage above. First, the passage does not explicitly include the notion of being (un)able to contain the fundamental difference between the object language and the metalanguage. Second, putting Rodríguez-Consuegra’s definiens in the place of Tarski’s definiendum, would lead to the following implausible claim:

                
                  Through the introduction of the symbol ‘Tr’ the metalanguage does not in any way become unable to contain the fundamental difference between the object language and the metalanguage (\(\ldots \))

                


              Because the property of (not) being semantically universal is predicated here of the metalanguage, it seems that Tarski’s intention cannot have been to state rather mysteriously that that language cannot differentiate between the object language and the metalanguage. Rather, his statement seems to concern the expressibility of the metalanguage.
This interpretation also agrees with Tarski’s remarks on the universality of ordinary language:

                
                  A characteristic feature of colloquial language (in contrast to various scientific languages) is its universality. It would not be in harmony with the spirit of this language if in some other language a word occurred which could not be translated into it; it could be claimed that ‘if we can speak meaningfully about anything at all, we can also speak about it in colloquial language’. (Tarski 1933; translation Tarski 1956a, p. 164)

                


              Also this passage does not mention the (un)ability to contain the fundamental difference between the object language and the metalanguage, but rather concerns the expressibility of the language. Let’s thus define the property of being a truly semantically universal language, based on Tarski’s passages above, as follows:

                
                  A truly semantically universal language is a language in which one can speak about anything (in particular also about the language’s own semantics).

                


              Rodríguez-Consuegra also goes wrong in the interpretation of a second sense of universality which he bases on the following passage of Wb (Rodríguez-Consuegra 2005, p. 228):

                
                  In order to give the following exposition a completely precise, concrete, and also sufficiently general form, it would suffice if we chose, as the object of investigation, the language of some one complete system of mathematical logic. Such a language can be regarded as a universal language in the sense that all other formalized languages—apart from ‘calligraphical’ differences—are either fragments of it, or can be obtained from it or from its fragments by adding certain constants, provided that the semantical categories of these constants (\(\ldots \)) are already represented by certain expressions of the given language. (\(\ldots \)) As such a language we could choose the language of the general theory of sets which will be discussed in §5 (\(\ldots \)) (Tarski 1933; translation Tarski (1956a), p. 210)

                


              Even though the word “mathematics” does not even appear in the above passage, Rodríguez-Consuegra’s interpretation runs as follows (Rodríguez-Consuegra 2005, p. 229):

                
                  A mathematically universal language is a language that is capable to express the whole of mathematics.

                


              This seems to be a definition of being a complete system of mathematical logic (or, of a system of logic that is complete for mathematics), rather than of a universal language.Footnote 3 Rodríguez-Consuegra fails to see that Tarski was speaking of universality in some other sense in this passage, which we will call syntactic universality (see also De Rouilhan 1998). Tarski’s notion of universality expressed here is entangled with the specific syntactic structure of the languages he considered, especially, that of semantical category (which may be thought of in this context as the notion of type in Russell’s sense):

                
                  A syntactically universal language is a language from which all other formalized languages can be obtained either as fragments, or as extensions of it or of its fragments by adding certain constants, provided that the semantical categories of these constants are already represented by certain expressions of the given language.

                


              Using his (misguided) interpretations of Tarski’s notions of universal languages, Rodríguez-Consuegra characterises as ‘inexact’ De Rouilhan’s claim in De Rouilhan (1998) that the Postscript of Wb, added in 1935, showed an abandonment of logic as a universal language. To begin with, he argues, the languages studied in Wb were already lacking semantic universality. This is witnessed in Tarski’s division between object language and metalanguage. On the other hand, the languages of the Postscript still have a universal character, to wit, a mathematically universal one. This, however, seems inadequate as a criticism of De Rouilhan, because the latter is clearly alluding to syntactical universality.Footnote 4 Such is all we would say here concerning the confusion of the notion of universal language in the context of Tarski’s work.
The senses of a universal language that we have just distilled from Wb— the distinction between truly semantical and syntactical universality—may now be used to clarify Tarski’s stance on universal languages in Wb. Putting aside the question concerning the view on universality in the Postscript, we can see Wb as exhibiting a universal view in that it adheres to the idea that there exists a syntactically universal language. The considered languages are fragments of the syntactically universal language, that are not truly semantically universal.
We will see, however, that it is not this take on universal languages that made Tarski’s work stand out. Carnap’s approach in Carnap (2000), for example, similarly presupposes a syntactically universal language, and works with fragments that are not truly semantically universal.


3 Carnap
In AA we can find one of Carnap’s early attempts to construct a model theory.Footnote 5 Like Tarski, Carnap presupposes a typed, syntactically universal language and identifies several useful fragments of it (see also Coffa 1991, p. 275).Footnote 6
                     
The syntactically universal language is formed by the basic discipline, in which one can meaningfully express the mathematical statements of set theory, arithmetic or combinatorics in the form of meaningful propositions (AA, p. 60/61).

                        Axiom systems, secondly, are fragments of the basic disciplineFootnote 7 consisting of propositional functions rather than propositions. The primitive notions of the axiom systems are represented by variables (AA, pp. 88–90):

                
                  The symbols (e.g. words) occurring in an axiom system for the basic notions of the axiom system we call “basic symbols”. They have (\(\ldots \)) no fixed meaning, but rather can relate to different objects, depending on the application. The basic symbols are therefore variables, and single axioms as well as the whole axiom system are propositional functions, not propositions. (AA, p. 88)Footnote 8
                           

                


              Thus any statement containing basic symbols is not a meaningful proposition, but can become a meaningful proposition once constants of the basic discipline are substituted for these variables. To indicate the functional character of axiom systems, Carnap denotes an axiom system with variables \({ P, Q, R}\) for the basic symbols by \(f\) (\({ P}, { Q}, { R}\)) (AA, p. 90).
A formal model of these axiom systems is a sequence of constants of the basic discipline that can be substituted for the basic symbols (they are “admissible”) and that, when substituted for the basic symbols, make the axioms of the axiom system true (in the basic discipline):

                
                  [W]e speak briefly of “models” of an axiom system and mean by that logical constants, thus “systems of concepts of the basic discipline” (and indeed mostly systems of numbers) (\(\ldots \)) An admissible model \(\mathcal {R}_1\) of \(f\mathcal {R}\) is only also a model of \(f\mathcal {R}\) when \(f\mathcal {R}_1\) is not only meaningful, but also true. (AA, p. 94/95)

                


              Hence one could say that the basic discipline provides the semantics for the axiom systems (AA, pp. 94/95).
When checking whether a tuple of constants of the basic discipline forms a model, the constants are thus substituted for the basic symbols—also called variables expressing indeterminateness in Carnap (1937) (p. 272)—using a derivation rule, though one that is not further explicated.
It is no understatement to claim that Carnap’s approach to logic in AA is very far from Tarski’s in Wb. Carnap’s axiom systems have no clear connection with Tarski’s object languages, nor does the basic discipline remind us of Tarski’s metalanguage. Moreover, Carnap’s use of variables seems totally alien to Tarski’s approach (though we will return to this point in Sect. 5.3).
Yet, if we abstract from all these differences and judge AA solely on the basis of Carnap’s stance on universality, Carnap’s approach starts to look remarkably similar to Tarski’s. Both presuppose a typed syntactically universal language, which is, in both cases, a contentual language. Both study certain fragments of this language, and thus clearly believe that one can fragment the universal language.


4 Fragments and languages
However, to say that there is no difference between Carnap’s and Tarski’s stance on universality, does not mean that there is no way at all to pinpoint their difference in attitude towards formal languages abstractly and precisely.Footnote 9 In fact, we will argue that the significant difference between AA and Wb is that the fragments that Tarski distinguishes (object language and metalanguage) are closed under derivation rules, whereas Carnap’s fragments are not. This is no insignificant difference. It seems reasonable to argue that precisely because Tarski’s fragments are closed under derivation rules, they should themselves be considered languages.
The condition of being closed under derivation rules in order to be a language was also endorsed by Tarski, and appears implicitly in Wb in item \(\delta \) of the list of essential properties of a language of a particular formalized deductive science:

                
                  [I]n special rules, called rules of inference, certain operations of a structural kind are embodied which permit the transformation of sentences [of the language] into other sentences [of the language]; (Tarski 1933; translation Tarski 1956a, p. 166)Footnote 10
                           

                


              Given a sentence, any sentence that can be obtained from it by applying a finite number of derivation rules is called a consequence of the former. Tarski’s condition thus entails that the set of all sentences of a language of a deductive science is a superset of its consequences.
Carnap’s axiom systems are also fragments (of a language), but they are not closed under derivation rules and thus are not themselves languages according to this view. The fact that they are not is even essential for his construction: the meaning of a statements of one fragment (an axiom system) is obtained by deriving from it a statement of the basic discipline. Moreover, this inferential way of giving meaning to the axiom systems might be the only reason why Carnap considered his basic symbols to be variables, not constants.
At least according to Carnap himself, some years later, the possibility of substitution is what allows for a rough distinction between variables and constants:

                
                  
                              Variables and constants are distinguished from one another by their syntactical character; variables are the symbols of \(S\) for which, according to the rules of transformation of \(S\), under certain conditions, substitution is permissible.Footnote 11 (Carnap 1937, p. 190)

                


              Of course, many other reasons have been proposed in the history of logic for why certain expressions are called “variables.” For example, one such reason is that the considered expressions have no determined meaning. Yet Carnap, in a discussion of the nature of variables, denies that this is sufficient reason:

                
                  For it is possible to use constants which have undetermined meanings; these differ essentially from the variables in that they do not permit for substitution. (Carnap 1937, p. 189)

                


              Note that so long as one is working within a Carnapian axiom system, substitution for the basic symbols is not possible. For example, imagine an axiom system for geometry with the basic symbols “point”, “line”, and “lies on.” As long as one is deducing theorems of geometry, it makes little sense to substitute for these symbols. Or we can put it the other way around: when we substitute, say, the (meaningful) predicate “even number” for the basic symbol “point”, we are no longer working within the axiom system of geometry. That Carnap considers the basic symbols to be variables, therefore, does not seem to be a result of the permissibility of substitution of the basic symbols within the axiom system. It is only because of the permissible cases of substitution, therefore, that one is led out of the axiom system. And presumably this happens only in the case of substitution by model constants.Footnote 12
                     
Whether or not we agree with Carnap that variables are singled out by their substitutional character, and whether or not we agree with Tarski that languages are closed under the rules of inference, the fact that Tarski’s languages are closed under derivation rules, and thus under the consequence relation, is an important feature of his approach. First of all it can be argued that having a notion of consequence that is not involved in relating a sentential function to its interpretation may have prevented Tarski from making the kind of mistakes Carnap did (see Reck 2007, pp. 188/189). It thus played some role in enabling Tarski to construct a correct recursive definition of “true sentence” in the metalanguage, which made Wb a success in semantics.
More importantly, it seems that only if the consequences of a sentence never lead one out of a given formal system can this system lend itself directly to an algebraic approach of its metamathematics and to a connection to Boolean algebra, such as carried out in e.g. Tarski (1935, 1936). His use of languages thus made Tarski’s approach fruitful (see also Sinaceur 2001).
Furthermore, the other way around appears true as well: The fact that Carnap’s model theory used substitution seems to be a significant property of his theory. It is also historically significant, because this property forms a connection between Carnap’s theory and the practice of formal axiomatics, as we will see next. In what follows, unless otherwise specified, we will stick to Carnap’s convention of calling “variables” only those expression for which substitution is permissible under certain conditions.


5 Formal axiomatics
In formal axiomatics, unlike in contentual axiomatics, the specific terms of an axiomatic theory are viewed as mere placeholders (Jané 2006, p. 19).Footnote 13 The axioms, consequently, at least in a setting of formal axiomatics, are conditions that certain entities may fulfill, rather than truths (Jané 2006, p. 20). According to Jané, these placeholders can be seen as variables (though not necessarily in Carnap’s sense):

                
                  I said that in the step from contentual to formal axiomatics the specific terms became mere placeholders for arbitrary entities. One way to make this more precise is to view them as variables, and this is how they were often considered. (Jané 2006, p. 21)

                


              Also, Betti equates placeholders and some (wider) notion of variables (Betti 2008, p. 63/64):

                
                  Formal axiomatics is a view of axiomatics in which (\(\dots \)) the (specific) terms of a (non-logical) theory are mere placeholders, that is, in fact, variables, so that axioms are not propositions, but propositional functions.

                


              And she adds to that:

                
                  As Mancosu and Jané have explained, this was also Tarski’s view (Mancosu 2006, 243, Jané 2006, 30–5).

                


              We will argue, however, that Tarski’s practice (in the 1930s) cannot be said to fall into the tradition of formal axiomatics, whereas Carnap’s practice can, and even fits with it quite well. To develop these claims, we take the following steps. We will show that:
	
                    1.
                    
                      Some practitioners of formal axiomatics used variables (in Carnap’s sense) for the specific terms of axiom systems;

                    
                  
	
                    2.
                    
                      The practice of formal axiomatics does not necessarily imply working with variables (in Carnap’s sense) and propositional functions;

                    
                  
	
                    3.
                    
                      Tarski’s view of axiomatics in the 1930s was not principally formal.

                    
                  

From Sect. 3 it is clear that Carnap’s early axiomatic practice fits the description of formal axiomatics quite well. What the first claim establishes is that other logicians, more commonly associated with formal axiomatics, also held a substitutional view of the placeholders. And thus that Carnap, in working with mere fragments rather than languages, was part of, or rooted in, a tradition.
The second claim indicates that, to argue for the third, more is needed than simply to show that Tarski wasn’t working with variables in Carnap’s sense or with propositional functions. Note that the third claim is in agreement with (Jané 2006, p. 33):

                
                  I have argued that Tarski’s definition [of consequence] is faithful to the concept of consequence as found in formal axiomatics. There is, however, an apparent mismatch that we should not ignore, namely that in formal axiomatics the specific terms are uninterpreted, while Tarski deals with fully interpreted languages.

                


              5.1 Imagining
Sticking to a somewhat chronological order, we will first address the second claim. It suffices to show that for some logicians who were working according to the view of formal axiomatics at the time, their primitive terms were not variables (i.e. no substitution was permissible for them). In fact, some logicians saw their primitive terms as constants either void of meaning or imagined to be void of meaning, to which one may (re)associate a meaning. The difference with a variable approach is thus that the dissociation and association of meaning to the terms is something that takes place (solely) in the mind, rather than being witnessed by a transformation of the formula.
A good example of such a stance may be found in Padoa’s writings:

                  
                    [D]uring the period of elaboration of any deductive theory we choose the ideas to be represented by the undefined symbols and the facts to be stated by the unproved propositions; but, when we begin to formulate the theory, we can imagine that the undefined symbols are completely devoid of meaning and that the unproved propositions (instead of stating facts, that is, relations between the ideas represented by the undefined symbols) are simply conditions imposed upon the undefined symbols. (Padoa 1967, p. 120)

                  


                Padoa’s primitive notions, it could be argued, are placeholders, but not variables in Carnap’s sense; it seems that they cannot be substituted. Rather, if we have to consider the primitive terms as variables at all, this would have to be in a sense which Carnap rejected: namely as constants which have undetermined meanings. Similarly, Pieri states that “everyone is free to attach a meaning ad libitum to these signs [the signs used to designate any primitive object], provided it is compatible with the general attributes imposed to this entity by the primitive propositions” (Pieri 1900 p. 373, as quoted in translation in Jané 2006, p. 19). One may attach a meaning to that symbol, therefore, but not replace it by another symbol which has a meaning.Footnote 14
                        
5.2 Acting
Then there are also those in formal axiomatics, among which one may count some American Postulate Theorists,Footnote 15 who do not imagine the specific terms to be meaningful, or void of meaning, but rather work with meaningless terms and propositional functions. The propositional functions can then become meaningful propositions either by defining the meaningless terms in them (that is: giving a meaning to them), or by replacing the meaningless terms in them by meaningful terms. Both defining and replacing are acts that do not exclusively take place in the mind: they have a syntactic counterpart within the (formal) system. It should thus be well noted that, in this sense, defining (a meaning of) a symbol void of any meaning is not simply the opposite of imagining a meaningful symbol to be void of meaning.
In the work of some of the American Postulate Theorists, e.g. Huntington’s, not only the notion of variable, but also that of propositional function plays an important role. The notion of propositional function, but not Huntington’s use, originates from Russell (1903). In the Principia we find the following passage:

                  
                    By a ‘propositional function’ we mean something which contains a variable \(x\), and expresses a proposition as soon as a value is assigned to \(x\). That is to say, it differs from a proposition solely by the fact that it is ambiguous: it contains a variable of which the value is unassigned. It agrees with the ordinary functions of mathematics in the fact of containing an unassigned variable; where it differs is in the fact that the value of the functions are propositions. (Whitehead and Russell 1910, p. 38).Footnote 16
                              

                  


                HuntingtonFootnote 17 refers to propositional functions when he describes a set of postulatesFootnote 18 in the variables \(K\) (a class symbol) and \(R\) (a binary relation symbol):

                  
                    These postulates are not definite propositions—that is, they are not in themselves either true or false. Their truth or falsity is a function of the logical interpretation given to the variables \(K\) and \(R\), just as the truth or falsity of a conditional equation in algebra is a function of the numerical values given to the variables in such an equation. They may therefore be called ‘propositional functions’ (to use a term of Russell’s), since they become definite propositions (true or false) only when definite ‘values’ are given to the variables \(K\) and \(R\). (Huntington 1913, p. 526)

                  


                On the same page, Huntington introduces a system 
                           \((K,R)\), which seems to be closely related to Carnap’s formal models:

                  
                    These derived theorems, like the original postulates, will be propositional functions, whose truth or falsity depends on the values given to the variables \(K\) and \(R\). All that the process of logical deduction tells us, is that if the original postulates are true for certain values of the variables, then all the derived theorems will be true for the same values: In other words, if any given system (K, R) has all the properties stated in the postulates, then it will also have all the properties stated in the theorems. (Huntington 1913, p. 526)

                  


                Although Huntington’s systems look like Carnap’s models, there is one important difference: for Huntington, meaning is given to the propositional functions not by replacing the meaningless terms by meaningful ones, but rather by giving meaning to the meaningless terms through definitions:

                  
                    [I]f we give \(K\) and \(R\) the following values:

                  


                  	
                      1)
                      
                        
                                       \(K =\) the class of ordinary spheres (including the null spheres);

                      
                    
	
                      2)
                      
                        
                                       \(R =\) the relation of inclusion (so that ‘\(A R B\)’ means ‘\(A\) inside of \(B\)’);

                      
                    


                  
                    then all the postulates will be found true (\(\ldots \)) (Huntington 1913, p. 526)

                  


                So the variables in Huntington’s propositional functions are not variables in Carnap’s sense (or at least not unambiguously so).
It is clearly apparent, however, that other American Postulate Theorist do use Carnapian variables. Consider the following passage from Keyser, for example:

                  
                    The statements, \(2 +5= 7\), \(3 + 6= 7\), are propositions, one of them true, the other one false; but the statement, \(x + y =7\), is neither true nor false; it is not a proposition but is a propositional function.

                  


                
                  
                    To derive propositions from propositional functions it is evidently necessary to substitute for the variables present in the latter what we may call constants, or terms of definite meaning (\(\ldots \)) (Keyser 1918, p. 262)

                  


                We can see Carnap’s AA as building on this tradition.
5.3 Tarski
Although there are, therefore, a number of ways in which formal axiomatics expresses itself,Footnote 19 we will argue that Tarski’s axiomatics was still truly contentual in the 1930s and especially in Wb. First, this can be seen from some of Tarski’s own remarks. Second, it is apparent from the fact that he replaces constants expressing primitive notions by variables in axioms in order to obtain propositional functions. At the same time, the fact that Tarski replaced those constants by variables may well indicate that he tried to connect to the practice of formal axiomatics, which agrees with Jané’s observations (Jané 2006, p. 33).
To begin with, in Wb we find the following reference to propositional functions, which makes clear that Tarski regarded axioms as propositions (sentences):

                  
                    [I]t should be emphasized that the authors mentioned [Hilbert, Ackermann, Bernays, Schönfinkel] relate this concept [of correct or true sentence in an individual domain] not to sentences, but to sentential functions with free variables (because in the lower functional calculus which they use there are no sentences in the strict sense of the word) (\(\ldots \)). (Tarski 1933; translation Tarski 1956a, p. 199, n. 3)

                  


                It makes no sense to ask about the construction of the definition of true sentence, according to Tarski, when the axioms are not sentences, and hence cannot be true or false (see also Mancosu et al. 2009, p. 431):Footnote 20
                        

                  
                    It remains perhaps to add that we are not interested here in ‘formal’ languages and sciences in one special sense of the word ‘formal’, namely sciences to the signs and expressions of which no material sense is attached. For such sciences the problem here discussed has no relevance, it is not even meaningful. We shall always ascribe quite concrete and, for us, intelligible meanings to the signs which occur in the languages we shall consider. [Footnote: Strictly speaking this applies only to the signs called constants (\(\ldots \))] (Tarski 1933, 1956a, p. 166/167; Tarski 1956b)

                  


                Further on Tarski repeats that the constants of his language are meaningful, adding also that these meanings are determinate:

                  
                    It has already been mentioned (p. 167) that we are here interested exclusively in those deductive sciences which are not ‘formal’ in a quite special meaning of this word. I have, moreover, brought forward various conditions of an intuitive not a formal nature–which are satisfied by the sciences here investigated: a strictly determinate and understandable meaning of the constants, the certainty of the axioms, the reliability of the rules of inference. (Tarski 1933, 1956a, p. 211)

                  


                We may conclude on the basis of these passages, and without any hesitation, that Tarski did not consider constants in Wb mere placeholders, but that he did indeed ascribe meaning to constants.
Other, less direct evidence for Tarski’s view of axiomatics can be found in other of his works. For example, in Tarski (1937b) and Tarski (1937a) (both referred to in Mancosu 2006, p. 243), Tarski explains the “deductive method.” In Tarski (1937a) axiom systems are put forward in the classical way: primitive terms are expressions of a given discipline that are immediately understandable (p. 118), and axioms are statements of that discipline that have the appearance to us of evidence and which we accept as true. Tarski offers a small example of such a theory and notes that the axioms do not (in this case) capture all of what we know about the objects denoted by the primitive terms:

                  
                    Our miniature deductive theory [on the congruence of line sequences] rests upon a suitable selected system of primitive terms and axioms. Our knowledge of the things denoted by the primitive terms, that is, of the segments and their congruence, is very comprehensive and is by no means exhausted by the adopted axioms. (Tarski 1941, p. 121/122) (translation of Tarski 1937a)

                  


                In other words: the theory is meaningful and the primitive terms denote.
It is only in making a step towards the introduction of models that Tarski shows signs of an approach of formal axiomatics in the sense of Pieri and Padoa:

                  
                    [I]n deriving theorems from axioms, we make no use whatsoever of this knowledge [our knowledge of the things denoted by primitive terms and axioms], and behave as though we did not understand the content of the concept involved in our considerations, and as if we knew nothing about them that had not been expressly asserted in the axioms. (Tarski 1941, p. 122) (translation of Tarski 1937a)

                  


                Only then, as a final step, does Tarski replace the constants by variables, thus obtaining axioms with variables in Carnap’s sense that are propositional functions. In Tarski (1936) (p. 278) Tarski similarly replaces constants by variables in an explicit way.
This replacement, though clearly an act that has a syntactic counterpart, differs essentially from, for example, the kind of substitution discussed above in Sect. 5.2 in that it is not obtained by following some rule of inference within the system. Tarski does not formally derive propositional functions from his axioms, but rather performs the replacement extrasystematically.
The description in Tarski (1937b) is very similar: the primitive terms have meaning and the axioms are true propositions (p. 96). Only for the introduction of models, does Tarski replace the constants in the axioms by variables (or rather: he imagines the constants to be replaced by variables):

                  
                    Let us imagine that in the axioms and theorems of the constructed science, we have replaced everywhere the primitive terms with corresponding variables (\(\ldots \)). The laws of the science have ceased to be propositions and have become what in contemporary logic are called propositional functions. (\(\ldots \)) Considering arbitrary objects, one can examine whether they satisfy the axiom system transformed in the way described, that is if the names of these objects, once put in place of the variables, turn these propositions into true propositions; if this turns out to be the case we say that these objects form a model of the axiom system under consideration. (Tarski 1937b, p. 101/102; as quoted in translation in Mancosu 2006, p. 215; Cf. Tarski 1941, p. 126)Footnote 21
                              

                  


                We see that, in addressing the notion of model, Tarski focuses on propositional functions with variables in Carnap’s sense—for they can be substituted. However, Tarski seems to regard as axioms not these, but rather the propositions from which they were obtained.


6 Conclusion
Earlier research has suggested that working within the universalist tradition prevents one from conducting semantic and model theoretical investigations. One may thus be inclined to think that Tarski’s Wb exhibits a different stance towards universal languages than, for example, Carnap’s earlier AA. However, in Tarski’s approach it is not his stance towards universal languages, i.e. concerning whether a language can be cut into fragments, that seems most characteristic, but rather how he cut it. Tarski’s fragments are languages themselves. That is to say: they are closed under derivation rules. In Carnap’s approach, by contrast, it is even essential that the considered fragments not be closed under derivation rules, because giving meaning to axiom systems happens by way of substitution.
This substitutional approach to model theory connects closely to one specific take on formal axiomatics, according to which axioms are considered as propositional functions. It is clear that the languages studied by Tarski in Wb are not axiom systems according to this take of formal axiomatics.
However, certain other practices within formal axiomatics also do not agree with Tarski’s in the 1930s, because his approach in that period was still truly contentual, despite some suggestions to the contrary in the literature. Therefore, the difference between the ways in which Tarski and Carnap cut languages seems historically significant. It shows that Carnap’s work connected directly to a tradition within formal axiomatics, whereas Tarski’s did not.



                                

                        
                    

                    Notes
	In Proops (2007) another five senses are identified in connection with Russell’s work.


	Rodríguez-Consuegra does not claim, though, that this remark on ordinary language is based on Wb.


	Although Tarski claims here that a complete system of mathematical logic is a universal language, it is important to maintain the distinction between these two notions. Nowadays one could argue that ZF set theory is a complete system of mathematical logic, but it is clear that we cannot straightforwardly claim that it is a universal language in the sense expressed in the above passage, because it is a first-order language.


	This is not to say that De Rouilhan’s claim is correct. See Loeb (2014a).


	For a more detailed overview, see Reck (2007), Loeb (2014b).


	However, unlike in Tarski’s division, neither of the fragments is in principle limited by any (finite) type.


	Possibly extended with certain constants. See AA, p. 89.


	The translations are the author’s, unless otherwise stated.


	Rather than giving a somewhat vague list of some differences, as we did in the previous section.


	Also, this condition can be found more explicitly in (Tarski 1930, p. 69/70).


	This is only a rough distinction, according to Carnap, because it does not take into account “the three principle kinds of substitution”, namely substitution (1) for free variables, (2) for bound variables, and (3) for constants (!). (Carnap 1937, p. 190).


	Note that the set of all propositional functions that are part of the language of an axiom system is thus a strict subset of its consequences in Carnap’s approach.


	Note that not all terms were necessarily seen as placeholders.


	This view that certain associations to formal representations are made at will is not restricted to Italian logicians, nor to the early period of formal axiomatics. For example, also in Kattsoff (1936), one of the American Postulate Theorists, we find the idea that in an (abstract) axiom system one may take the assumptions to be true (at will). In contrast to Pieri and Padoa, Kattsoff thus attaches a truth value at will to a whole assumption, and not a meaning to a primitive symbol that occurs within the assumptions.


	Among the American Postulate Theorists are Huntington, Veblen, Langford, and Keyser (Scanlan 1991, p. 981; Scanlan 2003, p. 312ff). It is characteristic of the American Postulate Theorists that they axiomatised specific fragments of mathematics, such as geometry (rather than formalising all of mathematics), and did so in a way that was fully explicit with respect to the used (primitive) terms. They also investigated properties of their systems, such as independence and categoricity (Scanlan 1991, p. 981/982).


	See Mares 2011 for a historical and philosophical overview of the notion of propositional function.


	One reason to focus here on Huntington’s practice is that he is mentioned by Carnap in his discussion of axiom systems (Carnap 2000, p. 88). Carnap also mentions Hilbert (Carnap 2000, p. 87), but not in the context of a specific approach to axiomatics. Reck emphasises Hilbert’s influence on Carnap with respect to the approach to axiom systems, and consequentially characterises AA as the synergy of the influence of Frege and Russell on the one hand, and Hilbert on the other (Reck 2007, p. 2).


	Huntington’s postulates correspond to Carnap’s axioms. This difference of terminology is not relevant to our purpose here.


	In the current context it is relevant to consider Ajdukiewicz’s take on axiomatics, given his influence on Tarski (Mancosu et al. 2009, p. 134; Betti 2008, p. 61 ff). His take seems to go beyond what we have identified as formal axiomatics, because—much as in our current practice in logic—none of the terms he considers have meaning:

                      
                        It is customary to say that the axioms of formalized, deductive sciences are statements or sentences, sentential functions etc. Our own view does not allow to say so. (\(\ldots \)) A symbol is a sentence (\(\ldots \)) if among its components there is an element which has intuitive sense and which expresses an assertion or denial. Since no such element with intuitive meaning is a component of formalized axioms, none of them may be regarded as a sentence in the intuitive sense. (I use the term “sentence” in its widest sense, in which it may be a statement, utterance, propositional function etc.). (Ajdukiewicz 1921, p. 14 (of Eng. trans.))

                      


                    Thus Ajdukiewicz not only refrains from regarding axioms as propositions (“sentences”), but declines even to regard them as propositional functions (“sentential functions”). One of the reasons for this is that, according to Ajdukiewicz, the logical symbols are not endowed with meaning (Ajdukiewicz 1921, p. 20).


	Betti’s suggestion (Betti 2008, p. 69) that by “meaningful sentence” one could read “well-formed sentence”, which she bases on a footnote in Tarski (1930), is not enough to enable a rejection of the claim that Tarski was working contentually. For Tarski’s contentual approach is indicated here not by his use of the words “meaningful sentence”, but rather by his remark that the notion of truth is not relevant for languages that are formal in the sense that no material sense is attached to signs and expressions (Tarski 1933, 1956b, p. 166).


	Note therefore that for Tarski, contrary to Carnap’s practice, a model is formed not by the substituted terms, but rather by the objects they denote.
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