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                     Abstract
We saw in Chap. 2 that words have specific contexts of use. Pairs of words like strong and tea or powerful and computer are not random associations but the result of a preference. A native speaker will use them naturally, while a learner will have to learn them from books – dictionaries – where they are explicitly listed. Similarly, the words rider and writer sound much alike in American English, but they are likely to occur with different surrounding words. Hence, hearing an ambiguous phonetic sequence, a listener will discard the improbable rider of books or writer of horses and prefer writer of books or rider of horses (Church and Mercer 1993)
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These keywords were added by machine and not by the authors. This process is experimental and the keywords may be updated as the learning algorithm improves.
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	1.Some authors now use the term pointwise mutual information to mean mutual information. Neither Fano (1961) nor Church and Hanks (1990) used this term and we kept the original one.
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