2. The Stochastic Integral
in General Hilbert Spaces
(w.r.t. Brownian Motion)

This chapter is a slight modification of Chap. 1 in [FKO01].
We fix two separable Hilbert spaces (U, (, >U) and (H, (, >) The first part
of this chapter is devoted to the construction of the stochastic Ito integral

/ o) dW(s), te (0.,
0

where W (t), t € [0,T], is a Wiener process on U and ® is a process with
values that are linear but not necessarily bounded operators from U to H.

For that we first will have to introduce the notion of the standard Wiener
process in infinite dimensions. Then there will be a short section about mar-
tingales in general Hilbert spaces. These two concepts are important for the
construction of the stochastic integral which will be explained in the following
section.

In the second part of this chapter we will present the Itd formula and
the stochastic Fubini theorem and establish basic properties of the stochastic
integral, including the Burkholder-Davis—Gundy inequality.

Finally, we will describe how to transmit the definition of the stochastic
integral to the case that W(t), t € [0,T], is a cylindrical Wiener process. For
simplicity we assume that U and H are real Hilbert spaces.

2.1. Infinite-dimensional Wiener processes

For a topological space X we denote its Borel o-algebra by B(X).

Definition 2.1.1. A probability measure p on (U, B(U)) is called Gaussian
if for all v € U the bounded linear mapping

v :U—R
defined by

ur (u, )y, u€l,
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has a Gaussian law, i.e. for all v € U there exist m := m(v) € R and o :=
o(v) € [0, 00[ such that, if o(v) > 0,

(z—m)?

22 da  for all A € B(R),

n—1 — (v _ 1 e~
(10 ()7 (A) = e € 4) = —— [

and, if o(v) =0,
no (’U/)_1 = 5m(v)-
Theorem 2.1.2. A measure i on (U,B(U)) is Gaussian if and only if

i) = / O p(dv) = v =3Quuly -y g
U

where m € U and Q € L(U) is nonnegative, symmetric, with finite trace (see
Definition B.0.3; here L(U) denotes the set of all bounded linear operators
on U).

In this case p will be denoted by N(m, Q) where m is called mean and Q
is called covariance (operator). The measure u is uniquely determined by m
and Q.

Furthermore, for all h,g € U

[ b (o) = o
[ ety = (m ) (@ 9)0 — (mgho) utda) = (@h.g)o.

Jllz = mli uda) = er.
Proof. (cf. [DPZ92]) Obviously, a probability measure with this Fourier trans-

form is Gaussian. Now let us conversely assume that p is Gaussian. We need
the following:

Lemma 2.1.3. Let v be a probability measure on (U,B(U)). Let k € N be
such that

/}<Z,$>U|k v(dr) <oo VzeU.
U

Then there exists a constant C' = C(k,v) > 0 such that for all hy,..., hy € U

[ by G| v(da) < € i+ [l
U
In particular, the symmetric k-linear form

U3 (hy,....hy) — /(hl,:c>U~--<hk,x>U v(dr) €R

s continuous.
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Proof. For n € N define

u,:{zeUlly%xwﬁumwgn}

U:DW
n=1

Since U is a complete metric space, by the Baire category theorem, there
exists ng € N such that U,, has non-empty interior, so there exists a ball
(with centre zg and radius rg) B(zg,70) C Up,. Hence

By assumption

/ |<zo +y,x>U‘k v(de) <ng Vye B(0,rg),
U

therefore for all y € B(0, 7o)
[ Nyl via) = [ [+ yoa)o - ool vido)
U U

< Qkfl/ (20 +y,x>U|k v(dzr) + 2k71/ |<ZO,$>U|k v(dz)
U U
< 2kn0

Applying this for y := rgz, z € U with |z|y = 1, we obtain

/ |<z,x>U|lc v(dz) < 2Fngrg .
U

Hence, if hy,...,h; € U \ {0}, then by the generalized Holder inequality

/<hlx> <hkx> v(da)
vl \lPilo™ /¢ lhelv” /o
1/k & 1/k
h b h
< /<1,x> v(dx) /<k,x> v(dx)
U |h1|U U U |hlc‘U U

§2kn07"0_k,

and the assertion follows. O

Applying Lemma 2.1.3 for £ =1 and v := p we obtain that

Ush — /(h,m}U p(dz) €R

is a continuous linear map, hence there exists m € U such that

/U<$,h>U w(dz) = (m,h) Y heH.



8 2. Stochastic Integral in Hilbert Spaces

Applying Lemma 2.1.3 for £ = 2 and v := y we obtain that

U2 5 (hn, hy) /(x,h1>U<a:,h2>U u(dz) — (m, hado (m, ha)u

is a continuous symmetric bilinear map, hence there exists a symmetric Q) €
L(U) such that this map is equal to

U? 3 (hi,ha) — (Qh1,ho)y.

Since for all h € U

@t = [ e ntan) — ( [no u(dx>)2 >0,

Q is positive definite. It remains to prove that @ is trace class (i.e.

tr@ := Z<Q€i,€i>U < o0

i=1

for one (hence every) orthonormal basis {e; | i € N} of U, cf. Appendix B).
We may assume without loss of generality that g has mean zero, i.e. m =0
(e U), since the image measure of p under the translation U 3  — z —m is
again Gaussian with mean zero and the same covariance (). Then we have for
all h € U and all ¢ € (0, 00)

1 e b@hhyy _ / (1 = cos(h, z)y) p(dz)
U

< / (1 = cos(h, z)u) p(dz) +2u({z € U | x|y > c})
{lzlu<e}

<%/ [(h,2)o|” p(dz) +2u({z € U |folu > ¢})  (21.1)
{lz|u<c}

(since 1 — cosz < %xz) Defining the positive definite symmetric linear oper-

ator Q. on U by
(Quhi, ha)u :=/ (h1, 2o - (hay @)y p(da),  ha,ho €T,
{lzlu<c}

we even have that Q. is trace class because for every orthonormal basis {eg |
k € N} of U we have (by monotone convergence)

Z<chk7ek>U = /{ |

k=1

oo

Slera)putds) = [ ol ptae)

<ct =1 {lzlu<c}

§02<oo.
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Claim: There exists ¢y € (0,00) (large enough) so that Q < 2log4 Q., (mean-
ing that (Qh, h)y < 2log4{(Q.,h, h)y for all h € U).

To prove the claim let ¢y be so big that u({x evU | x|y > CO}) <
h € U such that (Q.,h, h)y < 1. Then (2.1.1) implies

1
3 Let

1 _ e~ 3{Qhh)u < 1 1 _3

4 4

[\

hence 4 > e2(@mMu o (Qh,h)y < 2log4. If h € U is arbitrary, but

(Qcoh, h)u # 0, then we apply what we have just proved to h/(Q.,h, h)é and
the claim follows for such h. If, however, (Q. h,h) = 0, then for all n € N,
(Qeonh,nh)yy = 0 < 1, hence by the above (Qh, h)y < n~?2log 4. Therefore,
(Qeoh, h)uy = 0 and the claim is proved, also for such h.

Since @), has finite trace, so has () by the claim and the theorem is proved,
since the uniqueness part follows from the fact that the Fourier transform is
one-to-one. O

The following result is then obvious.

Proposition 2.1.4. Let X be a U-valued Gaussian random wvariable on a
probability space (Q, F, P), i.e. there exist m € U and Q € L(U) nonnegative,
symmetric, with finite trace such that Po X' = N(m, Q).

Then (X, u)y is normally distributed for all uw € U and the following state-
ments hold:

. E((X,u>U) = (m,u)y for allu e U,
. E((X —myu)y - (X —m, U)U) = (Qu,v)y for all u,v € U,
. E(||X —m||2U) =trQ.

The following proposition will lead to a representation of a U-valued
Gaussian random variable in terms of real-valued Gaussian random variables.

Proposition 2.1.5. If Q € L(U) is nonnegative, symmetric, with finite trace
then there exists an orthonormal basis ey, k € N, of U such that

Qek = )\k6k7 )\k = 07 ke N7
and 0 is the only accumulation point of the sequence (Ag)ken-

Proof. See [RS72, Theorem VI.21; Theorem VI.16 (Hilbert—Schmidt theorem)].
O

Proposition 2.1.6 (Representation of a Gaussian random variable).
Let m € U and Q € L(U) be nonnegative, symmetric, with trQ < oo. In
addition, we assume that ey, k € N, is an orthonormal basis of U consist-
ing of eigenvectors of Q@ with corresponding eigenvalues A\, k € N, as in
Proposition 2.1.5, numbered in decreasing order.
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Then a U-valued random wvariable X on a probability space (2, F,P) is
Gaussian with Po X' = N(m, Q) if and only if

X = Z VArBrer +m  (as objects in L*(Q, F, P;U)),
keN

where B, k € N, are independent real-valued random variables with Pof, " =
N(0,1) for all k € N with Ay > 0. The series converges in L*(Q, F, P;U).

Proof.
1. Let X be a Gaussian random variable with mean m and covariance Q.

Below we set {, ) :=(, )u.

Then X = >, (X, ex)er in U where (X, eg) is normally distributed with
mean (m, e) and variance A, k € N, by Proposition 2.1.4. If we now define

VK

e Foew)_mer) if e N with Ay > 0
i =0 eR else,

then we get that Poﬁk_1 = N(0,1) and X = >, .y VAkBrex +m. To prove
the independence of (i, k € N, we take an arbitrary n € N and a; € R,
1 < k < n, and obtain that for c:= =370 | | A= (m, ex)

axfPr = — (X, e, +C<X, ek>+c
; k:z1 \ )‘k< > k=1, V A
A #0 AL#0

which is normally distributed since X is a Gaussian random variable. There-
fore we have that Gy, k£ € N, form a Gaussian family. Hence, to get the
independence, we only have to check that the covariance of 3; and f;,
1,7 €N, i # 7, with A; # 0 # A;, is equal to zero. But this is clear since

1 1

E(B:3;) = \/TT)VE«X —m,e) (X —m,e;)) = \/T—)\j<Q6u€j>
i

= 7<€i,€j> =0

VAN

for i # j.
Besides, the series Y, _; v/ AxBker, n € N, converges in L?(Q, F, P; U) since
the space is complete and

E<Hk§ mgkekug) - éAkE(W) - é}nAk.

Since ) oy Ak = tr@ < oo this expression becomes arbitrarily small for
m and n large enough.
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2. Let ex, k € N, be an orthonormal basis of U such that Qeir = Apes,
k € N, and let Ok, k € N, be a family of independent real-valued Gaussian
random variables with mean 0 and variance 1. Then it is clear that the

series ZZ=1 VABrer +m, n € N, converges to X := 3, -V AxBrer +m
in L2(Q,F, P;U) (see part 1). Now we fix u € U and get that

<Z VkBrer + m,u> = > VABiler, u) + (m,u)
k=1 k=1

is normally distributed for all n € N and the sequence converges in
L?(Q, F, P). This implies that the limit (X, u) is also normally distributed
where

BE((X,u)) = E(Z VA Bi (e, u) + <m7u>)

keN

n—oo

= lim E(Z \/)\kﬂk@k,u)) + (m,u) = (m,u)
k=1
and concerning the covariance we obtain that

B(((X,0) — m,w) (X, 0) = (m,v)))
lim E(i VAR Brer, u) i \/ﬁﬁ/&%@)
k=1 k=1

n—oo

=3 Melews w) (e v) = 3 (Qep, ) (e, v)
keN keN

=" (er, Qu){ex, v) = (Qu, o)
keN

for all u,v € U.

By part 2 of this proof we finally get the following existence result.

Corollary 2.1.7. Let Q be a nonnegative and symmetric operator in L(U)
with finite trace and let m € U. Then there exists a Gaussian measure | =

N(m,Q) on (U,B(U)).

Let us give an alternative, more direct proof of Corollary 2.1.7 without using
Proposition 2.1.6. For the proof we need the following exercise.

Exercise 2.1.8. Consider R™ with the product topology. Let B(R*>) denote
its Borel g-algebra. Prove:

(i) B(R®) = o(n | k € N), where 7, : R — R denotes the projection on
the k-th coordinate.
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(ii) 12(R) (;: {(mk ren € R ‘ Zxk < oo}) € B(R™).

(iii) B(R®)NI*(R) = o (mk ;2 | k €N).
(iv) Let I?(R) be equipped with its natural norm

o0

lolle o= (3002)" = (wunen € (R,

k=1
and let B(lQ(R)) be the corresponding Borel o-algebra. Then:

B(I*(R)) = B(R*®) N I*(R).

Alternative Proof of Corollary 2.1.7. Tt suffices to construct N(0,Q), since
N(m,Q) is the image measure of N(0,Q) under translation with m. For
k € N consider the normal distribution N(0,A;) on R and let v be their
product measure on (R>, B(R*)), i.e

v=[]NOA) on (R® BR>®)).
keN

Here Ak, k € N, are as in Proposition 2.1.5. Since the map g : R* — [0, o0]
defined by

oo
=Y a7, &= (vk)ren € R®
k=1

is B(R*°)-measurable, we may calculate

/w g(z) v(dz) = Z/xi N, M) (dzg) =Y Mg < 0.
k=1 k=1

Therefore, using Exercise 2.1.8(ii), we obtain v({*(R)) = 1. Restricting v to
B(R>*) N I2(R), by Exercise 2.1.8(iv) we get a probability measure, let us
call it /i, on (I*(R),B(1*(R))). Now take the orthonormal basis {e; | k € N}
from Proposition 2.1.5 and consider the corresponding canonical isomorphism
I:1*(R) — U defined by

I(z) = Zxkelm x = (xp)keN € ZQ(R).
k=1
It is then easy to check that the image measure
pi=pol™" on (UBU))

is the desired measure, i.e. p = N(0,Q). O
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After these preparations we will give the definition of the standard Q-Wiener
process. To this end we fix an element @) € L(U), nonnegative, symmetric and
with finite trace and a positive real number 7.

Definition 2.1.9. A U-valued stochastic process W (t), t € [0,T], on a prob-
ability space (2, F, P) is called a (standard) Q-Wiener process if:

e W(0) =0,
e W has P-a.s. continuous trajectories,
e the increments of W are independent, i.e. the random variables
W(t1), W(t2) = W(t),..., W(tn) = W(tn-1)
are independent for all 0 <t < --- <t, <T,n €N,

e the increments have the following Gaussian laws:
Po (W(t) - T/V(s))f1 =N(0,(t—s)Q) forall0 <s<t<T.

Similarly to the existence of Gaussian measures the existence of a -Wiener
process in U can be reduced to the real-valued case. This is the content of the
following proposition.

Proposition 2.1.10 (Representation of the Q-Wiener process). Let e,
k €N, be an orthonormal basis of U consisting of eigenvectors of QQ with cor-
responding eigenvalues A, k € N. Then a U-valued stochastic process W (t),
t €[0,T], is a Q-Wiener process if and only if

W(t) =Y vV bBe(t)er, te0,T], (2.1.2)

keN

where B, k € {n € N | X\, > 0}, are independent real-valued Brownian
motions on a probability space (,F,P). The series even converges in
L? (Q,S’:,P; c(]0,T], U)), and thus always has a P-a.s. continuous modifica-
tion. (Here the space C([O,T], U) is equipped with the sup norm.) In particu-
lar, for any Q as above there exists a Q-Wiener process on U.

Proof.

1. Let W (¢t), t € [0,T], be a Q-Wiener process in U.
Since Po W (t)~! = N(0,tQ), we see as in the proof of Proposition 2.1.6

that
W(t)=> VAbr(t)er, te[0,T],
keN
with W (o)
. ’Ek . .
Bult) == if k€ Nwith A\, >0
=0 else,
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for all ¢ € [0,T]. Furthermore, P o 3;'(t) = N(0,t), k € N, and B(t),
k € N, are independent for each ¢ € [0, T].

Now we fix k& € N. First we show that Sx(t), ¢ € [0,7T], is a Brownian
motion:

If we take an arbitrary partition 0 = tg < t;1 < --- < t, < T, n € N, of
[0,T] we get that

Br(t1), Br(tz) — Br(tr),- ., Be(tn) — Be(tn-1)

are independent for each k € N since for 1 < j < n

Bie(t;) — Br(tj—1) = {({E<W(tj) —Wi(tj-1),ex) if X >0,

else.

Moreover, we obtain that for the same reason P o (8x(t) — ﬂk(s))fl =
N@O,t—s)for 0<s<t<T.

In addition,

- \/%<W(t),ek> — (1)

is P-a.s. continuous for all £ € N.
Secondly, it remains to prove that G, k € N, are independent.

We take k1,...,kn € N, n €N, k; # k; if ¢ # j and an arbitrary partition
O0=to<t1 <... <ty <T, meN.

Then we have to show that

O’(ﬁkl (lfl), .. aﬁkl (tm)>7 RN U(ﬁk” (tl), L. ’ﬁkn (tm))

are independent.
We will prove this by induction with respect to m:

If m =1 it is clear that S, (¢t1),..., 0k, (t1) are independent as observed
above. Thus, we now take a partition 0 =ty < t; < ... < tpy1 < 7T and
assume that

(B (t1)5 -+ Bhy (tm)) -5 0 (Br, (1) -+, B (tm))
are independent. We note that
O’(ﬂkl (tl)a cey 6]% (tm)7 ﬁki (tm-l—l))
= O-(ﬁki (t1>7 R 5]61 (tm)u ﬂki (tm+1) - /Bk-b (tm))a 1 < v < n,

and that

B, (t ) — B, (t )_{ f\k,<W(tm+1)_W(tm)7eki>U if A, >0,
ki (tm1) = B, (tm) = ;

0 else,
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1 < i < n, are independent since they are pairwise orthogonal in
L?(Q,F, P;R) and since W (t m+1) — W (tm) is a Gaussian random vari-
able. If we take 4; ; € B(R), 1 <i < n, 1< j<m+1, then because of the
independence of o(W(s) | s < tm) and o (W (tmt1) — W(tm)) we get that

P(({Bru(t1) € A, o, By, (tm) € Aim,
1=1
ﬁki (t7n+1) - ﬁki (tm) S Ai,7n+1})

=P( N5 GAJ}ﬂﬂ{ﬁk ts1) = B (bm) € Aimsr})

ea(W(s)|s<tm) € o (W(tms1) = W(tm))
=P(ﬁ ﬁ{ﬂkz € Ais})- (ﬁ{ﬁkiwmm ~ Bt (tm) € Aimi1})
:<-ﬁlp(ﬁ{ﬂk € A; ,J})>

(HP{ﬂk ) = B (t) € Aiin )

=TTP () (30t & 40} 0 (Bultns) = B b) € A}

and therefore the assertion follows.

. If we define

W(t):=> VAeBr(t)er, te[0,T],

keN

where G, k € N, are independent real-valued continuous Brownian motions
then it is clear that W (t), t € [0, T], is well-defined in L?(Q2, F, P;U). Be-
sides, it is obvious that the process W (t), ¢t € [0,T], starts at zero and
that

Po(W(t)—=W(s) ' =N(0,(t—5)Q), 0<s<t<T,

by Proposition 2.1.6. It is also clear that the increments are independent.

Thus it remains to show that the above series converges in
L*(Q,F,P;C([0,T),U)). To this end we set

N
w) = Z \ )\kﬁk (t, w)ek
k=1
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for all (t,w) € Q7 :=[0,7] x Q and N € N. Then WV, N € N, is P-a.s.
continuous and we have that for M < N

E( sup HWN(t) —WM(t)H?]) :E( sup f: )\kﬂz(t))

te[0,T] te[0,T] k=M1

N N
< Y ME(sup Bi()<e > M

k=M1 t€[0,T] k=M1

where ¢; = E(sup,c(o 7] 7(t)) < oo because of Doob’s maximal inequal-

ity for real-valued submartingales. As Z/\k =tr@ < oo, the assertion

keN
follows. O

Definition 2.1.11 (Normal filtration). A filtration F;, t € [0,7], on a
probability space (2, F, P) is called normal if:

e Fy contains all elements A € F with P(A4) = 0 and
o Fi=Fip =) F.foralltelo,T].
s>t

Definition 2.1.12 (Q-Wiener process with respect to a filtration).
A @Q-Wiener process W (t), t € [0,T], is called a @Q-Wiener process with respect
to a filtration Fy, t € [0, T, if:

e W(t), te[0,T],is adapted to Fy, t € [0,T], and
o W(t) — W(s) is independent of Fs for all 0 < s <t < T.

In fact it is possible to show that any U-valued Q-Wiener process W (t),
t €10,T], is a @-Wiener process with respect to a normal filtration:
We define

N:={AeF|PA) =0}, Fi =0(W(s) |s<t)
and  F9 := o (F UN).
Then it is clear that

Foo= ()70, tel0,T], (2.1.3)

s>t
is a normal filtration and we get:
Proposition 2.1.13. Let W(t), t € [0,T], be an arbitrary U-valued Q- Wiener

process on a probability space (Q, F, P). Then it is a Q-Wiener process with
respect to the normal filtration Fy, t € [0,T], given by (2.1.3).
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Proof. Tt is clear that W (t), t € [0,T], is adapted to F%, t € [0,T]. Hence we
only have to verify that W (¢) — W (s) is independent of F, 0 < s <t < T. But
if we fix 0 < s <t < T it is clear that W(t) — W (s) is independent of Fy since
O'(W(tl), W(tg), ey W(tn))
=o(W(t1), W(ts) = W(t1),..., W(tn) — W(tn—1))

for all 0 < <y < oor <tp < Of course, W (t) — W(s) is then also
independent of F9. To prove now that W(t) — W (s) is independent of F; it
is enough to show that

P({W(t) —W(s)e A} N B) = P(W(t) - W(s) € A) - P(B)

for any B € F, and any closed subset A C U as £ := {A C U | A closed}
generates B(U) and is stable under finite intersections. But we have

P({W(t) ~W(s)e A} N B)
_ E(IA o (W(t) —W(s)) - 13)

— 1im E(Kl — ndist (W(t) — W(s),A)) v0}13>

n—oo

n—oo MmMm—0o0

lim lim E([(l — ndist (W(t) — W(s + %),A)) v 0} 13)

= lim lim E((l—ndist(W(t)—W(s+gl),A)) vo) . P(B)

n—oo Mm—00

= P(W(t) — W(s) € A) - P(B),

since W (t) — W (s+ 1) is independent of .7:"3 1 D Fsif mislarge enough. O

m

2.2. Martingales in general Banach spaces

Analogously to the real-valued case it is possible to define the conditional
expectation of any Bochner integrable random variable with values in an
arbitrary separable Banach space (E, || ||). This result is formulated in the
following proposition.

Proposition 2.2.1 (Existence of the conditional expectation). Assume
that E is a separable real Banach space. Let X be a Bochner integrable E-
valued random variable defined on a probability space (2, F, P) and let G be a
o-field contained in F.
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Then there exists a unique, up to a set of P-probability zero, Bochner inte-
grable E-valued random variable Z, measurable with respect to G such that

/ X dP = / ZdP forall A€g. (2.2.1)
A A

The random variable Z is denoted by E(X | G) and is called the conditional
expectation of X given G. Furthermore,

IEC 19 < E(IX] ] 9).

Proof. (cf. [DPZ92, Proposition 1.10, p. 27]) Let us first show uniqueness.

Since FE is a separable Banach space, there exist [,, € E*, n € N, separating
the points of E. Suppose that Z;, Zs are Bochner integrable, G-measurable
mappings from €2 to F such that

/XdP:/ZldP:/ngP forall A e€g.
A A A
Then for n € N by Proposition A.2.2
/ (Zn(Zl) — ln(Zg)) dP =0 forall Aeg.
A

Applying this with A ={ ) (Zg)} and A := {1,(Z1) < 1,(Z2)} it

ln(Z
follows that 1,,(Z1) = 1,(Z2) P-a

= ﬂ{mzl) = 1,(Zs)}

neN

has P-measure one. Since [,,, n € N, separate the points of E; it follows that
Z1 = Z2 on Qo.

To show existence we first assume that X is a simple function. So, there
exist x1,...,zy € E and pairwise disjoint sets Ay,..., Ay € F such that

N
X = zla,.
k=1

Define
N
Z:=> x,E(la, | G).
k=1

Then obviously Z is G-measurable and satisfies (2.2.1). Furthermore,

N

N
121 < Dl B(La, | 6) = B(Y lalita,
k=1

k=1

G) =E(IX|||6). (222)
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Taking expectation we get
E(1Z]) < E(IX1). (223)

For general X take simple functions X,,, n € N, as in Lemma A.1.4 and
define Z,, as above with X,, replacing X. Then by (2.2.3) for all n,m € N

E(1Zn = Znll) < E(I1Xn = X)),

s0 Z :=lim,, o Z, exists in L'(Q, F, P; E). Therefore, for all A € G

/XdP: lim /XndP: lim anP:/ZdP.
A A A A

n—oo n—oo

Clearly, Z can be chosen G-measurable, since so are the Z,. Furthermore, by
(2.2.2)

|EX [ 9)]| = 121l = tim | Z,] < lim E(|X,] | 6) = E(IX]|| ).

where the limits are taken in L!(P). O
Later we will need the following result:

Proposition 2.2.2. Let (E1,&1) and (E2, &) be two measurable spaces and
U : F1 xFEy — R a bounded measurable function. Let X1 and X5 be two random
variables on (Q,F, P) with values in (E1,&1) and (Ea2, &) respectively, and
let G C F be a fixed o-field.

Assume that X1 is G-measurable and X5 is independent of G, then

E(¥(X1,X2) | G) = ¥(X))

where )
U(x1) = BE(¥(z1, Xy)), 21 € By

Proof. A simple exercise or see [DPZ92, Proposition 1.12, p. 29]. O

Remark 2.2.3. The previous proposition can be easily extended to the case
where the function ¥ is not necessarily bounded but nonnegative.

Definition 2.2.4. Let M(t), t > 0, be a stochastic process on (2, F, P) with
values in a separable Banach space F, and let F;, t > 0, be a filtration on
(Q,F,P).

The process M is called an Fy-martingale, if:

o E(|[M(t)]) < oo for all t >0,
e M(t) is Fy-measurable for all ¢t > 0,

o E(M(t) | Fs) = M(s) P-as. for all 0 < s < t < oo.
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Remark 2.2.5. Let M be as above such that E(||M(t)]]) < oo for all t €
[0,T]. Then M is an Fi-martingale if and only if I(M) is an Fy-martingale
for oll I € E*. In particular, results like optional stopping etc. extend to
FE-valued martingales.

There is the following connection to real-valued submartingales.

Proposition 2.2.6. If M(t), t > 0, is an E-valued Fy-martingale and p €
[1,00), then HM(t)Hp, t >0, is a real-valued F;-submartingale.

Proof. Since E is separable there exist I, € E*, k € N, such that ||z| =
supl(z) for all z € E. Then for s <t

(M| ) > sup B((My) | F)
= suply(E(M: | 7))

= Sl;plk(Ms) = || M.

This proves the assertion for p = 1. Then Jensen’s inequality implies the
assertion for all p € [1,00). O

Theorem 2.2.7 (Maximal inequality). Let p > 1 and let E be a separable
Banach space.
If M(t), t € [0,T], is a right-continuous E-valued Fi-martingale, then

1

E M)|” )pé P E(|M®)]7))"
(2 m 1)) < 525 (20200

1

= ()

Proof. The inequality is a consequence of the previous proposition and Doob’s
maximal inequality for real-valued submartingales. O

Remark 2.2.8. We note that in the inequality in Theorem 2.2.7 the first
norm is the standard norm on LP (Q,]:,P;C'([O,T];E)), whereas the second
is the standard norm on C’([O,T];LP(Q,]:,P;E)). So, for right-continuous
E-valued Fi-martingales these two norms are equivalent.

Now we fix 0 < T < oo and denote by M2 (E) the space of all E-valued
continuous, square integrable martingales M (t), t € [0, T. This space will play
an important role with regard to the definition of the stochastic integral. We
will use especially the following fact.



2.3. The definition of the stochastic integral 21

Proposition 2.2.9. The space M2(FE) equipped with the norm

Mg = s ](E<||M<t>|2))5 ~ (B(M@)R)°

< (B(sw 1M()7)" <2 B(IMD)IP)*.

t€[0,T)
is a Banach space.
Proof. By the Riesz Fischer theorem the space L? (Q,}', P;C([O,T],E)) is

complete. So, we only have to show that M2 is closed. But this is obvious
since even L'(§), F, P; E)-limits of martingales are martingales. O

Proposition 2.2.10. LetT > 0 and W (t), t € [0,T], be a U-valued Q- Wiener
process with respect to a normal filtration Fy, t € [0,T], on a probability
space (Q,F,P). Then W(t), t € [0,T], is a continuous square integrable Fy-
martingale, i.e. W € MZ(U).

Proof. The continuity is clear by definition and for each ¢ € [0, T] we have that
E(IW®)]|}) = ttrQ < oo (see Proposition 2.1.4). Hence let 0 < s <t < T
and A € F;. Then we get by Proposition A.2.2 that

</W dPu> /W W (s),u), dP

= P(4) [(W (1) = W(s),u),, P =0

for all w € U as Fy is independent of W(t) — Wi(s) and
E((W(t) — W(s),u)y) = 0 for all u € U. Therefore,

/W £) dP = /W W(t) — W(s)) dP

:/AW(S) dP+/AW(t)f

= / W(s) dP, for all A € F;.
A

2.3. The definition of the stochastic integral

For the whole section we fix a positive real number T" and a probability space
(Q,F, P) and we define Qp := [0,T] x Q and Pr := dx ® P where dz is the
Lebesgue measure.

Moreover, let @ € L(U) be symmetric, nonnegative and with finite trace
and we consider a Q-Wiener process W (t), ¢ € [0, T], with respect to a normal
filtration F, t € [0,T].
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2.3.1. Scheme of the construction of the stochastic
integral

Step 1: First we consider a certain class £ of elementary L(U, H)-valued
processes and define the mapping

Int: & — MZ(H) =M%
O [l ®(s)dW(s), tel0,T].

Step 2: We prove that there is a certain norm on £ such that
Int: & — M3

is an isometry. Since M2 is a Banach space this implies that Int can be
extended to the abstract completion £ of £. This extension remains isometric
and it is unique.

Step 3: We give an explicit representation of &.

Step 4: We show how the definition of the stochastic integral can be ext-
ended by localization.

2.3.2. The construction of the stochastic integral
in detail

Step 1: First we define the class £ of all elementary processes as follows.

Definition 2.3.1 (Elementary process). An L = L(U, H)-valued process
®(t), t € [0,T], on (2, F, P) with normal filtration F;, t € [0, 7], is said to be
elementary if there exist 0 =ty < --- <t =T, k € N, such that

k—1
) =Y Plyy, b, t€[0,T],

m=0
where:

o &, :Q — L(U,H) is F;, -measurable, w.r.t. strong Borel o-algebra on
LU H),0<m< k-1,

e &, takes only a finite number of values in L(U,H), 1 < m < k — 1.

If we define now

1

> O (W(tmar At) =W (tm AL)), t€[0,T],

k—
m=0

Int(®)(¢) ::/O O(s) dW (s) :=

(this is obviously independent of the representation) for all ® € £, we have
the following important result.
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¢
Proposition 2.3.2. Let ® € £. Then the stochastic integral / O(s) dW(s),
0

t € [0,T], defined in the previous way, is a continuous square integrable mar-
tingale with respect to Fy, t € [0,T], i.e.

Int : £ — M3
Proof. Let ® € £ be given by

k—1
(I)(t) = Z (I)ml]tm,tm+1](t)? te [O?T]a
m=0

as in Definition 2.3.1. Then it is clear that

t k—1
t— /0 D(s) dW (s) = Z Dy (W (g1 At) — Wty A L))

m=0

is P-a.s. continuous because of the continuity of the Wiener process and the
continuity of ®,,(w): U — H,0 < m < k— 1, w € Q. In addition, we get for
each summand that

[ @ (W a7 ) = Wit A 0)

Pl L, |W (b At) = W (Em AT)]],-

t
Since W (t), t € [0,T], is square integrable this implies that / O(s) dW (s) is
0

square integrable for each ¢ € [0, T7.

To prove the martingale property we take 0 < s <t < T and a set A from
Fo. I {Pp(w) | w € Q} := {L,..., L} } we obtain by Proposition A.2.2
and the martingale property of the Wiener process (more precisely using
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optional stopping) that

k—1
/ D (Wt At) = W(tm At)) AP
Am—O

- Z /A<I>m(W(tm+1 As§) =W (tm As)) AP

o<m<k—1,
tm+1<8

km
+ LT (W (tya1 At) — W(t,, At)) AP
2: E:u[;q¢m_L7} j ( ( +1 ) ( »

o<m<k—1, j=1
s<tm+1

- ¥ /@m(W(th/\s)—W(tm/\s)) ap
o<m<k—1,"4
tm+1<8

ki

+ > ZL;”/ W (tma1 At) — W(tm At) dP
o<m<k—1, j=1 AN{®n=L]"}
———

S<tm+41
s EFsVitm

- Z /A<I>m(W(tm+1 As) = W(tm As)) dP

o<m<k—1,
tm41<$

k‘m
+ > ZL;."/ W(tmi1 As) — W (tm As) dP

o<m<k—1, j=1 Aﬂ{¢>m=L;"}
tm <s<tm41

k—1
_ /A S B (W (tmss A s) = Wit A 5)) dP.
m=0

O

Step 2: To verify the assertion that there is a norm on & such that Int:

& — M2 is an isometry, we have to introduce the following notion.

Definition 2.3.3 (Hilbert—Schmidt operator). Let ex, & € N, be an or-
thonormal basis of U. An operator A € L(U, H) is called Hilbert-Schmidt

if
Z(Aek, Aey) < 0.

keN

In Appendix B we take a close look at this notion. So here we only sum-
marize the results which are important for the construction of the stochastic

integral.
The definition of a Hilbert—Schmidt operator and the number

Az, = (Tlderl?)’

keN
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are independent of the choice of the basis (see Remark B.0.6(i)). Moreover,
the space Lo (U, H) of all Hilbert—Schmidt operators from U to H equipped
with the inner product

<A, B>L2 = Z<Aek, B€k>
keN

is a separable Hilbert space (see Proposition B.0.7). Later, we will use the
fact that ||Allz2v,m) = ||A*| L2 (#,0), Where A* is the adjoint operator of A
(see Remark B.0.6(i)). Furthermore, compositions of Hilbert—Schmidt with
bounded linear operators are again Hilbert—Schmidst.

Besides we recall the following fact.

Proposition 2.3.4. If Q € L(U) is nonnegative and symmetric then there
erists exactly one element Q% € L(U) nonnegative and symmetric such that
Q% o Q% =Q.

If, in addition, tr Q < co we have that Q2 € Ly(U) where ||Q%||%2 =tr@
and of course Lo Q2 € Ly(U, H) for all L € L(U, H).
Proof. [RS72, Theorem V1.9, p. 196] O

After these preparations we simply calculate the MZ-norm of

/t d(s) dW (s), t € [0,T7,
0

and get the following result.

Proposition 2.3.5. If & = an_:lo @y, tsa] B8 an elementary L(U, H)-
valued process then

Proof. If we set Ay, := W(ty41) — W(t,,) then we get that

‘/Okp(s)dvv(s) ;T:EO/OT (s) AW (s) ) (HZ¢> AmH )

:E(§||q>mAm|%I)+2E( S @nln @)
m=0

o<m<n<k—1

2

T
= E(/ H(D(S)OQ%Hi ds) =: ||q)||% ( “Ité-isometry” ).
M2, 0 :

[ ot awes)

0

Claim 1:
k—1 k—1
E(31@mAnlE) = 3 (tni1 — tw) E(1@m 0 QF13,)
m=0 m=0

- /OTE(H(I)(S) o Q%||i2) ds
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To prove this we take an orthonormal basis fi, k € N, of H and get by the
Parseval identity and Levi’s monotone convergence theorem that

E(”q)mAmHH ZE ‘I) Aﬂ’hfl ZE( Avmq):nfl }th))~
leN leN

Taking an orthonormal basis ex, k € N, of U we obtain that

O fr = (fi, Pmer) ey

keN

Since (f;, ®mex) g is Fy, -measurable, this implies that &7, f; is F; -measurable
by Proposition A.1.3. Using the fact that o(A,,) is independent of F;,
obtain by Lemma 2.2.2 that for P-a.e. w € Q

BB @i | Fi) @) = B((Ars @) f1)y)
= (b1~ ) (@1 (@)). B () fr)

since E((Am, w)3) = (tms1 — tm){(Qu,w)y for all u € U. Thus, the symmetry
of Q2 finally implies that

B(|@nAnlf) = Y B(E((An, ®5fi | Fi.) )

m

leN
= (tms1 — tm) > E((Q®}, f1. O} f)U)
leN
= (tm+1 - tm) ZE(HQ%CI):nle2U>
leN
= (t’m-‘rl (H mOQ ) Lo(H, U))

= (tm+1 — tm)E<H<I>m °Q? ||iQ(U,H))'

Hence the first assertion is proved and it only remains to verify the following
claim.

Claim 2:
E(®mnAm, ®,0,)g) =0, 0<m<n<k—1

But this can be proved in a similar way to Claim 1:

E((@p A, @A) 1) = E(E(<<p;q>mAm,An>U | ]—"tn))

_ / B ({(#(0)@0 (@) A (@), An),, ) P(dw) =0,
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since E((u, An>U) =0 for all u € U (see Proposition 2.2.2). Hence the asser-
tion follows. O

Hence the right norm on € has been identified. But strictly speaking || ||
is only a seminorm on &. Therefore, we have to consider equivalence classes of
elementary processes with respect to || |7 to get a norm on &. For simplicity
we will not change the notation but stress the following fact.

Remark 2.3.6. If two elementary processes ® and ® belong to one equiva-
lence class with respect to || |7 it does not follow that they are equal Pr-a.e.
because their values only have to correspond on Q%(U) Pr-a.e.

Thus we finally have shown that
It : (&, ] I7) = (M7 [ llez.)

is an isometric transformation. Since £ is dense in the abstract completion &
of & with respect to || ||z it is clear that there is a unique isometric extension
of Int to &.

Step 3: To give an explicit representation of & it is useful, at this moment,
1
to introduce the subspace Uy := Q= (U) with the inner product given by

(ug,v0)o = <Q_%U0»Q_%UO>U,

ug, vg € Uy, where Q*% is the pseudo inverse of Q% in the case that @ is not
one-to-one. Then we get by Proposition C.0.3(i) that (Up,(, )o) is again a
separable Hilbert space.

The separable Hilbert space Lz(Up, H) is called LS. By Proposition C.0.3(ii)
we know that Q2 gy, k € N, is an orthonormal basis of (Uo7 (, >0) if gr,, k € N,

is an orthonormal basis of (Ker Q%)L. This basis can be supplemented to a
basis of U by elements of Ker Q%. Thus we obtain that

Ly = |Lo Q%HLz for each L € LY.

Define L(U,H)o == {T|y, | T € L(U,H)}. Since Q% € Ly(U) it is clear
that L(U, H)y C LY and that the || ||p-norm of ® € € can be written in the

following way:
T 3
@7 = (E( JRLET d))

Besides we need the following o-field:
Pri=o({s,t] x F, [0< s <t <T, F € £} U{{0} x Fy | Fy € Fo})

= U(Y :Qr - R ’ Y is left-continuous and adapted to
Fi, t€10,17]).
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Let H be an arbitrary separable Hilbert space. If Y : Qp — H is PT/B(fI)-
measurable it is called (H-)predictable.

If, for example, the process Y itself is continuous and adapted to Fi,
t €[0,T], then it is predictable.

So, we are now able to characterize &.

Claim: There is an explicit representation of £ and it is given by
N (0,T; H) := {®:[0,T] x Q — LY | ® is predictable and ||®||r < oo}
=L*([0,T] x Q,Pr,dt ® P; L3).

For simplicity we also write N3,(0,T) or N3, instead of N2 (0,T; H).
To prove this claim we first notice the following facts:

1. Since L(U, H)o C LY and since any ® € € is L3-predictable by construction
we have that & C N3,.

2. Because of the completeness of LY we get by Appendix A that
Ny = L*(Qr, Pr, Pr; LY)
is also complete.

Therefore N7, is at least a candidate for a representation of £. Thus there
only remains to show that € is a dense subset of N3,. But this is formulated
in Proposition 2.3.8 below, which can be proved with the help of the following
lemma.

Lemma 2.3.7. There is an orthonormal basis of LY consisting of elements
of L(U,H)o. This implies especially that L(U, H)o is a dense subset of LY.

Proof. Since @) is symmetric, nonnegative and tr@Q < oo we know by
Lemma 2.1.5 that there exists an orthonormal basis ex, & € N, of U such
that Qer = Aper, A\ = 0, k € N. In this case Q%e; = vV Ager, k € N with
Ak > 0, is an orthonormal basis of Uy (see Proposition C.0.3(ii)).

If fi, K € N, is an orthonormal basis of H then by Proposition B.0.7 we
know that

1 .
f] ® V )\kek = fj<\/ )‘keka'>Uo = kaj<ek7'>U7 ]7k € N7 >\k > 07

form an orthonormal basis of L3 consisting of operators in L(U, H). But, of
course,

1
span(fj Rek | 7,k € N with Ay > O) =L9.

VA
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Proposition 2.3.8. If ® is a LY-predictable process such that ||®||7 < oo then
there exists a sequence ®,, n € N, of L(U, H)g-valued elementary processes
such that

|& —®,|lr — 0 asn — occ.
Proof. Step 1: If ® € N3, there exists a sequence of simple random variables
@, =Y, Lilay, A} € Pr and L} € L3, n € N, such that

| —®,llr — 0 asn — oco.

As LY is a Hilbert space this is a simple consequence of Lemma A.1.4 and
Lebesgue’s dominated convergence theorem.

Thus the assertion is reduced to the case that ® = L1, where L € L and
A€ Pr.
Step 2: Let A € Pr and L € LY. Then there exists a sequence L,, n € N, in
L(U, H)o such that

[IL14 — Lylallr — 0 asn — oo.

This result is obvious by Lemma 2.3.7 and thus now we only have to consider
the case that ® = L14, L € L(U, H)y and A € Pr.
Step 3: If ® = L1y, L € L(U,H)oy, A € Pr, then there is a sequence o,
n € N, of elementary L(U, H)o-valued processes in the sense of Definition 2.3.1
such that

IL1g — @,|lr — 0 as n — oo.

To show this it is sufficient to prove that for any € > 0 there is a finite union

N
A= U A,, of pairwise disjoint predictable rectangles

n=1
Ape{ls, ] x F, |0<s<t<T, F,e F,JU{{0} x Fy | Fpe Fo} = A
such that
PT((A\A)U (A\A)) < e.

For then we get that ZnN:1 L1,, differs from an elementary process by a
function of type 1;0yxp, With Fy € Fo, which has || - [|p-norm zero and

N 9 T N
HLlA SO L2 VN (I E(/O HL(lA -y 1An>
n=1 n=1
Hence we define

K= {UAl

i€l

2
ds> <elL),.
L9 2

2

I is finite and A; € A, i € I}.

Then K is an algebra and any element in K can be written as a finite disjoint
union of elements in A. Now let G be the family of all A € Py which can
be approximated by elements of I in the above sense. Then G is a Dynkin
system and therefore Pr = o(K) =D(K) C G as K C G. O
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Step 4: Finally the so-called localization procedure provides the possibility
to extend the definition of the stochastic integral even to the linear space

® is predictable with

P( [ 106y a5 < o) = 1}.

For simplicity we also write Ny (0, T) or Ny instead of Ny (0, T; H) and Ny
is called the class of stochastically integrable processes on [0, T].

The extension is done in the following way:

For ® ¢ Ny we define

Nw(0,T; H) := {cp (Qp — LY

t
T 1= inf{t €1[0,T] / [ ®(s)]|3o ds > n} NT. (2.3.1)
0 2

Then by the right-continuity of the filtration F, t € [0, T], we get that

{rn <t} = ﬂ{rn<t+;}

meN

N U A{[reRasn) e

meN ¢e[0,t+ L [NQ

€F4 by the real Fubini theorem

EF, v+l 1 and decreasing in m

Therefore 7,,, n € N, is an increasing sequence of stopping times with respect
to Fy, t € [0,T], such that

(/ 110,71 (s )HL[) ds) n < o0o.

In addition, the processes 1jg ,,,|®, n € N, are still LY-predictable since 1j0,7]
is left-continuous and (F;)-adapted or since

10, 7] := {sw EQT’0<5 (w)}

( s,w) € Qp | Ta(w) < séT}U{O}xQ)C

(U x {1 <)) U{0} x Q) € Pr.

a Q €F,

EPr

Thus we get that the stochastic integrals

/0 1or (5)8(s) dW(s), te[0,7],
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are well-defined for all n € N. For arbitrary ¢ € [0, T] we set

/ O(s) dW (s) ::/ Lo,7,,1(8)®(s) dW (s), (2.3.2)
0 0

where n is an arbitrary natural number such that 7, > t. (Note that the
sequence T,,, n € N, even reaches T P-a.s., in the sense that for P-a.e. w € Q)
there exists n(w) € N such that 7,(w) =T for all n > n(w).)

To show that this definition is consistent we have to prove that for arbitrary
natural numbers m < n and ¢ € [0, 7]

/ 1o, (5)(s) AW (s) = / Lo, (5)B(s) AW (s) P-aus.
0 0

on {7y, =t} C {7, > t}. This result follows from the following lemma, which
implies that the process in (2.3.2) is a continuous H-valued local martingale.

Lemma 2.3.9. Assume that ® € N3, and that T is an F;-stopping time such
that P(t < T) = 1. Then there exists a P-null set N € F independent of
t €10, T] such that

/0 1jo,+1(s)®(s) AW (s) = Int(1j9 -1 P) (t) = Int(P)(T A t)
= /TM‘I’(S) AW (s) on N for all t € [0,T).
0

Proof. Since both integrals which appear in the equation are P-a.s. continuous
we only have to prove that they are equal P-a.s. at any fixed time ¢ € [0, T].
Step 1: We first consider the case that ® € £ and that 7 is a simple stopping
time which means that it takes only a finite number of values.

Let 0=ty <t1 <--- <t <T, keN, and

k—1
@ = Z ¢m1]tm7tm+l]

m=0

where @, : Q@ — L(U, H) is F;, -measurable and only takes a finite number
of values for all 0 <m < k — 1.

If 7 is a simple stopping time there exists n € N such that
7(Q) = {ag,...,a,} and

n
T = E alej
=0

where 0 < a; < aj41 < T and A; = {r =a,} € Fa;- In this way we get that



32 2. Stochastic Integral in Hilbert Spaces

1};,71® is an elementary process since

k—1
Loy (5)®(s) = > @onlye,, b)) (5)

m=0
k-1 n

- Z Z 1AJ (I)ml]tm,tm+1]ﬁ]aj,T](s)
m=0 j=0
k-1 n

= ]-A]- ém ]-]tm\/aj,thrl\/aJ](s)
m=0 j=0 S~

Ftm Va -measurable

and concerning the integral we are interested in, we obtain that
t

| 106 awis) = [ o) aws) — [ a8 aw(s)

k—1
=3 P (Wltmgr At) = W(tm At))
m=0
k—1 n
=Y ) 14,00 (W((tm+1 Vaj)At) = W((tm Vaj) A t))
m=0 j=0
k—1
=3 O (Wltmg1 At) = W(tm A1)
m=0
k—1 n
_ ZlAJq)m(W((tm“ \/T)/\t)*W((tm\/T)/\t))
m=0 j=0
k—1
=Y Pp(W(tmgr At) = W(tm At))
m=0
k—1
- P (W((tmﬂ VT)AL) =W ((tm V1) A t))
m=0
k—1
-3 o, (V[/(tm+1 AE) — W (tm A1)
m=0

=W ((tmgr VT)AL) = W ((tm V T) /\t))

kol tAT
:T;‘I’m (W(tm+1 ATNE) =W (tm AT A t)) = /O ®(s) dW(s).

Step 2: Now we consider the case that ® is still an elementary process while
7 is an arbitrary stopping time with P(r < T) = 1.
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Then there exists a sequence

2" —1

Tn = Z T(k + 1)27n1]Tk27n7T(k+1)27n] oT, n e N,
k=0

of simple stopping times such that 7,, | 7 as n — oo and because of the
continuity of the stochastic integral we get that

/OTHM D(s) AW (s) —— /OTM O(s) dW(s) P-as.

Besides, we obtain (even for non-elementary processes ®) that

T
2 n—00
110,71 ® = 10,1 ®|| 1 = E(/O L7 r ()1 2(s)l7g dS) —0,

which by the definition of the integral implies that

E(H / o (8)(s) AW (s) — / o (5)0(5) AV (s)

for all ¢t € [0, T]. As by Step 1

/ Lo.m)(5)(s) AW (s) = /T" B(s) dIW(s), neN, te 0,7,
0 0

the assertion follows.
Step 3: Finally we generalize the statement to arbitrary ® € N3, (0,7):

If ® € N3 (0,7T) then there exists a sequence of elementary processes ®,,,
n € N, such that

n—oo

(|, — @l —— 0.
By the definition of the stochastic integral this means that
/ D, (s) AW (s) == / d(s) dW(s) in M2 .
0 0

Hence it follows that there is a subsequence ng, k € N, and a P-null set N € F
independent of ¢ € [0,T] such that
t . t
/ D, (5) dW(s) =—= [ ®(s)dW(s) on N°©
0 0

for all ¢t € [0,T] and therefore we get for all ¢ € [0, T that

/T 3, (s) dW(s) £ / ®(s) dW(s) P-as.
0 0
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In addition, it is clear that

0,71 ®n = 10,7 @llz — 0

which implies that for all ¢ € [0, T

E(H/o Hort(3)n(s) W) = /0 19,7 (s)®(s) AW (s)
As by Step 2

/ 10,1 (5)®n, (5) AW (s) = / B, (s) AW (s) P-as.
0 0

for all £ € N the assertion follows. O

Therefore, for m < n on {r,, >t} C {r, >t}

/ 101, ()0 (s) AW (5) = / 1o 1, (5)0(s) AW (s)
0 0

t

:/ 1]0,77,1](5)1]0,7n](5)¢(5) dW(s):/ l]O,Tm](s)CI)(s) dW(s) P-as.,
0 0

where we used Lemma 2.3.9 for the second equality. Hence the definition is
consistent.

Remark 2.3.10. In fact it is easy to see that the definition of the stochastic
integral does mot depend on the choice of T,, n € N. If 0,, n € N, is another
sequence of stopping times such that op, T T as n — oo and 1)9,,1P € N3,
for all n € N we also get that

t

/0 ®(s) dW(s) = lim L0,0,,1(5)®(s) AW (s) P-a.s. for all t € [0,T].

n—oo 0

Proof. Let t € [0,T]. Then we get that on the set {7, > t}

/ B(s) AW (s) = / Lo, (5)(s) AW (s)
0 0

tAop
= lim Lio,7,.1(5)®(s) dW (s)
n—oo 0
tATm
= lim 10,0, (5)®(s) dW (s)

n—oo 0

t

= lim L0,0,,1(5)®(s) AW (s) P-a.s.. O

n—oo 0
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2.4. Properties of the stochastic integral

Let T be a positive real number and W (t), t € [0,T], a @Q-Wiener process as
described at the beginning of the previous section.

Lemma 2.4.1. Let ® be a LY-valued stochastically integrable process,
(H,|| llz) a further separable Hilbert space and L € L(H, H).

Then the process L(®(t)), t € [0,T], is an element of Nw (0, T; H) and

T T
L(/ (1) dW(t)) = / L(®(t)) dW(t) P-a.s.
0 0
Proof. Since ® is a stochastically integrable process and

|E@w)|

<L by 198 g,
awony S e, m 12l g

it is obvious that L(®(t)), t € [0,T7, is L2(Uy, H)-predictable and

P(/OTHL(q)(t))’

Step 1: As the first step we consider the case that ® is an elementary
process, i.e.

2

dt < oo> =1.
Ly (Uo, H)

k—1
(b(t) = Z q)ml]tm,tm+1](t)v te [07T]7
m=0

where 0 =tp <t; < -+ <t =T, &, : Q@ = L(U, H) F;,,-measurable with
|®m ()| < oo for 0 < m < k. Then

L</OT 10 dW(t)) = L(ICZ1 D (W (tmtr) — W(tm)))

m=0
k—1 T
= W;L(@m(W(th) - W(tm>)) =/O L(®(t)) dW(1).

Step 2: Now let ® € N2,(0,T). Then there exists a sequence ®,,, n € N, of
elementary processes with values in L(U, H)g such that

T 3
[®n — @[l = (E(/O 1@ () — @) dt)) i)

Then ~L(<I>n), n € N, is a sequence of elementary processes with values in
L(U,H)y and

[L(@n) = L(®)]| 7o < WLl (g7, | @0 — @l = 0.
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By the definition of the stochastic integral, Step 1 and the continuity of L we
get that there is a subsequence ng, k € N, such that

/ " L(@®) W) = tim [ L@, (1) W ()
0

k—oo Jq

~ lim L ( /O Yo, (1) dW(t)) —r (kli_)rr;o /0 Yo, (1) dW(t))

- L( /O o) dW(t)) P-as.

Step 3: Finally let ® € Ny (0,7).

Let 7,,, n € N, be a sequence of stopping times such that 7, T T as n — oo
and 1y9 ,,1® € N2 (0,7, H). Then 1y, 1L(®) € N2 (0, T, H) for all n € N and
we obtain by Remark 2.3.10 and Step 2 (selecting a subsequence if necessary)

/0 L(®(t)) dW(¢) = lim ; 10,7, () L(®(t)) AW (t)
T T
= lim_ L< /0 1o (H)D() dW(t)) = L(nlirlgo /0 1o (H)D() dW(t))

O

Lemma 2.4.2. Let ® € Nw(0,T) and f an (F;)-adapted continuous H-
valued process. Set

/O<f(t),<1>(t) dW(t)>::/0 B (1) AW (1) (2.4.1)

with .
Qs(t)(u) == <f(t),<1>(t)u>, u € Up.

Then the stochastic integral in (2.4.1) is well-defined as a continuous R-valued
stochastic process. More precisely, ®5 is a Pr/B(L2(Uo, R))-measurable map
from [0,T] x Q to La(Up, R),

1@ (8, )| a0y = 197 (@) £ (£, )0

for all (t,w) € [0,T] x Q and

T T
| 1850105 2t < s 170 | 10y dt <o P

tel0,T
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Proof. Since f is continuous, <i>f is clearly predictable. Let e, k € N, be an
orthonormal basis of Uy. Then for all (¢,w) € [0,7] x Q

oo

18 (8, )12, 0,y = D (S (8, w), Bt w)er)

k=1
- Z(cb*(t,w)f(t,w), er)

= 12" (t, W) f(t,w)lIE,,

<N (W) 1Z 1,00 1 (s ) 1
<N (W)L, (1,0 1 (8 @) 1
= 1@t W)l 7gllf (£ ),

where we used Remark B.0.6(i) in the last step. Now all assertions follow. O

Lemma 2.4.3. Let ® € Nw(0,T) and M(t) = fo W(s), t € [0,T7.
Define

a1y = [ 190l ds. e 0.7]

Then (M) is the unique continuous increasing (Fi)-adapted process starting
at zero such that ||[M(t)||> — (M), t € [0,T], is a local martingale. If ® €
NZ(0,T), then for any sequence

L={0=th<ti<.. <ty =T} 1€eN,
of partitions with

max(t! —t\ ;) = 0asl— oo
K2

Jim B (S IM(t ) — M) = (| | =0,
t]+1<t

Proof. For n € N let 7, be as in (2.3.1) and 7 an Fi-stopping time with
P[r < T] =1. Then by Lemma 2.3.9 for 0 :=7 A7, t € [0,T]
2)

E( /Om@(s) AW (s) 2) :EO
= ([ 1nareli a)
- ( ool as)

/O 0.0 8(s) AW (s)
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and the first assertion follows, because the uniqueness is obvious, since any
real-valued local martingale of bounded variation is constant.

To prove the second assertion we fix an orthonormal basis {e;|i € N} of H
and note that by the theory of real-valued martingales we have for each i € N

t
Jim B ’ > <ei,M(t§-+1)—M(t§-))§{—/ |®(s)*e:||F, ds| | =0, (2.4.2)
— 00 f <t 0

BEERS

since by the first part of the assertion and Lemmas 2.4.1 and 2.4.2

</ot<e“q)(s) dW(S)>H>t = /OtH‘I’(S)*eiIIQUO ds, te[0,7).

Furthermore, for all i € N

B (| 3 (b0 = MENE — [ 196"l s

1
tip st

<Y E ( /f“@,«p(s) dW<s>>H>2 v ( [le)al?, a)

l
tip St

_ Y & ( /tf;“ncb(s)*einf%o ds) oo (f1erelt, o)

1 p
tip1 St J

t
<2F (/ 12 (s) el ds)
0

which is summable over i € N. Here we used the isometry property of Int in
the second to last step. But

(2.4.3)

t
B | X 100250 = M - [ o) ds
<t

tl

JHIS
00 t
l 1\\2 * 2
—B (3| X e Mt ) - Mk - [ e e, ds
=G st 0

< (| 3t M)~ M — [ 10l ds

= l
=1 tipaSt

where we used Remark B.0.6(i) in the second step. Hence the second assertion
follows by Lebesgue dominated convergence theorem from (2.4.2) and (2.4.3).
O
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2.5. The stochastic integral for cylindrical
Wiener processes

Until now we have considered the case that W (t), t € [0,T], was a standard
Q-Wiener process where @) € L(U) was nonnegative, symmetric and with
finite trace. We could integrate processes in

Nw = {CI) cQr — LQ(Q%(U)7 H) | @ is predictable and

P </0T||c1>(s)||§g ds < oo> - 1}.

In fact it is possible to extend the definition of the stochastic integral to the
case that @) is not necessarily of finite trace. To this end we first have to
introduce the concept of cylindrical Wiener processes.

2.5.1. Cylindrical Wiener processes

Let @ € L(U) be nonnegative definite and symmetric. Remember that in
the case that @ is of finite trace the Q-Wiener process has the following
representation:
W(t)=> Br(ter, tel0,T],
keN

where eg, k € N, is an orthonormal basis of Q%(U) = Uy and G, k € N, is
a family of independent real-valued Brownian motions. The series converges
in L?(Q, F, P;U), because the inclusion Uy C U defines a Hilbert—Schmidt
embedding from (Uy, (, )o) to (U,{, )). In the case that @ is no longer of
finite trace one looses this convergence. Nevertheless, it is possible to define
the Wiener process.

To this end we need a further Hilbert space (Uy, (, )1) and a Hilbert—-Schmidt
embedding

J: (U(),< s >0) - (Ula < ) >1)

Remark 2.5.1. (Uy,(, )1)) and J as above always exist; e.g. choose Uy := U
and oy, €]0,00[, k € N, such that Y 7o | ai < co. Define J : Uy — U by

J(u) == Zak<u,ek>0 ex, u € Up.

k=1
Then J is one-to-one and Hilbert—Schmidt.

Then the process given by the following proposition is called a cylindrical
Q-Wiener process in U.
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1

Proposition 2.5.2. Let e;, k € N, be an orthonormal basis of Uy = Q2 (U)
and By, k € N, a family of independent real-valued Brownian motions. Define
Q1 :=JJ*. Then Q1 € L(U;y), Q1 is nonnegative definite and symmetric with
finite trace and the series

t) = iﬁk@)Jek, t € 10,7, (2.5.1)

converges in MQT(Ul) and defines a Q1-Wiener process on Uy. Moreover, we
have that QF (Ur) = J(Up) and for all ug € Uy

luollo = Q4 * Juolly = [l7uo] oo

1
i.e. J: Uy — Qi Uy is an isometry.

Proof. Step 1: We prove that W(t), t € [0,T], defined in (2.5.1) is a Q-
Wiener process in Uj.

If we set &(t) := B;(t)J(e;), j € N, we obtain that §;(t), t € [0,7], is a
continuous U;-valued martingale with respect to

G = a(go(ﬁxsns <),
t € [0,T1], since
E(Bi(t) | Gs) = E(B;(t) | o(Bj(u)|u < 5)) = Bj(s) forall0<s<t<T
as 0 (0(B;(w)|u < ) Uo(8;(2))) is independent of

o(Uotitti<s).

keN
k#j

Then it is clear that

) :Zﬂj(t)‘](ej)7 tG[O,T},

is also a continuous U;-valued martingale with respect to G;, t € [0,T]. In
addition, we obtain that

E | sup ||Z/63 (¢ )P | <4 sup E ||Zﬂj (¢ )T

te[0,T t€[0,T]

—47 Y J(e)Z mEn> 1.
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Note that ||J||2L2(UU’U1) = ZHJ(eJ)H? < 00. Therefore, we get the convergence
jEN

of Wy, (t), t € [0,T], in M2(Uy), hence the limit W (¢), t € [0,T], is P-a.s. con-
tinuous.

Now we want to show that P o (W (t) — W(s))~! = N(0, (t — s)JJ*). Anal-
ogously to the second part of the proof of Proposition 2.1.6 we get that
(W(t) — W(s),u1)1 is normally distributed for all 0 < s < ¢t < T and u; € Uy.
It is easy to see that the mean is equal to zero and concerning the covariance
of (W(t) —W(s),u1)1 and (W (t) — W(s),v1)1, ui,v1 € Uy, we obtain that

E(W(t) = W(s), ur)y(W(t) = W(s),v1)1)
= Z(f — s)(Jek,u1>1<Jek, 7)1>1

keN

= (t—=s) ) (er, J ur)oler, J v1)0

keN

= (t - S)<J*U,17 J*’U1>0 = (t — S)<JJ*U1,U1>1.

Thus, it only remains to show that the increments of W(t), t € [0,T], are
independent but this can be done in the same way as in the proof of Propo-
sition 2.1.10. . .

Step 2: We prove that Im Q7 = J(Up) and that ||ugllo = ||@Q; > Juol|1 for all
ug € Up. )

Since Q1 = JJ*, by Corollary C.0.6 we obtain that Q7 (U1) = J(Up) and that
||Q1_%u1|\1 = [[J 7 uyljp for all u; € J(Up). We now replace u; by J(ug),
ug € Uy, to get the last assertion, because J : Uy — U; is one-to-one. O

2.5.2. The definition of the stochastic integral
for cylindrical Wiener processes

We fix Q € L(U) nonnegative, symmetric but not necessarily of finite trace.
After the preparations of the previous section we are now able to define the
stochastic integral with respect to a cylindrical Q-Wiener process W (t), ¢t €
[0,T].

Basically we integrate with respect to the standard U;-valued Q1-Wiener
process given by Proposition 2.5.2. In this sense we first get that a process
®(t), t € [0,T], is integrable with respect to W (t), ¢t € [0, 77, if it takes values

in L2(Q1%(U1), H), is predictable and if

T
P / [®(s)> . ds < oo | =1.
0 Lo(QZ (Uh),H)
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But in addition, we have by Proposition 2.5.2 that Ql% (Uy) = J(Up) and that

(Juo, Jvo) = (Q; 2 Jug, Qq 2 Juvo)1 = (uo,vo)o

1
Q7 (Ur)
for all ug,vo € Uy (by polarization). In particular, it follows that Jeg, k € N,

1
is an orthonormal basis of Q7 (Uy). Hence we get that

® e LY = Ly(QF (U), H) <= ® o J™' € Ly(Q} (), H)

since
@7, = > (Peg, Dey)
keN
=Y (@0 (Jep), Do (Jey)) =[BT P
keN L2(QF (Ur),H)

Now we define
/th>(3) dW (s) := /t@(s)oJl dWw(s), te€0,T). (2.5.2)
0 0

Then the class of all integrable processes is given by
T
Ny = {<I> : Qp — LY | ® predictable and P(/ |®(s)]|30 ds < oo) = 1}
0 2

as in the case where W (t), ¢t € [0, T}, is a standard Q-Wiener process in U.
Remark 2.5.3.

1. We note that the stochastic integral defined in (2.5.2) is independent of
the choice of (U1, {, )1) and J. This follows by construction, since by
(2.5.1) for elementary processes (2.5.2) does not depend on J.

2. If Q@ € L(U) is nonnegative, symmetric and with finite trace the stan-
dard Q-Wiener process can also be considered as a cylindrical Q- Wiener
process by setting J = 1 : Uy — U where I is the identity map. In this
case both definitions of the stochastic integral coincide.

Finally, we note that since the stochastic integrals in this chapter all have a
standard Wiener process as integrator, we can drop the predictability
assumption on ® € Ny, and just assume progressive measurability, i.e. ®| 0,6]x Q
is B([0,]) ® F/B(L3)-measurable for all t € [0, 7], at least if (2, F, P) is com-
plete (otherwise we consider its completion) (cf. [WW90, Theorem 6.3.1]).

We used the above framework so that it easily extends to more general
Hilbert-space-valued martingales as integrators replacing the standard Wiener
process. Details are left to the reader.





