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Preface 

In mathematics, there are many methods for translating a difficult problem into 
an easier problem in a completely different setting. For example: 

• a logarithm function translates the difficult problem of multiplying two pos­
itive numbers into the easy problem of adding two different numbers; 

• a Galois connection translates the problem of solving an equation over an 
infinite field into the problem of finding all the subgroups of a finite group. 

A natural duality provides another method for translating difficult problems into 
easier ones. A natural duality can take a difficult, hard-to-visuahse problem in 
a class of algebras and translate it into an easier, pictorial problem in a different 
class of mathematical structures. For example, Priestley's duality [58] can 
be used to translate problems about distributive lattices into problems about 
ordered topological spaces. Over the past two decades, the theory of natural 
dualities has developed into a practical tool for studying algebras. 

There are 'classical' examples of duaUties dating from the 1930s and be­
yond: Pontryagin's duality for abelian groups [55], Stone's duality for Boolean 
algebras [63] and Priestley's duality for distributive lattices [56, 57]. The num­
ber of known dualities began to escalate in the early 1980s, when Davey and 
Werner [29] set out the general theory of natural dualities. This general theory 
encompassed nearly all previously known dualities and introduced methods for 
finding new dualities. 

While natural dualities have found varied applications in both algebra [8] 
and logic [1], the theory of natural dualities is a beautiful area of mathematics 
in its own right. Accordingly, there has been ongoing interest in understanding 
natural dualities at the theoretical level. 
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Primary theme: dualisability 

A finite algebra is said to be dualisable if it can be used to create a natural 
duality. The most fundamental problem in the theory of natural dualities is the 
Dualisability Problem, which asks: 'Which finite algebras are dualisable?' At 
present, the Dualisability Problem seems to be unsolvable. Indeed, it may be 
formally undecidable. The holy grail for natural-duality theoreticians is the 
Decidability Problem for Dualisability, which asks: Ts there an algorithm for 
deciding whether or not any given finite algebra is dualisable?' 

There are algorithms for deciding dualisability within certain special classes 
of algebras. For example, the dualisable two-element algebras have been char­
acterised by the second author [16, 8]. The dualisable commutative rings with 
identity have been completely described by Clark, Idziak, Sabourin, Szabo and 
Willard [14]. Davey, Idziak, Lampe and McNulty [23] have characterised dual­
isability within the class of graph algebras. The considerable effort and the 
different methods required to obtain these partial characterisations lead to the 
expectation that there is no general algorithm for deciding dualisability. 

There is a large class of algebras for which there is a simple description of the 
dualisable algebras, but for which there is no known algorithm for identifying 
them. Amongst the finite algebras that generate congruence-distributive vari­
eties, the dualisable algebras are precisely those with a near-unanimity term. 
(One half of this result was proved by Davey and Werner [29], and the other 
by Davey, Heindorf and McKenzie [22].) At present, it is not known whether 
there is an algorithm that can identify algebras with a near-unanimity term. 

In this text, we illustrate further the complexity of dualisability. We do this 
by studying duaUsability amongst the simplest algebras of all: unary algebras. 
A unary algebra is an algebra all of whose operations are unary. The simplicity 
of unary algebras, and their pictorial nature, makes them easy to work with. 
Nevertheless, from a duality-theory viewpoint, unary algebras are not particu­
larly well behaved. Perhaps surprisingly, we shall find that the class of unary 
algebras appears to reflect much of the complexity of dualisability. 

Secondary theme: strong dualisability 

A finite algebra is said to be strongly dualisable if it can be used to create a 
natural duality that is a special sort of dual category equivalence. The Strong 
Dualisability Problem— 'Which finite algebras are strongly dualisable?'—and 
the corresponding Decidability Problem for Strong Dualisability are unsolved, 
even within the class of dualisable algebras. However, much is known about 
strong dualisability, and a vast array of algebras have been shown to be strongly 
dualisable. 
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The richness of dualisability and strong dualisability for unary algebras is 
strikingly illustrated by a discovery of Hyndman and Willard [41]. They an­
swered an important question in duality theory by exhibiting an algebra that 
is dualisable but not strongly dualisable. Their algebra has just three elements 
and two unary operations! We shall see that the class of unary algebras is, in 
fact, an ideal place to search for pathological examples in duality theory. 

Relevant background 

This research-level text is a sequel to the foundational duality-theory text by 
Clark and Davey [8]. Nevertheless, this text can be used as a stand-alone 
introduction to the theory of natural dualities, with an emphasis on develop­
ments that have occurred since their text was published. A specially focused 
overview of the basic universal algebra, topology and category theory needed 
here can be found in the first chapter and appendices of the Clark-Davey text [8]. 
Comprehensive treatments of these background topics, well beyond what we 
require, may be found in the texts on universal algebra by G. Gratzer [34], 
Burris and Sankappanavar [5] and McKenzie, McNulty and Taylor [48], on 
topology by J. Dugundji [31] and J. L. Kelley [44], and on category theory 
by S. Mac Lane [46]. The notation we use largely follows that of Clark and 
Davey [8]. All specialised notation is hsted in the notation index. 

Chapter by chapter 

In Chapter 1, we briefly introduce finitely generated quasi-varieties and the 
theory of natural dualities. We also provide motivation for our study of the 
dualisability of unary algebras, by showing that the quasi-variety generated by 
a small unary algebra can be complicated. 

In this text, we will find that unary algebras are a rich source of examples 
and counterexamples for the study of some longstanding questions in duality 
theory. We shall develop techniques for creating dualisable and non-dualisable 
unary algebras, and then use these techniques to build examples to answer such 
questions as: 'Can a product of two dualisable algebras be non-dualisable?' 

Most of the tools that we will use to create examples are developed in Chap­
ters 2 and 3. In Chapter 2, we investigate ways in which certain binary homo-
morphisms of a finite algebra can guarantee its dualisability. In particular, we 
study binary homomorphisms that are lattice, flat-semilattice or group opera­
tions. We develop some general tools that we use to prove the dualisability of a 
large number of unary algebras. For example, we show that the endomorphisms 
of a finite cyclic group are the operations of a dualisable unary algebra. 

In Chapter 3, we completely solve the Dualisability Problem within the 
class of three-element unary algebras. The dualisable and non-dualisable three-
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element unary algebras are tightly entangled. Indeed, on the three-element set, 
there is a chain of six unary clones such that the corresponding unary algebras are 
alternately dualisable and non-dualisable. The intricacy of the characterisation 
of dualisability for three-element unary algebras suggests that the Dualisability 
Problem for unary algebras is difficult. The chapter also includes a proof that 
every finite unar (unary algebra with a single operation) is dualisable. 

Chapter 4 builds on the results in Chapter 3 by characterising strong dual­
isability within the class of three-element unary algebras. Amongst the dual­
isable three-element unary algebras, the strongly dualisable algebras can be 
characterised in two alternative ways: as those satisfying a weak injectivity 
condition, or as those avoiding three particular obstacles. This chapter also 
makes a contribution to the Full versus Strong Problem, A finite algebra is said 
to ht fully dualisable if it can be used to create a natural duality that is a dual 
category equivalence. While full dualisability is formally weaker than strong 
dualisability, we presently have no example that can differentiate them. The 
Full versus Strong Problem concerns the existence of such examples. We shall 
prove that full dualisability and strong dualisability are equivalent for three-
element unary algebras. We will also extend the example of Hyndman and 
Willard [41], by showing that there are many dualisable three-element unary 
algebras that are not strongly dualisable. Chapter 4 is our most technical chap­
ter. We return to the consideration of strong dualisability for unary algebras in 
Chapter 7. 

In the remainder of the text, we use the experience gained in the earlier chap­
ters to solve some general problems in duality theory. In Chapter 5, we show 
that there are many natural algebraic constructions under which dualisability 
is not always preserved. In particular, we find two dualisable unary algebras 
whose product is not dualisable. We also show that dualisability is not always 
preserved by taking homomorphic images or coproducts. In addition, this chap­
ter includes a characterisation of dualisability for p-semilattices. This allows 
us to give examples of dualisable algebras that are retracts of non-dualisable 
algebras. 

In Chapter 6, we solve several clone-theoretic problems in duality theory. 
We build on our example, from Chapter 3, of a chain of six unary clones that 
determine alternately dualisable and non-dualisable algebras. We show that, 
for any natural number n, there is a chain of n unary clones for which the 
corresponding algebras are alternately dualisable and non-dualisable. We also 
give an example of a non-dualisable algebra that can be obtained by adding a 
nullary operation to a dualisable algebra, and we find a non-dualisable entropic 
algebra. 
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Chapter 7 contains another alternating-chains result. Beginning from any fi­
nite unary algebra with at least two fundamental operations, there is an infinite 
ascending chain of finite algebras (under the subalgebra order) that are alter­
nately dualisable and non-dualisable. We obtain this result while characterising 
the finite algebras (of arbitrary type) that can be embedded into a non-dualisable 
algebra. The chapter concludes with a proof that every finite linear unary alge­
bra is strongly dualisable. Linear unary algebras form an important class that 
includes all unars. Consequently, this result generalises J. Hyndman's result 
that all finite unars are strongly dualisable [38]. 

In the appendix, we prove several important general theorems related to 
strong dualisability, including two results used extensively in Chapters 4 and 7. 
The appendix also gives a new approach to R. Willard's technical concept of 
rank [65], which is a finitary sufficient condition for strong dualisability. 

Acknowledgements 

This text is a modified version of the first author's PhD thesis [52], which 
was written under the supervision of the second author. The text provides a 
coherent treatment of a line of research within duality theory, much of which 
has appeared in a series of papers. 

Chapters 2 and 3 are based on papers by the authors and D. M. Clark [12,13]. 
Much of the rest of the text is based on papers by the authors [26, 50,51,53,54]. 
The presentation of Chapter 4 has been influenced by a paper written by the first 
author and J. Hyndman [40]. Section 5.1 is largely new. The results presented 
in Sections 6.1 and 6.2, on chains of alternately dualisable and non-dualisable 
clones, have not appeared elsewhere in print, nor has the proof in Section 7.3 
that linear unary algebras are strongly dualisable. Most of the appendix is also 
new. In particular, the concept of height is introduced here for the first time. 

The authors' joint work with David Clark has shaped much of the research 
reported here. We would like to thank David for his friendship and for the many 
fruitful collaborations. Thanks also to Jennifer Hyndman, who visited La Trobe 
University and showed us how she viewed 'enough algebraic operations' and 
'rank' for unary algebras. We must thank Ralph McKenzie, George McNulty 
and Ross Willard, whose positive reports on the first author's PhD thesis en­
couraged the authors to write this text. Finally, we wish to acknowledge the 
ongoing support of the Mathematics Department at La Trobe University. 

Jane Pitkethly and Brian Davey 

14 May, 2005 



1 

Unary algebras and dualisability 

Dualisability for unary algebras is surprisingly complicated. Even though indi­
vidual unary algebras are relatively simple and easy to work with, we shall see 
that as a class they have a rich and complex entanglement with dualisability. 
This combination of local simplicity and global complexity ensures that, for 
the study of natural duality theory, unary algebras are an excellent source of 
examples and counterexamples. 

The dualisability of an algebra depends on the structure of the quasi-variety it 
generates. We begin this preliminary chapter by briefly introducing the concept 
of a quasi-variety. Then, to illustrate the complexity that can be hidden inside a 
small unary algebra, we present two three-element unary algebras and explore 
the structure of the very different quasi-varieties they generate. It will be helpful 
to look back on these two concrete examples throughout the rest of this text, 
when we are working more generally. 

In the last three sections of this chapter, we introduce the notions of dualis­
ability, full dualisability and strong dualisability. These sections provide a brief 
overview of the areas of duality theory that we use in this text. 

!•! Quasi-varieties generated by finite algebras 

Many familiar classes of algebras can be formed as the quasi-variety generated 
by a finite algebra: for instance. Boolean algebras, bounded distributive lattices, 
semilattices and abelian groups of a given finite exponent. The theory of natural 
dualities provides a method for studying such classes. 

In this section, we give a quick introduction to quasi-varieties generated 
by finite algebras. (See the text by Clark and Davey [8] for a more detailed 
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introduction, and the text by V. A. Gorbunov [33] for an in-depth study of 
quasi-varieties in general.) We shall start from the more familiar notion of a 
variety. The variety Var(M) generated by a finite algebra M can be described 
in various ways. The variety Var(M) is simultaneously: 

• the class of all algebras (of the same type as M) that satisfy all the equations 
satisfied by M; 

• the smallest class of algebras that contains M and is closed under forming 
homomorphic images, subalgebras and products; 

• the class IHISP(M) consisting of all homomorphic images of subalgebras of 
powers of M. 

The quasi-variety generated by M has analogous descriptions. 
To give a syntactic description of the quasi-variety generated by M, we 

replace the notion of an equation with the notion of a quasi-equation. The 
Cancellative Law for semigroups, 

xz ^ yz ==> X ^ y, 

is an example of a quasi-equation. In general, a quasi-equation is an implica­
tion of the form 

{ai ^Ti) k • • • k {an ^ Tn) = ^ (J ^ r, 

for some n E u and terms a i , . . . , a^, n , . . . , r^i, cr, r of a given type. Since we 
can take n = 0 in this definition, an equation is a special sort of quasi-equation. 
An algebra satisfies a quasi-equation (of the same type as the algebra) if the 
implication holds in the algebra for all possible assignments of the variables in 
the terms. 

We can now define the quasi-variety generated by M to be the class of all 
algebras (of the same type as M) that satisfy all the quasi-equations satisfied 
by M. To give semantic descriptions of the quasi-variety generated by M, we 
require more definitions. 

The standard operators I, S and P are defined as follows. For each class % 
of algebras of the same type: 

• l{%) is the class of all isomorphic copies of algebras in %\ 

• S(3C) is the class of all subalgebras of algebras in %\ 

• P(3C) is the class of all products of algebras in %. 

For each class % of algebras, the class P(3C) contains the empty-indexed prod­
uct, which is a one-element algebra of the same type as %, 

Consider a set X of maps from a set ^ to a set B, and let C be a subset of A. 
We say that X separates (the elements of) C if, for all c,d e C with c ^ d, 
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there is a map x \ A —^ BmX such that x{c) ^ x(d). In particular, an algebra 
A is separated by homomorphisms into M if the set of all homomorphisms 
from A to M separates the elements of A. Note that a one-element algebra of 
the same type as M is vacuously separated by homomorphisms into M. 

We are now able to give several descriptions of the quasi-variety generated 
by a finite algebra. 

1.1.1 ISP Theorem Let M be a finite algebra. For every algebra A of the 
same type as M, the following are equivalent: 

(i) A satisfies all the quasi-equations satisfied by M; 

(ii) A can be obtained from M by repeated applications of I, S and P; 

(iii) A belongs to ISP(M); 

(iv) A is separated by homomorphisms into M. 

In particular, the quasi-variety generated by M is the class ISP(M). 

Proof The equivalence of (i), (ii) and (iii) is a special case of a theorem due to 
A. I. Mal'cev [47]. The equivalence of (iii) and (iv) is an easy exercise. We have 
restricted ourselves to the case in which M is finite, as that is what is needed 
here. For an infinite algebra M, we need to add the ultraproduct operator Pu to 
the description. A direct proof of the theorem as stated here may be found in 
the Clark-Davey text [8, 1.3.1 and 1.3.4]. I 

Each of the quasi-varieties mentioned at the start of this section has many 
possible generators. The smallest generators are as follows. 

• Define B = ({0,1}; V, A, ̂  0,1) to be the two-element Boolean algebra. 
Then the variety of Boolean algebras is equal to ISP(B). 

• Let D = ({0,1}; V, A, 0,1) denote the two-element bounded lattice. Then 
the variety of bounded distributive lattices is equal to ]ISP(D). 

• Define S = ({0,1}; A, 1) to be the two-element meet semilattice with 1. 
The variety of meet semilattices with 1 is equal to ISP(S). 

• Let m > 0 and define Z ^ = (Z^; +, ~, 0) to be the cycUc group of order m. 
Then the variety of abelian groups of exponent m is equal to ISP(Z^). 

Next, we begin our study of quasi-varieties of unary algebras. 

1.2 Two examples 

In this section, we consider the two three-element unary algebras R and Q, 
shown in Figure 1.1. The algebras R and Q may seem equally benign, but 
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2 2 

0 1 '0{J 1 

u = 121 u=^mi 
V = 010 V - 010 

Figure 1.1 Two unary algebras 

they are quite different. The algebra R generates a very simple quasi-variety. 
The non-trivial members of ISP(R) can all be built from two basic types of 
components. In contrast, the quasi-variety generated by Q is complicated. We 
shall show that ISP(Q) is equivalent to a category of directed graphs. 

Throughout this text, we write unary operations as strings. For each n e u, 
we denote a unary operation 

1̂ : {0, . . . , n } -> {0, . . . , n } 

by the string u{0) • • • u{n). 

1.2.1 Definition Define the unary algebra 

R : - ({0,1,2};121,010) 

as in Figure 1.1. Take the type of R to be {u^v}, where u— := 121 and 
v^ :z=z 010. To help with our description of the quasi-variety ISP(R), we will 
introduce two classes of unary algebras. For all (possibly empty) sets / and J, 
define the 'triangular' unary algebra Tvj and the 'square' unary algebra Sq^j, 
both of type {u, v}, as in Figure 1.2. 

The overall structure of a unary algebra can be captured by a directed graph. 
Consider any unary algebra A = {A; F), The algebra A determines a directed 
graph 

G(A) = {A;EA), where ^ A '-= { {a,u{a)) \ a e Amdu e F}. 

The algebra A is said to be connected if the graph G{A) is connected. A 
connected component of A is a maximal connected subalgebra of A. 

We can completely describe the quasi-variety I§P(R) by first exhibiting all 
the algebras that can occur as connected components of algebras in ISP(R), 
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Tvj 

{ai\i e I] 

•••^^••* . ' ^ • . , 

^ ^ 

• 2 

(0,1)1^ 
- ^ ^ • " • • 

{ Oi I i € / } - , 
(1,2) 

u 
V 

(2,1) 
S q / j 

-^ • ^••- {?^i I j e J } 
4 • • ( 1 , 0 ) 

Figure 1.2 The 'triangular' and 'square' algebras 

and then saying exactly which combinations of these connected components 
form an algebra in ISP(R). 

1.2.2 Lemma Invoke the definitions in 1.2.1 and let A — (A; -u, v) he a non-
trivial unary algebra. Then A belongs to ISP(R) if and only if 

(i) each connected component of A is isomorphic to Trj, for some set / , or 
to Sqjj.for some sets I and J, and 

(ii) there is at most one connected component of A that, for some set / , is 
isomorphic to TTJ. 

Proof First assume that A G ISP(R). As A is non-trivial, there is a non­
empty set S such that A is isomorphic to a subalgebra of R*̂ . We will show 
that conditions (i) and (ii) hold with A replaced by R*̂ . It will then follow 
that (i) and (ii) hold for A. 

For all r G {0,1, 2}, let f denote the constant function in R^ with value r. 
Define the subset CA of R^ by 

C A : = { 0 , 2 } ^ U { T } . 

Using Figure 1.3, it is easy to check that CA forms a connected subalgebra C A 
of R'^. In R-^, we have 

and 
1 2 1 - 1 ( C A ) = 121-^1) U 121-1(2) = {0,2}* U {1} = CA 

O I O - I ( C A ) = 010-^0) U 010-1 (T) = { 0 , 2 } ^ U { T } = C A . 
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C A 

{0,2}*\{0,2} 

u = 121 
t; = 010 

010(a) 5> 212(a) 
Ca 

121(a) 

{heR^ b{So2) = {0,2} and b{Si) = {1} } 

{b€RS\ b{So2) = {1} and b{Si) = {0,2} } 

Figure 1.3 Connected components of R"̂  

So C A is a connected component of R*̂ . The component C A is isomorphic 
to Trj, where / : - {0,2}^\{0,2}. 

Now choose some a G R^\CA' We want to show that there are sets / and J 
such that the connected component of R*̂  containing a is isomorphic to Sqjj. 
Since C A is a connected component of R*̂ , we must have 010(a) ^ CA- SO 
010(a) G {0,1}'^\{0,T}, which implies that the subsets 

5o2: -a-H{0,2}) and Si := a-\l) 

of S are non-empty. Therefore {502, ̂ i} is a partition of S. Define the subset 
CaOfi?^by 

Ca:={beR^\ 6(5o2) Q {0,2} and b{Si) - {1} } 

u{beR^ \ b{So2) - {1} and b{Si) C {0, 2} }. 

Then, by Figure 1.3, the set Ca forms a connected subalgebra of R*̂ . Since 

121-\Ca) = Ca and OlO'^Ca) - Ca, 

the algebra Ca is a connected component of R'^. The component Ca is iso­
morphic to SqjJ, where / is the set of non-empty proper subsets of ^02 and J 
is the set of non-empty proper subsets of Si. 
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We have established that conditions (i) and (ii) hold with R*̂  in place of A. 
For each set / , every subalgebra of TTJ is of the form Tr^^, for some K C. I. 
Similarly, for all sets / and J, every subalgebra of Sq^ j is of the form Sq^^^, 
for some K C I and some L C J. Since A is isomorphic to a subalgebra 
of R*̂ , it follows that (i) and (ii) hold. 

Now assume that (i) and (ii) are satisfied. By the ISP Theorem, 1.1.1, 
we can prove that A belongs to ISP(R) by showing that A is separated by 
homomorphisms into R. We begin by proving that, for all sets / and J, 

(a) both TTJ and Sq^j are separated by homomorphisms into R, 

(b) for each a G Sqjj, there exist homomorphisms x, y : Sq^j -^ R with 
x{a) ^ y{a). 

To do this, let / and J be sets. For each subset K of / , we can define the 
homomorphism Xj^ : TTJ —> R by 

Xj^{r) = r, for all r G {0,1,2}, 
and 

. . (2 if ieK, ^ ^̂  . ^ 

I 0 otherwise, 

The homomorphisms in {xj^\K CI} separate the elements of TTJ. NOW, 
for each subset K of / , define the homomorphism yj^ : Sq j j -^ R by 

yK{ir.s))=r, for all (r, 5) G {(0,1), (1,2), (2,1), (1,0)}, 

vA^j) = 1' for all j G J, 
and 

2 if ieK, 
yK((^i) = S^ ^ . fo ra lHG/ . 

0 otherwise, 

By symmetry, for each subset L of J, we can define z^ : Sq j j —> R by 

^^((r, s)) - 5, for all (r, s) G {(0,1), (1, 2), (2,1), (1, 0)}, 

Z]^{ai) = 1, for all z G / , 

and 

Hibj) = \l ^ ' i ^ ^ ' for all iG J. 
0 otherwise, 

It is easy to check that the elements of Sq^j are separated by the maps in 

{yt,\KCl}u{zL\LCj}. 
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Furthermore, for every a G Sqjj, we have y^^a) ^ Z0{a). Hence (a) and (b) 
hold for all sets / and J. 

To check that A G ]ISP(R), let a,b e A with a j^ b, WQ can define homo-
morphisms from A to R independently on each of the connected components 
of A. So, since (i) holds for A, we can use (a) to find at least one homomorph-
ism X : A —> R. First assume that a and b belong to the same connected 
component C of A. By (a), there is a homomorphism y : C -^ R such that 
y{a) ^ y{b). Thus 

^\A\C^y : A - ^ R 

is a homomorphism separating a and b. Now assume that a and b belong to 
different connected components of A. Since (ii) holds, we can assume that 
the connected component D of A that contains a is isomorphic to Sqj j , for 
some sets / and J. By (b), there is a homomorphism z : D ^ R such that 
z{a) 7̂  x{b). So the homomorphism 

^\A\D '-J -̂  • A -^ R 

separates a and b. By the ISP Theorem, 1.1.1, it follows that A G ESP(R). I 

Later, we will show that the algebra R is dualisable. The way that we 
prove this exploits the 'finiteness' and simplicity of the quasi-variety ISP(R). 
In fact, the dualisability of R will follow from two separate general results: 
Theorem 3.2.10 and Theorem 7.2.12. Each of these general results applies to 
finite unary algebras that generate a quasi-variety that is in some way similar 
in its simplicity to ISP(R). 

Now we will show that the quasi-variety generated by a small unary algebra 
can be complicated. 

1.2.3 Definition Define the unary algebra 

Q - ( { 0 , 1 , 2}; 001,010) 

as in Figure 1.1. Take the type of Q to be {u,v}, where u^ :— 001 and 
v^ := 010. We will represent algebras in I§P(Q) as graphs. Define a Q-graph 
to be a directed graph G = {V]E) with a vertex 0 e V such that (0, z/) G E, 
for all u eV, and (0,0) is the only loop in E. 

The ISP Theorem, 1.1.1, tells us that the class I§P(Q) is determined by 
some set of quasi-equations. The following lemma gives a finite list of quasi-
equations that suffice. 
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1.2.4 Lemma Define the unary algebra Q as in 1.2.3, and define the unary 
term 0(x) := u{u{x)). Then the quasi-variety ISP(Q) is determined by the 
quasi-equations 

(i) Q(a:)^0(y), 

(ii) u{v{x)) ^ 0(x), 

(iii) v{u{x)) ^ u{x), 

(iv) v{v{x)) ^ v{x), 

(v) u{x) ^ v{x) = ^ u{x) ^ 0{x), 

(vi) u{x) ^ u{y) Sz v{x) ^ v{y) = > x ^ y. 

Proof It is easy to check that Q satisfies quasi-equations (i) to (vi). So assume 
that the unary algebra A = {A; u^ v) satisfies (i) to (vi). We want to show that 
A G ISP(Q). First we shall show that the elements of v{A) are separated by 
the homomorphisms from A into Q. 

Let c,d ^ v{A) with c ^ d. By equation (i), the term function 0^ of A is 
constant. Let 0^ denote the value of 0^ in A. We can assume that c 7̂  0^. 
For dilla ^ A such that u{a) = v{a), we have u{a) = 0^ 7̂  c, by (v). So we 
can define the map x : ^ —> {0,1, 2} by 

2 if u{a) = c, 

x{a) = { 1 ifv{a) = c, 

0 otherwise. 

To see that x : A —> Q is a homomorphism, let a E A. Asuo u{a) — 0^ 7̂  c, 
we must have x{u{a)) 7̂  2. So 

u{x{a)) G {0,1} and x{u{a)) e {0,1}. 

By (iii), we have 

u{x{a)) = 1 <=> x{a) — 2 4=^ u{a) ~ c 

<=^ v{u{a)) = c <==^ x{u{a)) = 1. 

So it follows that u{x{a)) ~ x{u{a)). Using (ii), we must have 

v{x{a)) e {0,1} and x{v{a)) e {0,1}, 

and, using (iv), we must have 

v{x{a)) = 1 <=^ x{a) = 1 <=> v{a) = c 

<==> v{v{a)) = c <=> x{v{a)) — 1. 
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Therefore v{x{a)) — x{y{a)). Thus x : A —> Q is a homomorphism. Since 
c^d ^ v{A), we have v{c) — c and v{d) = d, by (iv). So x{c) — 1 ^ x{d), 
and v{A) is separated by the homomorphisms from A into Q. 

By the ISP Theorem, 1.1.1, to show that A G ISP(Q), it is enough to prove 
that A is separated by homomorphisms into Q. Let a,b e A such that a ^ b. 
Then u{a) ^ u{b) or v{a) ^ v{b), by (vi). We have u{a), u{b) G ^(-A), 
by (iii). The elements of v{A) are separated by the homomorphisms from A 
to Q. So there is a homomorphism y : A -^ Q such that 

y{u{a)) + y{u{b)) or y{v{a)) ^ y{v{b)). 

In either case, we have y{a) ^ y{b). I 

1.2.5 Lemma Invoking the definitions in 1.2,3, there is a category equivalence 
between the quasi-variety ISP(Q) and the category of all Q-graphs. 

Proof Let S denote the category of all Q-graphs. Each directed graph G in S 
has a unique looped vertex 0^, and there is an edge from 0^ to every other 
vertex of G. Now define the quasi-variety A := ISP(Q). We will be using 
the quasi-equational basis for A established in the previous lemma. For each 
A e A, there is a distinguished element 0^ of A corresponding to the constant 
term function 0^. 

We shall set up a pair of functors 

T :A-^9 and A : S -^ ^l. 

First let A — {A;u,v) be an algebra in A. Since u{A) C v{A), by quasi-
equation (iii), we can define the directed graph 

r (A) = {V{A)]SA), where SA := { {u{a),v{a)) \a e A}, 

(See Figure 1.4 for an example with A ^ Q^.) The only looped vertex of r (A) 
is 0" ,̂ by (v). For all a G A, we have 

(O^, v{a)) = [uo v{a),v o v{a)) G E^A^ 

by (ii) and (iv). So there is an edge from 0^ to every other vertex of r (A) . 
Thus the directed graph r (A) belongs to S. 

Let 99 : A —> B be a homomorphism in A, We want to define the graph 
homomorphism 

r(<^) : r (A) ^ r (B) by rH:=<pr . (A) . 

The map V{ip) is well defined, as 

^{v{a)) = v{<f{a)) e v{B), 
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(2,1,0,2) (1,2,0,1) (2,1,2,0) (0,1,0,2) (2,0,2,1) (0,0,0,2) 
• • • • • • 

(1,0,0,1) • (0,1,0,0) • • (1,0,1,0) • (0,0,0, 

(0,0,0,0) • t; = 010 

(1,0,0,1) 

r(A) 
(0,0,0,0) 

(0,0,0,1) 

Figure 1.4 Representing an algebra in ISP(Q) as a graph 

for all a E A, The map T{<^) is a graph homomorphism, since, for all a e A, 
we have 

{nip){u{a)),T{^){v{a))) = {^{u{a)),^{v{a))) 

- {u{ip{a)),v{Lp[a))) e SB> 

It is easy to see that F : yi -^ S is a functor. 
Now let G = (y; £̂ ) be a directed graph in S. There is an edge from 0^ to 

every vertex of G. So we can define the unary algebra 

A(G) := {E]u,v), where u{{fi,u)) =^ (0^,/i) and ^((/i,z^)) = (0^,1^), 

for all (/i, u) G E. Using Lemma L2.4, it is easy to verify that the algebra 
A(G) belongs to A. Consider a graph homomorphism 7/; : G —> H in S. We 
wish to define 

A(V') : A(G) ^ A(H) by A(V)((Ai,i^)) - (V'(A^), V^H), 
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for each edge (/x, ly) G E. The map A('0) is well defined, since 0̂ is a graph 
homomorphism. For each edge (/i, ẑ ) E E, we have 

noA(V)((M,^^)) = « ( ( ^ ( M ) , ^ M ) ) = (0«,^(/^)) 

= (^(0«),V(A^))=A(^)oz.((;i,^)) 

and 

So A('0) is a homomorphism. Thus A : S —̂  -A is a functor. 
We now want to show that F and A give us a category equivalence between A 

and S. We do this by setting up a pair of natural isomorphisms ry : id^ —> AF 
and C : idg -> FA. 

First let A E A. The universe of the algebra AF(A) is the edge set of the 
graph F(A), which is HA := { {u{a),v{a)) \a e A}. Define 

r?A:A->AF(A) by 7]js^[a) = {u{a),v{a)). 

Then 77̂  is a homomorphism since, for all a G ̂ , we have 

u{rj^[a)) = u{{u{a),v{a))) - (0^(A),t^(a)) - (0^,u(a)) - 77A(ii(a)), 

by (iii), and 

^ ( ^ A ( « ) ) = ^((n(a),i;(a))) = {0^^^\v{a)) = {0'^,v{a)) = rjj,{v{a)), 

by (ii) and (iv). The homomorphism 77̂  is clearly surjective, and r]j^ is injective 
by (vi). So T̂A ' A —̂  AF(A) is an isomorphism. 

Now let (/? : A -^ B be a homomorphism in A. To see that 77 is a natural 
transformation, we need to show that the square below commutes. 

A ^—> AF(A) 

V AF((^) 

-> AF(B) 

For each a G A, we have 

AT{^)or^j^{a) = Ar{<p){{uia),v{a))) = A(^r.(A))(K«),^(«))) 

= {y^iu{a)),^{v{a))) = {u{^{a)),v{ip{a))) 
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Thus Tj : idji —> AT is a natural isomorphism. 
Let G — (V; £̂ ) be a directed graph in S- We want to define the isomorphism 

CG:G^rA(G) by CGM = (0«,Z.), 

for each u ^ V, The vertex set of the graph rA(G) is v{E). For each edge 
(/i, zy) G £̂ , wehave^'((/i, z/)) = (0^, ẑ ) in the algebra A(G). For each vertex 
z/ G V, we know that (0^, u) G E, and therefore 

{Q^,v)=v{{Qi'',v))&v{E). 

So the vertex set of rA(G) is 

v{E) = {(0°,i^) \yeV], 

and it follows that C,Q is a well-defined bijection. The edge set of the graph 
rA(G) is 

•^A(G) := { {u{{^i,i^)),v{{fj,,u))) \{iJ.,u) eE} 

= { ( ( 0 « , M ) , ( 0 ° , i ^ ) ) | ( / i , ^ ) G £ } . 

The map ("G î  ^ graph homomorphism since, for each (/i, u) G £̂ , the pair 

(CG(M),CGM) = ((O°,A^),(OG,I^)) 

is an edge of rA(G) . To finish proving that (Q is an isomorphism, assume that 
(CG(/^)' CG(^ ) ) is an edge of rA(G) , for some /i, z/ G V. Then there exists 
(/i^z/') G £; such that 

Thus (/i, ẑ ) = (//', ẑ )̂, and (/i, z/) is an edge of G. We have shown that the 
map (Q is an isomorphism. 

It remains to show that ( : idg —> FA is a natural transformation. Let 
'^ : G -^ H be a graph homomorphism in S, where G = {V]E), For each 
z/ G y , we get 

rA(^) o CG(^) = rA(^) ((0^, i.)) = A(v) L(̂ ) ((0°, ẑ )) 

So C is a natural isomorphism. Hence A and S are equivalent as categories. I 

As we shall later see, it seems as though a finite unary algebra that gener­
ates a very simple quasi-variety is likely to be dualisable. On the other hand, 
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a finite unary algebra that generates a complicated quasi-variety is not neces­
sarily non-duaUsable. It turns out that the algebra Q = ({0,1,2}; 001,010) 
is non-dualisable (Theorem 3.0.1). But the quasi-variety generated by a dual-
isable unary algebra can be just as complicated as ]ISP(Q). For instance, the 
unary algebra ({0,1,2,3}; 0011,0101} is duahsable, even though it has Q as 
a subalgebra (Example 5.3.2). The algebra ({0,1, 2}; 001,010,002) is~also 
duahsable, and yet it has Q as a reduct (Theorem 3.0.1). 

1,3 An introduction to dualisability 

The remainder of this chapter is meant to serve as a brief introduction to the 
theory of natural dualities for the uninitiated, and as a quick refresher for the 
enlightened. We shall concentrate on the aspects of duality theory that will be 
required in this text. The text by Clark and Davey [8] gives a more thorough 
treatment of the theory of natural dualities, and fills in all details missing here. 

Roughly speaking, a finite algebra is said to be duahsable if it is possible 
to set up a representation for the quasi-variety it generates in a special, natural 
way. To make this more precise, let M be a finite algebra and define A to be 
the quasi-variety ISP(M) generated by M. We want to represent each algebra 
in A as an algebra of continuous structure-preserving maps. Our construction 
is split into four main steps. 

Step 1: An alter ego for the generator First we will give names to the different 
types of structure on the set M that are compatible with the algebra M: 

• an algebraic operation on M is a homomorphism g : M^ -^ M, for some 
n G u\ 

• an algebraic partial operation on M is a homomorphism h : Y> -^ M, 
where D is a subalgebra of M^, for some new, 

• an algebraic relation on M is a subset r of M^, for some n G CJ\{0}, such 
that r forms a subalgebra of M^. 

We shall say that an operation, partial operation or relation on M is algebraic 
over M if it is an algebraic operation, partial operation or relation on M, 
respectively. 

We now choose a topological structure M, with the same underlying set 
as M, of the form 

M = {M;G,H,R,T), 
where 

• G is a set of algebraic operations on M, 

• iif is a set of algebraic partial operations on M, 
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• i? is a set of algebraic relations on M, and 

• T is the discrete topology on M. 

We call M an alter ego of M. The algebra M and the alter ego M will form 
the basis of our construction. 

Note that we distinguish total operations from partial operations in the type 
of M, even though a total operation is just special sort of partial operation. 
We do this because structures without partial operations are more familiar and 
easier to handle. Moreover, some of the fundamental theorems of the theory 
depend upon there being no proper partial operations in the type of M. 

Step 2: The dual category We shall use M to define a class X of structures 
that we hope will mirror the class A of algebras. Define X to be the topological 
quasi-variety IScIP^(M) consisting of all isomorphic copies of (topologically) 
closed substructures of non-zero powers of M. Note that, if the type of M 
includes no nullary operations, then the empty structure is a closed substructure 
of M, and so belongs to X. 

We shall show explicitly how non-zero powers of M are constructed. Let S 
be a non-empty set. Then the operations, partial operations and relations in the 
type of M are lifted pointwise to M* ,̂ as follows. 

• Let g : M^ —> M be an operation in G, for some n e to. Then we define 
the operation g^^ : {M^Y -> M^ of M^ by 

g^ (ao, . . . , an-i){s) := g{ao{s),..., an-i{s)), 

for all ao , . . . , a^-i G M^ and s E S. 

• Let h : dom(/i) —> M be a partial operation in H, with its domain, dom(/z), 
a subset of M^, for some n e to. Then the domain dom{h^ ) of the partial 
operation h^ is defined to be the following subset of {M^)^: 

{(ao , . . . , an- i ) e {M^Y I (V5G5)(ao(5), . . . ,an_i(5)) Gdom(/i)}. 

The partial operation h^ : dom(/i^ ) -^ M^ is given by 

h^ (ao, . . . ,an-i)(5) \= h{ao{s),...,an-i{s)), 

for all (ao, . . . ,^^-1 ) edom{h'^ ) and seS. 

• Now let r be an n-ary relation in R, for some n E w\{0}. The relation rM 
is defined to be the subset 

{ (ao , . . . , an-i) e {M^r I (Vs G S) {ao{s),..., a„_i(s)) € r } 

of (M'S')". 
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The usual definition of the product topology is used to lift the topology on M 
up to M* ,̂ as follows. 

• The topology on M"̂  is determined by the clopen subbasis consisting of all 
sets of the form 

Us,m : - { a G M ^ I a{s) = m } , 

for some s e. S and m e M. 

If 5 is a finite set, then the topology on M*̂  will be discrete. However, if S is 
infinite, then the topology on M*̂  will be compact and Hausdorff. Indeed, all 
the structures in X := E§cIP^(M) have an underlying boolean topology—they 
are compact spaces whose elements are separated by clopen subsets. 

A substructure of M*̂  must be closed under each operation in G and also 
closed under each partial operation in H, where it is defined. 

The morphisms between the structures in X are the continuous maps that 
preserve the operations, partial operations and relations in the natural sense. In 
particular, for a map to preserve a partial operation, it must preserve the domain 
of the partial operation, and preserve the partial operation where it is defined. 

Step 3: The contravariant functors Because the operations, partial operations 
and relations in the type of M are algebraic over the algebra M, we are able to 
define a natural pair of contravariant hom-functors 

D:A-^X and E:X^A 

between the category of algebras A := ISP(M) and the category of topological 
structures X := IScP^(M). 

• For each algebra A G ̂ l, the dual of A is the closed substructure D(A) of 
M"^ formed by the set A{A, M) of all homomorphisms from A to M. 

• For each structure X G X, the dual of X is the subalgebra E(X) of M ^ 
formed by the set X(X, M) of all morphisms from X to M. 

• For each homomorphism (/P : A —> B, where A , B G yi, the morphism 
D((^) :D(B) ->D(A)isgivenbyD(v9)(x) := x o ipjov x Gyi(B,M). 

• For each morphism -0 : X —> Y, where X, Y G X, the homomorphism 
Ei^P) : E(Y) -> E(X) is given by E(V^)(a) :=ao,p, for a G X(Y, M). 

Step 4: The natural evaluations Consider an algebra A ^ A. Then there is 
a natural evaluation homomorphism 

CA : A -> ED(A), 

given by epj^a){x) :— x(a), for all a G A and all x G A{A, M). The map e^ 
is automatically an embedding, since A must be separated by homomorphisms 
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D 

E 

A = ISP(M) X = IScP^(M) 

Figure 1.5 A natural duality 

into M; see the ISP Theorem, 1.1.1. If the map Cp^ is an isomorphism, then we 
say that M yields a duality on A or, alternatively, that G U H U R yields a 
duality on A. 

The previous step finishes our construction. We now say that the alter ego 
M yields a duality on A (based on M) if M yields a duality on each algebra 
in A. In this case, we have a representation for A: each algebra A in yi is 
isomorphic to the algebra ED (A) of all continuous structure-preserving maps 
from D(A) to M. (See Figure 1.5.) 

If the structure M yields a duality on A and we want to emphasise the role 
of the generating algebra M, then we can say that M is a dualising structure 
for M or, more briefly, that M dualises M. The algebra M is called dualisable 
if it is dualised by some alter ego M. 

A duality that arises from the construction described above is referred to as 
a natural duality. Particularly from the standpoint of an algebraist, natural 
dualities are indeed natural: 

• the structure on the alter ego M—the operations, partial operations and 
relations—is compatible with the original algebra M; 

• the duality between the quasi-variety A and the topological quasi-variety X 
is given by the naturally defined hom-functors D and E; 

• products in the dual category X are just the natural cartesian products with 
the structure extended pointwise; 

• for each non-empty set S, the dual of the 5-generated free algebra in A is 
the power M'^ of the alter ego M. 
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1.3.1 Examples There are many well-known natural dualities. Below we list 
four of the most familiar, and refer to Clark and Davey's text [8] for a host of 
other examples. 

• M. H. Stone's [63] duahty for Boolean algebras can be built from the two-
element Boolean algebra B =: ({0,1}; V, A, ̂  0,1) and the discretely topol-
ogisedsetB = ({0 , l} ; r ) . 

• H. A. Priestley's [56, 57] duality for bounded distributive lattices is deter­
mined by the two-element lattice D = ({0,1};V,A,0,1) and the ordered 
discrete space D == ({0,1}; ^ , T), where 0 ^ 1 . 

• The Hofmann-Mislove-Stralka [37] duality for semilattices is determined by 
the two-element semilattice S = ({0,1};A,1) and the discrete topological 
semilattice S == ({0,1}; A, 1, T). 

• Davey and Werner [29] showed that L. S. Pontryagin's [55] duality restricted 
to abelian groups of exponent m, for any finite m > 0, can be obtained from 
the cychc group Z^ = (Z^^; +, ~,0) and the discrete topological cyclic 
group Z ^ = ( Z ^ ; + , - , 0 , r ) . 

Throughout this text, we shall meet many examples of dualisable unary algebras. 
For instance, every finite unary algebra with just one fundamental operation is 
dualisable, 3.5.1. 

1.3.2 Examples There are many seemingly simple algebras that are not dual­
isable. The two-element implication algebra I = ({0,1}; —>) has one binary 
operation, given by the table below. 

— > 

~ 0 ~ 
1 

0 
1 
0 

1 
1 
1 

The algebra I was the first known example of a non-dualisable algebra (Davey 
and Werner [29]). We shall see that I satisfies a condition even stronger than 
non-dualisability, in Lemma 7.1.4. 

The first family of non-dualisable unary algebras was discovered by L. Hein-
dorf [35]: a finite unary algebra (M; F), with {0,1, 2} C M, must be non-
dualisable if F contains every operation in {0 ,1}^ . We will generalise this 
result later, in Theorem 3.4.5. 

1.3.3 Remark Natural duality theory can be extended to encompass quasi-
varieties generated by infinite algebras that have a compatible compact topology. 
The best known example is certainly the circle group T = (T; •, ~ \ 1), where 
T := { ̂  G C I 1̂1 =: 1 }. The class ISP(T) is the variety of abehan groups. 
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Now choose T = (T; •, ~ \ 1, T), where T is the relative topology from C. As 
shown by Davey and Werner [29], an extended version of natural duality theory 
can be used to establish Pontryagin's duality between the variety of abelian 
groups and the class IScP^(T) of compact topological abelian groups [55]. 
The paucity of other infinitely based examples, and the richness and scope of 
the finitely based theory, has led researchers to concentrate on the latter. (The 
general Pontryagin duality for locally compact groups seems to be a beautiful 
but isolated example, and is outside the theory of natural dualities. Indeed, the 
locally compact case is definitely a theorem of topological algebra; whereas 
the finitely based dualities, even though they involve topology, can be obtained 
via methods that are purely algebraic.) 

Duality theory has many applications within algebra. For examples, see the 
text by Clark and Davey [8], Throughout this text, our main aim is not to use 
duality theory to study algebras, but to use algebras to study duality theory. 

1.4 A dualisability toolkit 

Having introduced the idea behind dualisability, we now present a tightly fo­
cused set of results that will be our basic tools of trade. The rest of the text will 
be built using just the few tools described in this and the next section. 

While dualisability is defined as a property of an algebra, it is really more 
a property of a quasi-variety. The following theorem, proved independently 
by M. J. Saramago [61, 2.5] and Davey and Willard [30], shows that different 
finite algebras that generate the same quasi-variety must share dualisability or 
non-dualisability. 

1.4.1 Independence Theorem [61, 30] Let M and N be finite algebras such 
that ]ISP(M) = ISP(N). / / M is dualisable, then N is dualisable. 

There are several fundamental theorems that provide conditions under which 
a given alter ego dualises a finite algebra. For example, both the Second Duality 
Theorem [8,2.2.7] and the Two-for-One Strong Duality Theorem [8, 3.3.2] give 
purely finitary sufficient conditions for dualisability. These two theorems are 
often used to establish natural dualities. 

Throughout this text, we will establish dualities using the following deep 
result, proved independently by L. Zadori [66, 3.5] and R. Willard [14, 4.3]. 
Fix a finite algebra M and an alter ego M = (M; G, H, i?, T). We say that M 
is of finite type if the set G U i7 U i? is finite. 
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1.4.2 Duality Compactness Theorem [66, 14, 8] Let M be a finite algebra 
and let M be an alter ego of M that is of finite type. If M yields a duality on 
each finite algebra in ISP(M), then M yields a duality on ISP(M). 

The Duality Compactness Theorem allows us to give purely combinatorial 
proofs of dualisability. To show that M yields a duality on an algebra A from 
A \— ISP(M), we need to show that e^ : A -̂> ED (A) is surjective. So we 
need to prove that every morphism a : D(A) —> M is of the form CpJ^a), for 
some a £ A, For each a E A, the map ej^{a) : yi(A, M) —̂  M is called an 
evaluation. If the algebra A is finite, then the topology on the dual D(A) is 
discrete. Thus M yields a duality on a finite algebra A if and only if every 
map a : A{A,M) -^ M that preserves (the structure in) G U J^ U i? is an 
evaluation. 

1.4.3 Much Ado About Nothing Let M be a finite algebra and let A belong 
to the quasi-variety yi := ISP(M). The algebra A is separated by homomorph-
isms into M, by the ISP Theorem, 1.1.1. So yi(A, M) must be non-empty, 
unless A is a one-element algebra and M has no one-element subalgebras. 
But, in this case, every map a : / l ( A , M ) —> M is vacuously an evaluation. 
Henceforth, we will skip the case where A{A, M) == 0. 

Since we are not attempting to produce useful dualities, we will be happy to 
include a lot of structure in the type of an alter ego. Indeed, we shall often be 
including all the algebraic relations of a particular arity. Let n G C<J\{0} and 
define Rn to be the set of all n-ary algebraic relations on M. (When we need 
to be exphcit, we shall write i?n(M) instead of Rn.) The following helpful 
lemma is implicit in the text by Clark and Davey [8, Chapter 10]. 

1.4.4 Preservation Lemma Let M be a finite algebra and let A := ISP(M). 
Let n G cj\{0}, let A e A and let a : A{A^ M) —> M, Then a preserves Rn 
if and only if a agrees with an evaluation on each subset of yi(A, M) with at 
most n elements, 

Proof Assume that a preserves Rn and let XQ, . . . , Xn-i G A{A, M). Then 
the n-ary relation r :— { (xo(a), . . . , Xn-i{a)) \ a e A} is algebraic over M. 
Therefore a preserves r. As (XQ, . . . , Xn-i) G r in A{A^ M), this implies that 
(a(xo) , . . . , a{xn-i)) G r. Thus there is some a e A with a{xi) — x^(a), for 
alH G {0 , . . . , n — 1}. So a agrees with ejsj^a) on the set {XQ, . . . , Xn-i}-

Now assume that a agrees with an evaluation on each subset of yi(A, M) 
with at most n elements. Let r be a relation in Rn. To see that a preserves r, 
choose some XQ, . . . , Xn-i G A{A, M) with (xo, . . . , Xn-i) G r. There is 
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some a e A such that a agrees with ej^{a) on the subset {XQ, . . . , Xn-i} of 
yi(A,M)- So (a(xo),.. . ,a(xn-i) ) ^ (xo(a),. . . ,Xn-i(a)) e r. Thus a 
preserves i?^. • 

Even though we use complicated alter egos to create dualities, the alter egos 
we use are at least of finite type. An algebra is finitely dualisable if it is dualised 
by an alter ego of finite type. At present, it is not known if there is a dualisable 
algebra that is not finitely dualisable. This is the Finite Type Problem [8]. 

To obtain our general results on dualisability, we will use the most 'powerful' 
type of alter ego. Define R^j to be the set of all finitary algebraic relations on M. 
Then the algebra M is dualisable if and only if M^ = (M; R^, T) yields a 
duality on A. (To see this, note that a map a : yi(A, M) —> M preserves an 
algebraic partial operation /i on M provided a preserves the algebraic relation 
graph(/i).) We call M^ the brute-force alter ego of M. For each A G »/l, we 
say that a : A{A, M) -^ M is a brute-force morphism if a : D(A) —> M^ 
is a morphism. 

The next lemma gives a simple characterisation of brute-force morphisms. 
Before stating the lemma, we present some more definitions. Consider an 
algebra A ^ A and a map a : yi(A, M) -^ M. For each a G A, we say that 
a is given by evaluation at a if a — epj^a). For Y C A{A, M) and a ^ A, 
we say that a is given by evaluation at a on y if afy — ê (< )̂ ly- The map 
a is said to be locally an evaluation if it agrees with an evaluation on every 
finite subset of yi(A, M). Finally, a subset 5 of A is called a support for the 
map a : A{A, M) -^ M if, for all x, y G A{A,M) with x\s = y f̂ , we have 
a{x) = a{y), 

The following result can be proved using the Preservation Lemma, 1.4.4, and 
a straightforward topological argument [8, B.6]. 

1.4.5 Brute Force Lemma Let M be a finite algebra. Define A := I§P(M) 
and let A e A. Then a map a : A{A, M) —> M is a brute-force morphism if 
and only if a has a finite support and is locally an evaluation. 

The easiest way to prove that an algebra is non-dualisable is to use the 
ghost-element method. This method, which was first used implicity by Davey 
and Werner [29], has been appHed extensively [8, 23, 14, 59]. The following 
theorem provides a basic description of the ghost-element method. 

Let A be a subalgebra of M* ,̂ for some set S. For each 5 G 5, define 
Ps : A -^ M to be the natural projection homomorphism given hy ps := TTS f̂ . 
Now consider a map a : yi(A, M) -^ M, and define the element ga of M^ 
by 9a(s) := a{ps). It is easy to check that, if a is an evaluation, then a must 
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be given by evaluation at ga> So, if ^^ ^ A, then a is not an evaluation. In the 
case that a is a brute-force morphism and Qa ^ A, we say that ga is a ghost 
element of A. 

1.4.6 Ghost Element Theorem [8, 10.5.1] Let M be a finite algebra and 
define A := ISP(M). Assume that there is a subalgebra A of M.^,for some 
set S, and a brute-force morphism a : yi(A, M) —> M such that g^ ^ A, 
Then M is not dualisable. 

1.5 Full and strong dualisability 

The definition of a duality is (intentionally) biased towards algebras. The more 
symmetric notion is that of a full duality. Most of the time, we will simply be 
studying dualities. But we shall consider full dualities in Chapters 4 and 7. 

Again, let M be a finite algebra and define A \— ]ISP(M). Choose an alter 
ego M of M and define X :-: IScP^(M). We have seen that, for each A e A, 
there is a natural embedding e^ : A -̂̂  ED (A) given by epj^a)[x) :^ x(a), 
for all a G A and x G A{A, M). Similarly, for each X G X, there is a natural 
embedding 

6x : X ^ DE(X), 

given by evaluation: ex(3^)(<^) '= a{x), for all x G X and a G X(X, M). We 
say that M yields a full duality on A (based on M) if the maps e^ and ^x 
are isomorphisms, for all A G ^l and X G X. In this case, the categories A 
and X are dually equivalent. The algebra M is called fully dualisable if there 
is an alter ego M of M that yields a full duality on A. 

As we shall see in Chapter 4, full dualisability can be rather complicated. 
There is a simpler, stronger notion that is often used instead. Before we intro­
duce this notion, we need to give a few definitions. 

For a pair of maps x,y : A -^ B, WQ use eq(x, y) to denote the equaliser 
of X and y, which is given by 

eq(x, y) :^ {ae A\ x{a) -: y{a)}, 

Now let 5 be a non-empty set and let FM{S) denote the set of all 5-ary term 
functions of M- A subset X of M^ is term closed if, for each y G M^\X, 
there are term functions ti,t2 G FM{S) that agree on X but differ at y. It 
follows that X is a term-closed subset of M^ if and only if 

X = f]{ eq(ti,t2) I tut2 G FM{S) andtif;^ - t2\x }• 

This definition is related to full dualities by the following theorem. 
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1.5.1 Full Duality Theorem [6, 8] Let M be a finite algebra and let M be 
an alter ego of M. Then M yields a full duality on ISP(M) if and only if 

(i) M yields a duality on ISP(M)» cind 

(ii) each closed substructure of each non-zero power of M is isomorphic to 
a term-closed substructure of a non-zero power of M. 

We now say that M yields a strong duality on A (based on M) if M yields 
a duality on A and each closed substructure of each non-zero power of M is 
term closed. So each strong duality is also a full duality. At present, it is not 
known whether every full duality is also strong. This is called the Full versus 
Strong Problem [8]. If there is an alter ego of M that yields a strong duality 
on A, then the algebra M is called strongly dualisable. J. Hyndman [39] 
has shown that, as with dualisability, the property of strong dualisability really 
applies to a quasi-variety rather than to the algebra chosen to generate it. It is 
not known if the corresponding result is true for full dualisability. 

1.5.2 Strong Independence Theorem [39] Let M and N be finite algebras 
such that ISP(M) = ISP(N). / / M is strongly dualisable, then N is strongly 
dualisable. 

The structure M is injective in X if, for each non-empty set S and each 
closed substructure X of M* ,̂ every morphism a : X —> M extends to a 
morphism (3 : M*̂  -> M. By the First Strong Duality Theorem [6, 8], the alter 
ego M yields a strong duality on A if and only if M yields a full duality on A 
and M is iniective in X. 

There are close connections between the injectivity of M in X and the in-
jectivity of M in ^l [8, 3.2.10]. The strong duaUsability of an algebra seems 
to be related to how close the algebra is to being injective. We shall pursue 
this further in the appendix where we show, amongst many other things, that 
every dualisable algebra that is injective in the quasi-variety it generates is also 
strongly dualisable. 

In Chapters 4 and 7, we shall use two general methods for showing that 
a dualisable algebra is strongly dualisable. The first method is due to Clark, 
Idziak, Sabourin, Szabo and Willard. 

1.5.3 Theorem [14, 4.8] Let M be a finite algebra and let M be an alter ego 
of M. Then M yields a strong duality on ISP(M) if and only if 

(i) M yields a duality on ISP(M), and 

(ii) for every algebra A in I§P(M) and every proper closed substructure X 
of D(A), the maps in X do not separate the elements of A, 



24 1 Unary algebras and dualisability 

The second method was introduced by Lampe, McNulty and Willard [45]. It 
is based on work of R. Willard [65]. For each subset Y of yi(M^, M), where 
n ^ CO, define the natural product homomorphism 

n y i M ^ ' - ^ M ^ by nY{a){y) '=y{a), 

We say that M has enough algebraic operations if there is a map / : cj —> cj 
for which the following condition holds: 

for all n G c<;\{0}, all algebras B ^ A ^ NP and all homomorphisms 
h : A - > M , there exists a subset y of yi(M' ' ,M), with |y I ̂  / ( |S |) ,and 
a homomorphism h' : ny (A) -^ M such that h^ o HYIQ — MQ. 

B < > A < > M^ 

h\. B nrf 

M ^ ny(A) 
~ h' 

Although the definition of enough algebraic operations appears technical, it 
often provides a relatively easy way to lift duahsability up to strong dualisability. 

1.5.4 EAO Theorem [45, 4.3] Let M be a finite algebra. If M is dualisable 
and has enough algebraic operations, then M is strongly dualisable. 

We shall prove Theorems 1.5.3 and 1.5.4 in the appendix, where we present 
a new necessary and sufficient condition for a finite algebra to be strongly 
dualisable. This provides us with an alternative approach to R. Willard's [65] 
important but complex concept of the rank of a finite algebra. 



2 

Binary homomorphisms and natural dualities 

Certain binary homomorphisms of a finite algebra can guarantee its dualis­
ability. Here, we study binary homomorphisms that are lattice, flat-semilattice 
or group operations. We develop some general tools that we use to prove the 
dualisability of a large number of unary algebras. For example, we show that 
any set of endomorphisms of a finite lattice forms the operations of a dualisable 
unary algebra. 

One major focus of natural duality theory has been to produce general dual­
isability theorems—theorems that can be used to help find a duality based on 
a given finite algebra. One such theorem, the NU Duality Theorem [8, 2.3.4], 
stands out as being not only very powerful but also very easy to apply. The NU 
Duality Theorem was proved, by Davey and Werner [29], while natural duality 
theory was first being developed. It states that a finite algebra is dualisable 
if it has a near-unanimity term, and has been used to produce a multitude of 
useful dualities. For example, every finite lattice-based algebra has a ternary 
near-unanimity term and is therefore dualisable. 

There are many other powerful general theorems within duality theory. How­
ever, most of these theorems require the user to do a bit of work. One of the 
virtues of the NU Duality Theorem is that the theorem supplies its own dualis­
ing alter ego. Most other general results in duality theory require users first to 
guess a potential dualising alter ego for their algebra. For example, the Second 
Duality Theorem, the Two-for-One Strong Duality Theorem and the Duality 
Compactness Theorem are all of this type [8]. Using these theorems, and others 
like them, can involve a fair amount of ingenuity. 

The challenge inherent in proving dualisability is illustrated by the relative 
scarcity of known examples of dualisable algebras that do not have a near-
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unanimity term. It has long been known that the two-element semilattice is 
dualisable [37], as is every finite cyclic group [55, 29] and every finite one-
dimensional vector space [29]. Applying results of the second author [17], it 
follows that all finite semilattices, abelian groups and vector spaces are dual­
isable. The dualisable commutative rings with identity have been characterised 
by Clark, Idziak, Sabourin, Szabo and Willard [14]. Major progress has been 
made on the Dualisability Problem for non-abelian groups [27, 59, 60], though 
it remains unsolved. Beyond these results, knowledge of dualisability remains 
somewhat scattered, and there is still much to be done. 

In this chapter, we develop some results that can be used to establish dual­
isability quickly and easily. Given a finite algebra M, we shall be interested 
in the homomorphisms from M^ to M, which we will be calling the binary 
homomorphisms of M. We will find conditions on the binary homomorph­
isms of M that guarantee that M is dualisable. Our results will be particularly 
suited to proving that various unary algebras are dualisable. For example, we 
shall prove that the endomorphisms of a finite cyclic group are the operations 
of a dualisable unary algebra. 

We begin this chapter with a result that exemplifies our approach: a finite 
algebra is dualisable provided it has a pair of binary homomorphisms that are 
lattice operations. It follows from this result that every finite unary algebra can 
be embedded into a dualisable unary algebra. 

In this chapter, we use well-behaved binary homomorphisms to show that 
various algebras are dualisable. Some of the limits of this approach will be 
exposed in the next chapter. There, we shall find a three-element unary algebra 
that is non-dualisable even though it has both a binary homomorphism that is a 
semilattice operation and a ternary homomorphism that is a majority operation. 
Within this area of investigation, there are many natural questions that are 
currently unanswered. For instance: Ts there a non-dualisable algebra with a 
binary homomorphism that is a group operation?' 

This chapter is based on a paper written by the authors and D. M. Clark [12], 
which contains a number of results and examples not included here. 

2.1 Lattice operations 

Consider a finite algebra M, and assume there is a set G of binary homomorph­
isms of M such that the algebra IVEQ '-— {M; G) is very well behaved. Every 
binary homomorphism in G is an algebraic operation on M. So we may regard 
Mo as the zeroth approximation to a dualising structure for M. Our aim will be 
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to try to find a finite family R of algebraic relations on M such that the structure 
M =^ (M; G, R, T) yields a duality on ISP(M). 

In this section, we give a beautiful illustration of this approach. We show 
that a finite algebra must be dualisable if it has a pair of binary homomorphisms 
that are lattice operations. 

2.1.1 Theorem Let M be a finite algebra that has binary homomorphisms V 
and A such that (M; V, A) is a lattice. Then M := (M; V, A, i?2|M| ^ ^ ) yields 
a duality on ESP(M). 

Proof We shall use the Duality Compactness Theorem, 1.4.2. Let A be a finite 
algebra in yi ~ ISP(M) and let a : D(A) -> M be a morphism. We want 
to show that a is an evaluation. Let {mi , . . . , mk] be the image of a, where 
k ^ \M\. The dual D(A) is a substructure of M^. Therefore D(A) is finite 
and has a lattice reduct. So, for each i G { l , . . . , / c} , we can define 

Xi '=/\(^ ^{rrii) and yi',= \Ja ^{rrii 

in D(A). By the Preservation Lemma, 1.4.4, we know that a is given by 
evaluation at some a ^ Aon the set {xi, y i , . . . , x/̂ , yk}-

Now consider any z G yi(A, M). There exists some j G { 1 , . . . , fc} with 
a[z) = rrij. We have Xj ^ z ^ yj in D(A). As a preserves V and A, we also 
have a{xj) — rrij = Oi{yj). This gives us 

rrij = c^{xj) = Xj{a) ^ z{a) ^ Vjia) = cx{yj) = rrij 

in M. So a{z) = rrij = z{a), and therefore a is an evaluation. Thus M yields 
a duality on ISP(M), by the Duality Compactness Theorem. I 

The next result follows immediately from the previous theorem. Note that 
a pair of lattice operations V, A : M^ —> M are binary homomorphisms of a 
unary algebra M = (M; F) if and only if F is a set of endomorphisms of the 
lattice Mo = (M;V,A). 

We use End(A) to denote the set of all endomorphisms of an algebra A. 

2.1.2 Lattice Endomorphism Theorem Lattice endomorphisms yield dual­
isable unary algebras. More precisely, ifM— {M\ F) is a finite unary alge­
bra with F C End(Mo),/(9r some lattice MQ = (M; V, A), then the structure 
M := (M; V, A, i?2|Mh '^) yields a duality on ISP(M). 

By using the Second Duality Theorem [8, 2.2.7], rather than the Duality 
Compactness Theorem, it is possible to prove that the alter ego of the previous 
theorem is injective in the topological quasi-variety that it generates [12]. 
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The previous theorem is quite powerful when applied to three-element unary 
algebras. It turns out that there are exactly 699 unary clones on the set {0,1,2}. 
Of them, precisely 221 consist of order-preserving maps for some total order on 
{0,1,2} and therefore determine dualisable unary algebras. In the next chapter, 
we shall completely characterise the dualisable three-element unary algebras. 

The Lattice Endomorphism Theorem above can also be used to solve the 
Inherent Non-dualisability Problem. We shall say that a finite algebra M 
is inherently non-dualisable if every finite algebra that has M as a subal-
gebra is non-dualisable. While this is not the original definition of inherent 
non-dualisability [23], the following lemma shows that the two definitions are 
equivalent. 

2.1.3 Lemma Let M be a finite algebra. Then M is inherently non-dualisable 
if and only if every finite algebra N with M G ISP(N) is non-dualisable. 

Proof For the 'only if direction, assume that M is inherently non-dualisable 
and let N be a finite algebra such that M ^ ISP(N). We need to show that N 
is non-dualisable. There is an embedding (ŷ  : M —̂> N^, for some k G a^\{0}. 
The algebra N^ must be non-dualisable, as the algebra 9^(M) is inherently 
non-dualisable. But I§P(N^) ^ ISP(N), and therefore N is non-dualisable, 
by the Independence Theorem, L4.L The 'if direction is trivial. I 

There are many inherently non-dualisable algebras. For example, all non-
dualisable two-element algebras and all non-dualisable graph algebras are inher­
ently non-dualisable [23]. Tht Inherent Non-dualisability Problem [8] asks: Ts 
there is a finite algebra that is non-duaUsable but not inherently non-dualisable?' 
A simple application of the Lattice Endomorphism Theorem tells us that the 
answer is ' Yes'. In fact, we can show that there are no inherently non-dualisable 
unary algebras at all. 

2.1.4 Theorem There are no inherently non-dualisable unary algebras. In 
other words, every finite unary algebra can be embedded into a dualisable 
algebra. 

Proof Let M == (M; F^) be a finite unary algebra and let NQ ^ {N\ V, A) 
be the free distributive lattice generated by the set M. The quasi-variety of 
distributive lattices is locally finite, as it is generated by the two-element lattice. 
So No is finite. For each operation symbol ?i G F, the operation ?i— : M —> M 
has a unique extension to an endomorphism u— : N --> N of NQ. Thus M 
IS a subalgebraof N := {N;F^). The unary algebra N is dualisable, by the 
Lattice Endomorphism Theorem, 2.1.2. I 
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We have already met examples of non-dualisable unary algebras: a finite 
unary algebra M» with {0,1,2} C M, is non-duahsable if it has each map 
in {0 ,1}^ as a term function [35]. We shall find more non-dualisable unary 
algebras in the next chapter. 

2.2 Operations with strong idempotents 

Fix a finite unary algebra M and an algebra A in yi := ISP(M). An alter ego 
M of M yields a duality on A provided every morphism a : D(A) —> M is an 
evaluation. Throughout the remainder of this chapter, we investigate methods 
for ensuring that a map a : yi(A,M) —> M agrees with an evaluation on 
particular subsets of yi(A, M) that are of the form a~^ (5), for some S C M. 

First let 5 G M. We shall consider what it means for a to agree with an 
evaluation on the set a~^{s). For any a ^ A, the map a agrees with CjsJ^a) on 
a~^{s) if and only if, for all x G a~^{s), we have x{a) = a{x) — s. So a 
agrees with an evaluation on a~^ (s) if and only if the set 

Aa,s :=f]{x-\s) I xea-\s)} 

is non-empty. We are aiming to find a dualising structure for M that is of finite 
type. So, by the Duality Compactness Theorem, 1.4.2, we can assume that the 
algebra A is finite. Now the set A^^s is non-empty provided that 

(a) the set x~^{s) is non-empty, for each x G a~^{s), and 

(b) the set Pdcx^s '-= { x'~^{s) \ x G a~^{s) } is closed under pairwise inter­
section. 

The second condition is equivalent to a condition on binary homomorphisms. 

2.2.1 Lemma Let M be a finite algebra and define A \— ISP(M). Let 
s G M. Then the following are equivalent: 

(i) there is an alter ego M 6>/ M such that, for every A E A and every 
morphism a : D(A) —> M, the set X^^s '-— {x~'^{s) \ x G a~^{s)] is 
closed under pairwise intersection', 

(ii) there is a binary homomorphism g of M such that g~^{s) = {(5, 5)}. 

Moreover, if there is a binary homomorphism g of NL with g~^{s) — {(5, s)}, 
then, for every A E A and every map a : c/l(A, M) —> M that preserves g, 
the set Xa^s '-= { x~^{s) \ x G a~^{s) } is closed under pairwise intersection, 
Proof Assume that (i) holds. Define A := M^ and consider the morphism 
a : D(A) —> M given by a :== ^^((s, s)). The projections TTQ and TTI belong 
to yi(A,M). For each i G {0,1}, we have a{7ri) — 7Ti{s,s) = s and so 
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7r~^(s) G Xa,s' By (i), there is some g G a'~^{s) such that 

g-\s)=i:^\s)r\Tr^\s)^{{s,s)}. 

As a~^{s) C yi(M^,M), it follows that ^ is a binary homomorphism of M. 
Therefore (ii) holds. 

Before we show that (ii) implies (i), we will prove the 'Moreover' part of 
the lemma. Assume that there is a binary homomorphism ^ of M such that 
g-^{s) = {(5, s)]. Let A G yi and let a : A{A,M) -> M preserve g. For 
all x,y G a~^{s), wehave^(x,y) G yi(A,M) with 

o^{9{^'> y)) = 9{oi{x), a{y)) ^ g{s, s) = 5, 

and so x~^{s) D y~^{s) = g{x,y)~^{s) G Xa^s- Thus Xa^s is closed under 
intersection. 

Now assume that (ii) holds and define the alter ego M = {M]g,T) of M. 
Then (i) holds, by the 'Moreover' claim. I 

We say that an element 5 of M is a strong idempotent of a binary operation 
g : M'^ -^ M if g~^{s) = {(5,s)}. We were led, via Lemma 2.2.1, to the 
notion of a strong idempotent because we were trying to find a condition under 
which a agrees with an evaluation on sets of the form a~^{s), where s e M, 
The following lemma shows that strong idempotents can be used to ensure that 
a agrees with an evaluation on even larger subsets of A{A, M). 

2,2.2 Strong Idempotents Lemma Let M be a finite algebra and define the 
quasi-variety A := ISP(M). Let S be a non-empty subset of M, and assume 
that each s E S isa strong idempotent of some binary homomorphism gs of M. 
Now let A be a finite algebra in A and assume that a : yi(A,M) —̂  M 
preserves { ̂ 5 | s G 5 } and R\s\' Then a agrees with an evaluation on the set 
a-HS). 
Proof Assume that S H a(yi(A, M)) = {51 , . . . , Sk}, where k ^ \S\, and 
let i G { 1 , . . . , k}. By Lemma 2.2.1, the set 

Xa,s^ '= { X~^{Si) I X G a~^{Si) } 

is closed under pairwise intersection. Since the algebra A is finite, there is some 
Xi G a~^{si) such that x~^(5i) == ^^a,s^• By the Preservation Lemma, 1.4.4, 
the map a is given by evaluation at some a G ̂  on the set { x i , . . . , Xk}. Now 
choose any y G a~^{S). Then a{y) = Sj, for some j G { 1 , . . . , k). We 
have Sj — a{xj) = Xj{a), and so a G x~^{sj) = f]Xa,sj S y'^i^j)- Thus 
a{y) — Sj — y{a), whence a is given by evaluation at a on a~^{S), I 
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Using the previous lemma and the Duality Compactness Theorem, 1.4.2, we 
can now prove that some algebras are dualisable just by looking at their binary 
homomorphisms. 

2.2.3 Strong Idempotents Theorem Let M ^^ a finite algebra and assume 
that each element s E M isa strong idempotent of some binary homomorphism 
9s of M. Then M is dualised by the structure M := (M; G, R^j^^^^T), where 
G:^{gs\seM}. 

At the end of this section, we will use the Strong Idempotents Theorem to 
construct several dualisable unary algebras. Our next result is a generalisation of 
this theorem. Assume that A is finite and consider a map a : A{A, M) -^ M. 
Define the set 

X^ := {x-\a{x)) I xeA{AM)}' 

Assume that every element of M is a strong idempotent of a binary homo­
morphism of M and that a preserves all these binary homomorphisms. For 
each s G M, the set 

Xa,s '= {O0~^is) I X e a~\s)} 

is closed under pairwise intersection, by Lemma 2.2.1. So the minimal elements 
of Xa belong to { f] A!a,s \ s e M}. This impHes that Pda has at most \M\ 
minimal elements. In fact, any choice of M that imposes a uniform finite upper 
bound on the number of minimal elements in the set A'a, for each finite algebra 
A e A and each morphism a : D(A) -^ M, will lead to a duality. 

2.2.4 Theorem Let M be a finite algebra and let M = (M; G, H, R, T) be 
an alter ego of M with finite type. Assume there is some n G c<;\{0} such 
that, for every finite algebra A in the quasi-variety A := I§P(M) and every 
morphism a : D(A) —> M, the set Xa '•= {x~^{a{x)) \ x G A(A,M) } 
has at most n minimal elements. Then M' := {M]G^H^R\J Rn^T) yields a 
duality on A. 

Proof Let A be a finite algebra in A and let a : A{A^ M) —̂  M preserve the 
structure induced by M^ Then a preserves the structure induced by M, and so 
Xa has at most n minimal elements. Choose x i , . . . , x^ G A{A^ M) such that 

{x~^{a{xi)) I 2 G { l , . . . , n } } 

includes all the minimal elements of Xa- Then a is given by evaluation at 
some a e A on {x i , . . . ,Xn}, by the Preservation Lemma, 1.4.4. Now let 
y G yi(A,M). There is some i G { 1 , . . . ,n} with x~^{a{xi)) C y~^{a{y)). 
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Since a G x~'^{a{xi)), we must have a{y) = y{o). So a is an evaluation. 
Thus M' dualises M, by the Duality Compactness Theorem, 1.4.2. I 

An interesting problem is that of finding an application of Theorem 2.2.4 
that does not already follow from the Strong Idempotents Theorem, 2.2.3. 

We now turn to the case that M has elements that are not strong idempotents. 
Our strategy for dealing with this case is based on the following observation. 

2.2.5 Lemma Let M be a finite algebra and let A belong to A := ISP(M). 
Assume that a : yi(A, M) —> Mpreserves the binary homomorphism g of M. 
Let 5, s^ G a(yi(A, M)) and assume that a is given by evaluation at a on 
a~^{{s^ s^}). Then 

g{s,a{y))-= s' implies g{s,y{a)) = s\ 

for ally G yi(A,M). 
Proof Let y G A{A,M) and assume that g{s,a{y)) = s'. Choose some 
X G yi(A, M) such that a{x) = s. Then g{x, y) G A{A, M) and 

(^{g{x, y)) = g{a{x), a{y)) ^ g{s, a{y)) = s\ 

Since a is given by evaluation at a on a~^{{s^ s^}), we have x{a) — s and 
g{x,y){a) = s\ So 

g{s,y{a)) =^ g{x{a),y{a)) ^ g{x,y){a) = s\ 

as required. I 

Using the previous result as a jumping-off point, we introduce a new sepa­
ration condition on the algebra M. Let G be a set of binary operations on M, 
let 5 be a subset of M and let t G M. We say that G and S distinguish t 
v̂ îthin M if there i s { ^ ^ | z G / } C G and {si,s[ \ i e 1} C S such that 

for all m e M, 
Without placing any restrictions on the sets G and S, it is very easy to 

distinguish t within M. LetTro, TTI : M^ -^ M be the two projection functions. 
Then, for example, the sets {TTI} and {t} distinguish t within M. However, we 
wish to distinguish t within M using a set G of binary homomorphisms of M 
and a subset 5 of M such that t ^ S, We will then be able to give conditions 
under which a map a : yi(A, M) —> M that agrees with an evaluation on the 
set a~^{S) also agrees with an evaluation on the set a~^{S U {t}). 
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The names of the following three results stem from the symbols used in the 
separation condition. 

2.2.6 First GST Lemma Let M be a finite algebra and define A := ISP(M). 
Let S C M and let t e M, Let A e A and let a : yi(A,M) -> M, 
Assume there is a set G of binary homomorphisms of M such that G and 
S n a(yi(A, M)) distinguish t within M, If a preserves G and is given by 
evaluation at a £ A on a'^^S), then a is also given by evaluation at a on 
a-\t). 

Proof Assume that a preserves G and that a is given by evaluation at a on 
a~^{S). Since G and S fl a{A{A. M)) distinguish t within M, there are sets 
{gi\i^ I] ^Gdind{si,s[\ie I] C 5 H a(yi(A,M)) such that 

& gi{si,m) = s[ <=^ m^t, ($) 

for all m e M, Now let y G a~'^{t). By ($), we have gi{si,a{y)) — s-, for 
all i G / . Using Lemma 2.2.5, we obtain gii^Si, y{a)) = s[, for each i e L So, 
by ($), we can conclude that a{y) = t = y{a). Thus a is given by evaluation 
at a on a~-^(t). I 

The following weaker version of the First GST Lemma can sometimes be 
easier to apply. We use End(M)(t) to denote the set of images of t under the 
collection of endomorphisms of M. 

2.2.7 Second GST Lemma Let Mbe a finite algebra and define the quasi-
variety A ~ ISP(M)- Let S C M and let t e M. Assume there is a set G of 
binary homomorphisms of M such that G and S fl End(M)(t) distinguish t 
within M. Now let A E A and assume that a : yi(A, M) —> M preserves G 
and End(M). If a is given by evaluation at a E A on a~^{S), then a is also 
given by evaluation at a on a~^{t). 

Proof The result will follow from the First GST Lemma once we have shown 
that End(M)(t) C a(y i (A,M)) . To do this, let s G End(M)(^). There 
exists e G End(M) such that e{t) — s. We can assume that a~^{t) is not 
empty. So there is x G yi(A, M) with a{x) — t. Now 

s =: e{t) ^ e{a{x)) = a(e o x) G a[A{A, M)) • 

Thus, End(M)(0 ^ Q^(^(A,M)). • 

Our next theorem localises all assumptions to the algebra M, giving a suf­
ficient condition for dualisability that avoids mention of maps of the form 
a:A{A,M) -> M. 
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2.2.8 GST Theorem Let M be a finite algebra, let S be a non-empty subset 
of M and let G be a set of binary homomorphisms of M. Assume that each 
s ^ S is a strong idempotent of a map in G. Assume further that, for each 
t G M\S, the sets G and S H End(M)(t) distinguish t within M. Then 
M — (M; End(M) U G, R\s\^T) yields a duality on ISP(M). 

Proof Let A be a finite algebra in ISP(M), and let a : D(A) -> M be a 
morphism. By the Strong Idempotents Lemma, 2.2.2, there is some a e. A such 
that a is given by evaluation at a on a~^{S). By the Second GST Lemma, 2.2.7, 
the map a is given by evaluation at a on a~^(t), for each t G M\S, So a 
is an evaluation. The Duahty Compactness Theorem, L4.2, tells us that M 
dualises M. I 

We will be using the following theorem in Chapter 5. 

2.2.9 Theorem Let M be a finite algebra and let 0 G M. Assume that 0 is 
the value of a constant term function of M. Let S be a non-empty subset of M 
and let G be a set of binary homomorphisms of M. Assume that each s e S 
is a strong idempotent of a map in G. Assume further that, for all k G M\{0} 
and t G M\S, the sets G and S H End(M)(/c) distinguish t within M. Then 
M ::= (M; End(M) U G, R\s\,T) yields a duality on I§P(M). 

Proof Let A be a finite algebra in yi :=: ISP(M), and let a : D(A) -> M be 
a morphism. First assume that the map a is constant with value 0. Since 0 is the 
value of a constant term function of M, there is an element 0^ of A that is the 
value of the corresponding constant term function of A. Soa{x) = 0 — x(O^), 
for all X G yi(A, M). Therefore a is given by evaluation at 0^. 

Now assume that there is some k G a(yi(A,M)) with k y^ 0, By the 
Strong Idempotents Lemma, 2.2.2, there exists a G 4̂ such that a is given by 
evaluation at a on a~^(5), Since A: G a(yi(A,M)) and a preserves End(M), 
we have End{M){k) C a(y i (A,M)) . So, by the First GST Lemma, 2.2.6, 
the map a is given by evaluation at a on a~^{t), for each t G M\S. Thus a is 
an evaluation. It follows, by the Duality Compactness Theorem, L4.2, that M 
dualises M. I 

We end this section by presenting some applications of our results. We want 
to show, using small examples, that the results in this section can be very easy 
to apply. The dualisability of some of the algebras we consider will also follow 
from more general results in the next chapter. 

In order to apply the Strong Idempotents Theorem, 2.2.3, to an algebra M, it 
is helpful if M has a binary homomorphism that is a flat-semilattice operadon. 
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To see this, let 0 e M and define the operation AQ : M^ -> M by 

fc A o ^ : = < 
[0 otherwise. 

Then AQ is the meet operation of a flat semilattice on M with bottom element 0. 
More importantly, every element of M\{0} is a strong idempotent of AQ. If M 
is a unary algebra, then it is very easy to check whether or not AQ is a binary 
homomorphism of M. We say that a map u : M —> M is one-to-one away 
from 0 if, for all kJeM with kj^imd u{k) =^ u{i), we have u{k) = 0. 

2.2.10 Lemma Let yibe a unary algebra such that 0 G M. Then theflat-
semilattice operation AQ : M^ —^Misa binary homomorphism of M if and 
only if every non-constant operation of 'Nipreserves 0 and is one-to-one away 
from 0. 

Proof The map AQ : M^ —> M is a binary homomorphism of M if and only if 
every operation of M is an endomorphism of (M; AQ) . It is easy to check that a 
non-constant operation ix : M -^ M is an endomorphism of the flat semilattice 
(M; Ao) if and only if u preserves 0 and is one-to-one away from 0. I 

In fact, for a small unary algebra M, it is easy to check whether or not any 
given map g : M^ -^ M is a binary homomorphism of M. Assume that 
M — {0 , . . . , n}, for some n G cj. Recall that we denote a unary operation 
u : M ^ M by the string u(0) • • • u{n). A binary operation g : M^ -^ M 
will be denoted by the matrix 

5(0, n) ••• g{n,n)\ 

^(0,0) . . . g{n,0)J' 

In the following examples, we make claims that binary operations on a set 
M are binary homomorphisms of some unary algebra M. To show that a flat-
semilattice operation on M is algebraic over M, we can invoke the previous 
lemma. We show that other binary operations are algebraic by checking them 
against diagrams of M"̂  and M, as in Figures 2.1 and 2.2. 

2.2.11 Diagram Checking Using the diagram of M, it is a simple matter to 
verify that the given diagram of M^ is correct. First, check that the diagonal of 
M^ is a copy of M. It then remains to check that each operation on the diagram 
of M^ preserves rows and columns. A row of M^ is a set { (A:, £) | /c G M }, 
for some i e M. A column of M^ is a set {{kj) \ i e M}, for some k e M. 
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0 ^-^ 
• • • 
0 1 2 

M 

The binary operation 
/ 2 2 2 

^ ==: 1 1 1 
^ Vo 1 2 
is algebraic over M. M 

, ( 0 , 2 ) , ( 1 , 2 ) , ( 2 , 2 ) 

O (0,0) 

• (0 ,1 ) ' ( 1 , 1 ) ' ( 2 , 1 ) 

• -< • - • 
(1,0) (2,0) 

Figure 2J M= ({0,1, 2}; 021) 

For each operation u and each row R of M^, the elements of u{R) should all 
belong to the same row of M^. Similarly, for each operation u and each column 
C of M^, the elements of u{C) should all belong to the same column of M^. 

2.2.12 Example The unary algebras ({0,1, 2}; 021) and ({0,1, 2}; 021, 000) 
are dualisable. 

Proof Let M = ({0,1,2}; 021) and define the binary operations 

A o - 0 0 2\ , /2 2 2 
0 10 and a := i i i 
0 0 0/ ^ Vo12 

on M. The flat-semilattice operation AQ is algebraic over M, by Lemma 2.2.10. 
Using Figure 2.1, it is easy to check that ^ is a binary homomorphism of M. 
The elements 1 and 2 are strong idempotents of Ao, and 0 is a strong idempotent 
of ^. By the Strong Idempotents Theorem, 2.2.3, the algebra M is duaUsed by 
the structure ({0,1, 2}; Ao, g, i?3, T). (So it follows that M is also duahsed 
by the structure ({0,1, 2}; i?3, T).) Since both the binary operations Ao and 
g preserve 0, the Strong Idempotents Theorem also tells us that the algebra 
({0,1, 2}; 021, 000) is dualisable. I 

Example 2.2.12 illustrates an easy way to extend results obtained using the 
Strong Idempotents Theorem, 2.2.3. Assume that every element of M is a 
strong idempotent of a binary homomorphism of M. Then we can add extra 
fundamental operations to the algebra M, provided they preserve these binary 
homomorphisms, and it will remain dualisable. 
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>.. y 

M 

The binary operation 
' 3 1 2 3 

r, — I 2 2 2 2 
y ~ I 1 1 2 3 

. 0 1 2 3 

is algebraic over M. 

M^ 

Figure 2.2 M = {{0,1, 2, 3}; 0010,0321} 

2.2.13 Example The unary algebra ({0,1, 2, 3}; 0010,0321) is dualisable. 

Proof Define the binary operations 

'0003 
A^ ,_ I 0 0 2 0 
/̂ o •— I 0 1 0 0 

.0000 

and g 
3 12 3 
2 2 2 2 
112 3 
0 12 3 

on {0,1, 2, 3}. Using Lemma 2.2.10 and Figure 2.2, it is easy to check that Ao 
and g are algebraic over M = ({0,1, 2, 3}; 0010, 0321). Every element of M 
is a strong idempotent of one of these two maps. So M is dualisable, by the 
Strong Idempotents Theorem, 2.2.3. I 

Our next example illustrates the GST Theorem, 2.2.8, at work. 

2.2.14 Example The unary algebra ({0,1, 2,3}; 0010,0011) is dualisable. 

Proof The binary operations go, gu and gs, given in Figure 2.3, are algebraic 
over M = ({0,1, 2, 3}; 0010, 0011). We will apply the GST Theorem, 2.2.8, 
with S := {0,1, 2} and G ~ {̂ o, ^12, P3}. 



38 2 Binary homomorphisms and natural dualities 

M 

The binary operations 
' 3 3 2 3 

^^ . _ , 2 2 2 2 
5'0 •— I 1 1 2 3 

. 0 1 2 3 

0 0 3 3^ 
5 i 2 : = l § ? g e i a n d 

sO 0 0 0 

92. 

0 1 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 

are algebraic over M. 

M^ 

Figure 2.3 M - ({0,1, 2, 3}; 0010, 0011) 

The element 0 G M is a strong idempotent of ^o. and both 1 and 2 are strong 
idempotents of ^12. (It is possible to show that 3 is not a strong idempotent of 
any binary homomorphism of M.) The only element of M\S is 3. We have 

5^3(1, m) = 1 <̂ => m = 3, 

for all m G M. So {^3} and {1} distinguish 3 within M. Since 

0010 o 0011 - 0000 = 0011 o 0010, 

the operation 0011 is an endomorphism of M. As 1 = 0011(3), this implies 
that le Sn End(M)(3). It follows, by the GST Theorem, that M is dualised 
by the structure 

({0,1, 2, 3}; End(M) U {̂ 0, ^12, ̂ 3}, i?3, T) , 

and therefore also by ({0,1, 2, 3}; i?3, T). I 
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A more complicated dualising structure for the algebra of the previous ex­
ample can be obtained using the Lattice Endomorphisms Theorem, 2.1.2, by 
regarding the operations as endomorphisms of the lattice on {0,1, 2,3} with 
0 < 1 < 3 < 2. 

Just as a flat-semilattice operation is helpful when applying the Strong Idem­
potents Theorem, there is an operation that can be helpful when using the GST 
results. Let 0 G M and define the near-projection operation *o : M^ -^ M by 

. p Jo i f^^^' 
k otherwise. 

Then we have 
& s ^QTU =^ s 4=^ m — 0, 

5€M\{0} 

for all m G M. So the sets {*o} and M\{0} distinguish 0 within M. 

2.2.15 Lemma Let Nlbe a unary algebra such that 0 G M. Then the near-
projection operation *o • M'^ —^Misa binary homomorphism of M if and 
only if every operation of M preserves 0 and is one-to-one away from 0. 

Proof Let 'u : M —> M be a unary operation. We must show that u preserves 
*o if and only if u preserves 0 and is one-to-one away from 0. First assume that 
u preserves *o- Then 

u{{)) = u{0 *o 0) = u{0) *o ^(0) = 0, 

and therefore u preserves 0. Let k^i e M with k y^ i and u{k) = u{i). We 
have 

u{k) = u{k *o ̂ ) = u{k) *o u{t) = 0. 

So u is one-to-one away from 0. 
Now assume that u preserves 0 and is one-to-one away from 0. For all 

k,i e M with /c 7̂  £, we have 

u{k *o k) — u{0) = 0 == u{k) *o u{k) 
and 

u{k *o ̂ ) = u{k) = '^{k) *o u{£). 

So'a preserves *o. • 

The following example uses both >KO and Ao to show that endomorphisms of 
a prime-order cyclic group form the operations of a dualisable unary algebra. 
In Section 2.4, we will show that the endomorphisms of a finite cyclic group 
yield a dualisable unary algebra. 
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2.2.16 Example Let p be prime and let F be a set of endomorphisms of the 
cyclic group Zp of order p. Assume that F contains the constant endomorphism 
of Zp. Then the unary algebra M :— (Zp; F) is dualised by the structure 
M - ( Z p ; E n d ( M ) , A o , * o , i ? p - i , r ) . 

Proof Every endomorphism of Zp preserves 0, and every non-constant endo­
morphism of Zp is a permutation. So both Ao and *o are binary homomorph­
isms of M, by Lemmas 2.2.10 and 2.2.15. We will use Theorem 2.2.9 with 
S = Zp\{0} and G = {AQ, *O}- Each s ^ S — Zp\{0} is a strong idempotent 
of AQ. Every endomorphism of the cyclic group Zp is also an endomorphism 
of the unary algebra M. So, for all A; G Zp\{0}, we have End(M)(A:) = Zp. 
The sets {*o} and Zp\{0} distinguish 0 within Zp. It follows by Theorem 2.2.9 
that M dualises M. I 

A much stronger result is proved in the next chapter: a finite unary algebra 
must be dualisable if each of its operations is constant or a permutation, 3.1.8. 

In the next two sections, we develop some extra tools that help us to find 
more applications of the GST Lemmas. 

2.3 Dualisable term retracts 

Let D and M be algebras of the same type. If there exists a pair of homo­
morphisms 7 : M —̂  D and /? : D —> M with ^ o (3 = idj^, then we say 
that 7 is a retraction, that /? is a coretraction and that D is a retract of M. 
Note that a retraction is necessarily surjective and a coretraction is necessarily 
an embedding. 

Now assume that D is a subalgebra of M and that there is a retraction 
7 : M -» D that is also a unary term function of M. We say that 7 is a term 
retraction and that D is a term retract of M. The corresponding coretraction 
/? : D -̂> M need not be the inclusion map. 

We will see in Chapter 5 that a term retract of a dualisable algebra is also 
dualisable. But, in general, a finite algebra with a dualisable term retract does 
not have to be dualisable; see Example 5.2.5. Here, we shall show that knowing 
that the algebra M has a dualisable term retract can sometimes help us to prove 
that M is dualisable. We shall see that, if the algebra D is dualisable, then we 
can guarantee that a map a : yi(A,M) —> M agrees with an evaluation on 
a~^{D) provided it preserves the right structure. We begin by showing that we 
can assume that a term retraction 7 : M -^ D fixes the elements of D, 

2.3.1 Lemma Let WL be a finite algebra and /^r 7 : M -» D Z?̂  a term 
retraction. Then there is a term retraction 7' : M -^ D such that 7̂  \£, — idjj, 
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Proof As 7 : M -» D is a retraction, there is a coretraction /3 : D ^^ M with 
70/3=: id^). As 7 is a term function of M and /3(D) is a subalgebra of M, we 
have 7(/3(Z?)) C p{D), Since 70/3=: id^, the map 7f^(^) : /3(D) -^ i? is a 
bijection. As /3(D) is finite, it follows that D = 7(/3(D)) -- /3(Z)). We have 
shown that 7 f̂  : D —> D is a permutation. So there must be some n G (^\{0} 
such that 7^f/:) = id :̂). Since 7^(M) = 7^~^(D) =:= D, the homomorphism 
7^ : M -^ D is a term retraction. I 

We want to be able to transform algebraic structure on D into algebraic 
structure on M. Every algebraic relation on D is also an algebraic relation 
on M, and every algebraic partial operation on D is also an algebraic partial 
operation on M. There is a straightforward method for transforming algebraic 
operations on D into algebraic operations on M. For each n e co, let 7'^! denote 
the natural product homomorphism 7 x • • • x 7 : M^ -^ D^. Now, for each 
algebraic operation g : D"̂  —> D, where n G cj, define the algebraic operation 
^7 • M^ —̂  M by ^7 '= 9 ^ 7'^'- For any set G of algebraic operations on D, 
define G^y := {g^ \ g e G}. 

2.3.2 Term Retract Lemma Let M be a finite algebra and /̂ r 7 : M ^ D 
be a term retraction such that 'jljj = idjj. Assume that D is dualised by the 
structure D = (D; G, H, R, T) and define M := (M; {7} U G^, H, R, T), 
Let A G ISP(M) and let a : D(A) -^^be a morphism. Then a agrees with 
an evaluation on a~^{D), 

Proof We can assume that A ^ M* ,̂ for some set 5. The pointwise extension 
7 is both a homomorphism and a term function of M'^. 

So 7['̂ 1 f̂  : A ^ A is a homomorphism and also a term function of A. We 
shall simply write this map as 7 : A —> A. 

The algebra 7(A) is a subalgebra of D* ,̂ and so 7(A) belongs to the quasi-
variety A := ISP(D). We want to define the map 

/3 :y i (7 (A) ,D) -> i^ by p{y):=a{yo^). 

To see that this is allowed, let y G yi(7(A),D). Then y o 7 : A — > M i s a 
homomorphism in D(A), with 

a{y o 7) zzz a(7 o y o 7) := -f{a{y o 7)), 

since "yljj = idjr) and a preserves 7. So a{y o 7) G D, whence /3 is well 
defined. 

We now want to show that the map P : yi(7(A),D) —> D preserves the 
structure induced by D. We will prove that /3 preserves each operation in G. 
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Let n e oj and choose an n-ary operation g E G. Then, for all ?/o,..., Vn-i in 
yi(7(A),D), we have 

Pigivo^. • •, Vn-i)) = o^igivo:..., ?/n-i) o T) 
= 0^(507^(^(307, . . . , y ^ _ i 07 ) ) as7f^ = idD 

= 0^(^7(2/007, . . - , 2 / ^ -107 ) ) 

= g^{<^{yo o 7), • • • 5 Q^(yn-i o 7)) as a preserves g^ 

-=go7^^\p{yo).....P{yn-i)) 

= g{P{yo)^'"^P{yn-i)) as7f^ -=id/^. 

Therefore /3 preserves G. It is also easy to show that /? preserves H and i?, and 
that P is continuous. So /? : yi(7(A), D) -^ D preserves the structure induced 
by D. Since D dualises D, the map /? must be given by evaluation at some 
b G 7(^) Q A. We will show that a is given by evaluation at b on a~^{D), 

Let X G a~^{D). For all a G A, we have x{j{a)) — 7(x(a)) G D, as 7 is 
a term function. So a:f^(^) G yi(7(A), D). This gives us 

a{x) — 7(a(x)) as a(x) G D and 7^^ — idĵ i 

= a{'j o x) as a preserves 7 

= a(x o 7) as 7 is a term function 

= P{^\^{A)) asxf^(^) G yi(7(A),D) 

— x(&) as P is given by evaluation at b. 

Thus a is given by evaluation at b on a~^{D). I 

We can use the Term Retract Lemma to obtain new dualities when we team 
it with the First GST Lemma, 2.2.6. 

2.3.3 Term Retract Theorem Let M be a finite algebra and /gr 7 : M -^ D 
be a term retraction such that 7fx) = idj^. Assume that D — {D; G, if, i?, T) 
is a dualising structure for D of finite type. Let S be a non-empty subset of M, 
let G^ be a set of binary homomorphisms of M and define 

M := (M; End(M) U G' U G^, H,RU Ris\ {M),T). 

Assume that each s E S is a strong idempotent of a map in G'. Assume further 
that, for all k G M\D and t G M \ 5 , the sets G' and S fl End(M)(^) 
distinguish t within M. Then M yields a duality on I§P(M). 

Proof Let A be a finite algebra in yi : - ISP(M) and let a : D(A) -^ M be 
a morphism. By the Term Retract Lemma, if a(yi(A, M)) C D, then a is an 
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evaluation. So we can assume that there exists k E a(yi(A, M))\I? . By the 
Strong Idempotents Lemma, 2.2.2, the map a is given by evaluation at some 
a e ^ on the set a~^{S), Since k G a(yi(A,M)) and a preserves End(M), 
we have End(M)(fc) C a(yi (A,M)) . Thus, by the First GST Lemma, 2.2.6, 
the map a is also given by evaluation at a on a~^ (t), for each t G M\S. Hence 
a is an evaluation. It follows that M yields a duality on A, by the Duality 
Compactness Theorem, 1.4.2. I 

This result is easily modified to cover the case where there is a finite number 
of term retractions onto duaUsable subalgebras. 

2.3.4 Multi Term Retract Theorem Let n G CCJ\{0} and let M be a finite 
algebra. Assume that, for each i G { 1 , . . . , n}, the map 7z : M ^> D^ is a 
term retraction with ji\jj. — id/;, and that D^ = {Di; G^'^\ H^'^\R^'^\T) is 
a dualising structure for D^ of finite type. Let S be a non-empty subset of M, 
let G' be a set of binary homomorphisms of M (^^d define 

M := (M; End(M) U G' U Q G « , Q ^ « , Q R^"^ U i?|5|(M),T). 
1=1 1=1 1=1 

Assume that each element s e S isa strong idempotent of a map in G'. Assume 
further that, for every transversal T of { M\Di \ i G { l , . . . , n } } and every 
t G M \ 5 , the sets G' and S n End(M)(r) distinguish t within M. Then M 
yields a duality on ISP(M). 

The following example illustrates the Term Retract Theorem. 

2.3.5 Example The algebras ({0,1, 2}; 121) and ({0,1, 2}; 121, 111, 222) 
are dualisable, 

Proof Let M be either ({0,1, 2}; 121) or ({0,1, 2}; 121, 111, 222), and let D 
be the subalgebra of M on the set D := {1, 2}. Then 212 : M ^ D is a term 
retraction, as212=:121ol21. The algebra D is either a two-element set with 
involution or a two-element doubly pointed set with involution. In either case, 
there is a finite set G of algebraic operations on D such that D=:({1,2};G,T) 
yields a duality on ISP(D). This can be shown using the general results in the 
text by Clark and Davey [8, Table 10.2]. 

The diagrams in Figure 2.4 make it straightforward to check that 

/ 2 2 2 \ / 2 1 2 \ , /O 2 2 

^ Vo22/ ^ V2ioy ^ V202 

are all algebraic over M. We will use the Term Retract Theorem, 2.3.3, with 
S :— {0} and G^ := {go, 91,92}- The element 0 is a strong idempotent of 90. 
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The binary operations 
/ 2 2 2 \ / 2 1 2 \ 

1 1 1 , 0 1 2 and 
Vo 2 2 / \ 2 1 0 / 

are algebraic over M. 

M 

0 2 2 
1 1 1 
2 0 2 

M^ 

Figure 2A M = ({0,1, 2}; 121) 

The only element of M\D is 0. We have 

^i(0,m) = 0 <=^ m — l and P2(0,m) = 0 

for all m G M. So { '̂1,̂ 2} and {0} distinguish both 1 and 2 within M. Thus 
M is dualised by M = ({0,1, 2}; End(M) U G' U G212, i?i(M), T'). I 

We can build on the previous example to find another dualisable algebra. 

2.3.6 Example The unary algebra ({0,1,2,3};1212,0121) is dualisable. 

Proof Define the algebras 

M : - ( { 0 , 1 , 2, 3}; 1212, 0121) and D := ({0,1, 2}; 121,012). 

As 0121 o 1212 - 1212 = 1212 o 0121, the map 0121 is term retraction from 
M onto D. By the previous example, the algebra D is dualised by an alter ego 
of finite type. Using Figure 2.5, it is easy to see that the binary operations 

^03 

1 1 1 3 
2 2 2 2 
1 1 1 1 
0 2 2 2 

91 ~ 
1 1 1 1 
2 2 2 2 
1 1 1 3 
2 2 2 2 

and g2 :-
2 2 2 2 
1 1 1 3 
2 2 2 2 
1 1 1 1 

are algebraic over M. Both the elements 0 and 3 are strong idempotents of ^03-
We have 

^ i (3 ,m) == 3 m 1 and ^2(3, m) — 3 m = 2, 

for all m G M. So {^1, ^2} and {3} distinguish both 1 and 2 within M. Thus 
M is dualisable, by the Term Retract Theorem, 2.3.3. I 

As an illustration of the Multi Term Retract Theorem, 2.3.4, we give an 
alternative duahsability proof for the algebra ({0,1, 2}; 010,002) of lattice 
endomorphisms. 
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M 

The binary operations 
1 1 1 3 
2 2 2 2 
1 1 1 1 
0 2 2 2 

1 1 1 1 
2 2 2 2 
1 1 1 3 
2 2 2 2 

and 
2 2 2 2 
1 1 1 3 
2 2 2 2 
1 1 1 1 

are algebraic over M-

M^ 

i\ 

Figure 2,5 M = ({0,1, 2, 3}; 1212, 0121) 

2.3.7 Example The unary algebra ({0,1,2}; 010, 002) is dualisable, 

Proof Define M = ({0,1, 2}; 010, 002). Then 010 is a term retraction from 
M onto the subalgebra D^ of M with Di :— {0,1}, and 002 is a term retraction 
from M onto the subalgebra D2 of M with J52 := {0,2}. Since D^ and D2 are 
both pointed sets, they are finitely dualisable [8, Table 10.2]. (In fact, their dual-
isability also follows from either the Lattice Endomorphism Theorem, 2.1.2, or 
the Strong Idempotents Theorem, 2.2.3.) 

Now consider the binary operations 

A o -
0 0 2 
0 1 0 
0 0 0 

and *o := 
0 1 0 
0 0 2 
0 1 2 

on M. These operations are binary homomorphisms of M, by Lemmas 2.2.10 
and 2.2.15. The elements in S := {1, 2} are strong idempotents of AQ. The 
only transversal of the set {M\Di,M\D2} is T := {1, 2}. The only element 
of M\S is 0. For each m G M, we have 

l * n m = l & 2 ^om = 2 m = 0. 
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So {*o} and {1, 2} distinguish 0 within M. It now follows by the Multi Term 
Retract Theorem, 2.3.4, that M is duaUsable. I 

2.4 Group operations 

A binary homomorphism that is also a group operation can play a central role 
in producing a duality. 

2.4.1 Group Lemma Let M be a finite algebra that has a binary homomorph­
ism * such that (M; *) is a group. Let A be an algebra in A := ISP(M) and 
assume that a : yi(A, M) -^ M preserves *. Let S be a non-empty subset of 
Q;(yi(A,M)) and assume that a is given by evaluation at a G Aona~^{S). 
Then a is given by evaluation at a on a~^{T), where (T; *) is the subgroup of 
(M; *) generated by S. 

Proof Let MQ denote the group (M; *). As * is algebraic over M, the set 
yi(A,M) forms a subgroup of ( M Q ) ^ . SO, since a : yi(A,M) -^ M pre­
serves *, the set a(yi(A, M)) forms a subgroup of MQ. 

Now define the subset Sa of M by 

S'a := { 5 G a(yi(A, M)) | a is given by evaluation at a on a~^{s) }. 

We want to prove that Sa also forms a subgroup of MQ. Since S C Sa, the set 
Sa is non-empty. 

Let ' : M ^ M be the inverse operation of the group MQ. Since MQ is 
finite, the operation ' can be derived from the group operation *. We begin by 
showing that Sa is closed under the operation ^ Let r e Sa Q a(yi(A, M)). 
Then we must have r' G a(yi(A, M)). To see that / G Sa, let x G a"^(r^). 
Then x^ G yi(A,M) with a{x^) = a{xy = / ' = r. As r G Sa, this implies 
that a{x^) = x'{a) and therefore a{x) = a{x^y ~ x'{ay — x{a). Therefore 
r^ e Sa, whence Sa is closed under ^ 

Now we can show that Sa is closed under the operation *, by using the First 
GST Lemma, 2.2.6. Let r,s e Sa^ Then r,s e a{A{A,M)), and therefore 
r ^ s e a[A{A,M)). For all m e M,we have 

r' ^ m = s <=^ m = r ^ s. 

So {*} and Sa distinguish r * 5 within M, since r\s G Sa. As a is given by 
evaluation at a on a~^{Sa), the First GST Lemma tells us that a is given by 
evaluation at a on a~^{r * s). Thus r >^ s e Sa-

We have shown that Sa forms a subgroup of MQ. Since S C Sa and T is the 
underlying set of the subgroup of MQ generated by 5, it follows that T C Sa. 
Hence a is given by evaluation at a on the set a~^{T). I 
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We will now use the Group Lemma and the Term Retract Lemma to find 
a large class of dualisable unary algebras. If we begin with a finite group 
Mo — (M; *), we can ask whether the unary algebra M — (M; End(Mo)) 
is dualisable. In particular, we want to know whether or not we can augment 
the structure MQ = (M; *, T) so that it will yield a duality on I§P(M). The 
general problem of determining for which finite groups Mo the unary algebra 
M = (M; End (Mo)) is duahsable remains open. We shall show that M is 
dualisable when the group Mo is cyclic. 

2.4.2 Lemma Let p be prime, let r G cj\{0} and consider the cyclic group 
Zpr of order p'^. There is a map g : (Z^r)^ -^ Zpr such that 

(i) g preserves every endomorphism of Zpr, and 

(ii) the element p^~^ of Zpr is a strong idempotent of g, 

Proof For each integer n, define the endomorphism 

An : Zpr —> Zpr by \n{]^) — nk (modp^). 

Then End(Zpr) = { An | n G Zpr }. So the endomorphisms of Zpr are 
generated, as a monoid, by the set {Ap} U { An | n G Zpr with p | n }. Now 
define g : {Zpr^ —> Zpr by 

.̂  ., I A: if An(A:) = An(^) = p^~ \ for some integern, 
g[k,t) = < 

10 otherwise, 

for all /c, ̂  G Zpr. We will prove that g satisfies conditions (i) and (ii). 

Claim 1 The map g preserves every endomorphism of Zpr. 

Let m G [p] U { n G Zpr [ p | n }. To see that g preserves the endomorphism 

Am of Zpr, let fc,£ G Zpr. First assume that g{\m{k),^m{^)) ¥" 0- There is 

some integer a with 

A a ( A m ( f c ) ) - A a ( A m ( ^ ) ) - p ^ - ^ 

So Xam{k) = Xam{^) = P^~~^^ and therefore 

Am(^(A:,^)) - Xm{k) = g{Xm{k),Xmii)). 

Since Am(0) = 0, we can now assume that g{Xm{k),Xm{^)) = 0 and that 
p(/c, i) yiL 0. So there is some integer a such that 

Xa{k) = Xa{i) = p'-\ 

but there is no integer b such that 

Xt{Xm{k)) = Xt{X^{i)) = p'-\ 



48 2 Binary homomorphisms and natural dualities 

Suppose that p\m. Then gcd(m, p^) — 1, and so there are integers c and d for 
which cm + dp'^ — 1. But this gives us 

\ca{\m{k)) = Xa{k) - / " ^ and Xca{Xm{i)) = K{&) - / " ' , 

which is a contradiction. 
We have shown that m = p. WQ have Xa{k) = Aa(^) = p^~^ but there is 

no integer b such that Xbp{k) = Xtp{i) = p^~^. This impHes that p f a, and 
therefore p^""^ | k. So 

Ap(^(fc,^)) - Xp{k) - 0 - ^(Ap(fc), Xp{i)), 

whence g preserves Xm- Thus g preserves all the endomorphisms of Zpr. 

Claim 2 The element p^~^ of Zpr is a strong idempotent of g. 

Clearly, we have g{p^~^,p^~^) = p^~^. Now assume that /c,£ G Z^r with 
(̂A:, ^) — p^~^. Then A; = p^'^ and there is some integer n such that 

We must have p\n, and therefore Â  is a permutation. Sot = k — p^~^. Thus 
p^~^ is a strong idempotent of g. I 

2.4.3 Theorem The endomorphisms of a finite cyclic group are the operations 
of a dualisable unary algebra. More precisely, for each n G c<;\{0}, the unary 
algebra M :— (Z^; End(Z-n,)), of endomorphisms of the cyclic group Z^, is 
dualised by M \— {Ijn\ +,g^ Ri^T), for some binary homomorphism g of M. 

Proof We will argue by induction on the number of prime factors of the order 
of the cyclic group. The induction commences by observing that the endo­
morphisms of Zi yield a dualisable unary algebra. 

Let n e CO, let Po, • • • ^Pn be distinct primes and let r g , . . . , r^ G CJ\{0}. 

Define the group MQ := Z ro x • • • x Ẑ r-n and define the unary algebra 
M := (M;End(Mo)), where M — Z -̂o x • • • x Z^^n. 

By Lemma 2.4.2, for alH G {0 , . . . , n}, there is a map gi : (Z n )^ —̂  Z r̂  
that preserves each of the endomorphisms of the group Z r^ and has the element 
p^'~^ as a strong idempotent. Define the map 

g:M^^M by g{k,i)ii) = gi{k{i),i{i)). 

As the group MQ is cyclic, every endomorphism e of MQ is a product, of the 
form e = eo X ''' X Cn, of endomorphisms of the factor groups Z rQ,..., Z r̂-̂ . 
It follows that g preserves all the endomorphisms of MQ . So ̂  is a binary homo­
morphism of M. We will show that M is duahsed by M ~ (M; +, g, i?i, T). 
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Let A be a finite algebra in A ~ I§P(M) and let a : D(A) -> M be a 
morphism. We will prove that a is an evaluation. It will then follow, by the 
Duahty Compactness Theorem, 1.4.2, that M dualises M. 

Since the group MQ is cyclic, every endomorphism of MQ is also an endo­
morphism of M. (In fact, End(M) — End(Mo).) Since a preserves the 
group operation +, the map a also preserves every endomorphism of the cyclic 
group MQ. 

As Mo is cyclic, there is some m e M such that m generates a(yi(A, M)) 
as a subgroup of MQ. We split our proof that a is an evaluation into two cases. 

Case 1: m{j) = 0, for some j G {0 , . . . , n}. Define the endomorphism 7 of 
Moby 

l̂ fc(z) otherwise, 

for every k E M and i G {0 , . . . , n}. Then 7 : M ^ M is an operation of 
M and a(yi (A,M)) C 7(M). It is easy to check that 7 : M -^ 7(M) is 
a term retraction of M with 7t^(M) — id^(M)' The operations of the unary 
algebra 7(M) are the endomorphisms of the cyclic group 7(Mo). The order 
of the group 7(Mo) has one less prime factor than the order of Mo. So, by the 
inductive assumption, the unary algebra 7(M) is dualised by 

(7(M); + f^(^), g f^(^), Ri f̂ (;vf) ^ ^ ) • 

The map a : yi(A, M) —> M preserves the endomorphism 7 of Mo, and so it 
follows that a preserves the structure induced by 

(M;7, +^,g^, Ri \^{M)^^)' 

As a(yi(A, M)) C 7(M), the Term Retract Lemma, 2.3.2, tells us that a is 
an evaluation. 

Case 2: m{i) ^ 0, for all i G {0, . . . ,n} . By the Group Lemma, 2.4.1, 
it suffices to show that a agrees with an evaluation on a~^(m). Define the 
element 5 of M by 5(i) = _p['~^ Since p^'^ is a strong idempotent of gi, 
for each i G {0 , . . . , n}, it follows that 5 is a strong idempotent of g. Since a 
preserves g and i?i, we can use the Strong Idempotents Lemma, 2.2.2, to find 
some a e A such that a is given by evaluation at a on a~^{s). 

As m G a(yi (A,M)) , there is some z G A{A,'M) such that a{z) — m. 
Let i G {0, . . . ,n} . Then m{i) ^ 0, and therefore gcd(m(z),p[') | p[ '~^ 
So there are integers k and i such that km{i) + ip^ ^ P?"^- ^̂  follows that 
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there is an endomorphism vi of Z n with Vi{m{i)) — p['~^. Now define the 

endomorphism v :— v^^ x - - - x Vn of MQ. Then v{m) — s, and so 

a{v o z) = v{a{z)) — v{m) = 5. 

As a is given by evaluation at a on a~^{s), this gives s = a{v o z) = vo z{a), 
Again, let 2 G {0 , . . . , n}. Since v o z{a) = s = v{m), we have 

Vi{z{a){i)) =v7'~^ -=^Vi{m{i)). 

Sogcd(z(a)(i),_p[') = gcd(m(2),p['), and therefore gcd(^(a)(i),p[') [ m{i). 
Hence there is an endomorphism Wi of Z r̂  for which Wi{z{a){i)) — m{i). 
Now define w \— WQ x - - - x Wn- This gives us 

z{w[a)){i) = w{z{a)){i) = Wi{z{a){i)) = m{i), 

so that z{w{a)) — m. 
The map a is given by evaluation at a on a~^{s). This implies that, for all 

X G a'~^{s), we have 

x{w{a)) = 7i;(x(a)) = w{s) == w{v o 2:(a)) = v{z{w{a))) = i;(m) = s. 

Thus a is also given by evaluation at w{a) on a~^{s). We will finish the proof 
by showing that a is given by evaluation at w{a) on a~^{m), 

Lety G a~-^(m). Then 

a(i; o 2: — 2: + y) = v{a{z)) — a{z) + a(?/) = v{m) — m^ m — s, 

Since a is given by evaluation at w{a) on a~^{s), we have 

s — {yoz — z-{- y){w{a)) = v o z{w{a)) — z{w{a)) + y{w{a)) 

= v{m) — m + y{w{a)) = s — m + y{w{a)), 

which implies that y{w{a)) — m. Thus a is given by evaluation at w{a) on 
a~^ (m). By the Group Lemma, it follows that a is an evaluation. I 
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The complexity of dualisability: 
three-element unary algebras 

We solve the Dualisability Problem restricted to the class of three-element unary 
algebras. The intricacy of the solution demonstrates the difficulty of the general 
Dualisability Problem, Our solution also provides a source of examples and 
counterexamples for us to use later in the text, 

The most fundamental problem in the theory of natural dualities is the Dual­
isability Problem: deciding exactly which finite algebras are dualisable. In this 
chapter, we demonstrate the difficulty of this problem. We do this by solving the 
Dualisability Problem restricted to a class of apparently very simple algebras: 
three-element unary algebras. We will find that the complexity of dualisability 
is evident even within this humble class. 

A complete solution to the Dualisability Problem for two-element algebras is 
given in the last chapter of the text by Clark and Davey [8]. The characterisation 
follows comparatively easily from the general results developed throughout 
that text. Unfortunately, these general results do not apply so readily to three-
element unary algebras, and we will be establishing dualities from scratch, 
using knowledge of the structure of the algebras in the quasi-varieties. 

Unary algebras are actually rather complicated from the point of view of 
duality theory. Amongst the two-element algebras, it is the highly structured 
algebras that have simple dualising structures, and the simpler algebras that have 
complicated dualising structures. For example, the two-element implicative lat­
tice ({0,1}; V, A, ->) is duahsed by the discrete pointed set ({0,1}; 1, T), and 
the two-element pointed set ({0,1}; 1) is dualised by the discrete implicative lat­
tice ({0,1};V,A,-^,T). The dualising structures we obtain for three-element 
unary algebras will be quite unwieldy. But, rather than aiming to create useful 
dualities, we are aiming to shed light on the general Dualisability Problem. 
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The dualisability of an algebra seems to be related to finiteness properties of 
the quasi-variety and, perhaps unexpectedly, of the variety that it generates. The 
exact nature of this relationship remains mysterious. In the positive direction, 
every known dualisable algebra has a finitely based equational theory. However, 
a dualisable algebra need not have a finitely based quasi-equational theory. The 
three-element unary algebras My and M L , defined in Figure 4.1, are dualisable, 
by the Lattice Endomorphism Theorem, 2.1.2. But neither has a finite basis for 
its quasi-equational theory [4]. 

In the other direction, it seems as though finite algebras that generate badly 
'non-finite' varieties must be non-dualisable. A variety is said to be residually 
large if, up to isomorphism, it contains a proper class of subdirectly irreducible 
algebras. We conjecture that a finite algebra that generates a residually large 
variety is non-duaUsable. 

In this chapter, some of our proofs of dualisability make direct use of very 
strong finiteness conditions on the generated quasi-varieties. However, we shall 
also find dualisable and non-dualisable algebras where the difference between 
the quasi-varieties they generate appears to be slight. 

The dualisability of a three-element unary algebra is strongly related to the 
number of different patterns that its unary term functions have. To make this 
more precise, consider a unary algebra M. A kernel of M is an equivalence 
relation on M of the form ker('u), for some unary term function t̂  of M that is 
neither a constant map nor a permutation. We shall say that M is an n-kernel 
unary algebra if n is the number of different kernels of M. 

There are only three non-trivial partitions of a three-element set. So the class 
of three-element unary algebras divides into zero-, one-, two- and three-kernel 
algebras. The main result of this chapter is the following characterisation of 
dualisability for three-element unary algebras. 

3.0.1 Theorem Let 'Nibe a three-element unary algebra. 

(i) IfM^is a zero-kernel or one-kernel algebra, then M is dualisable. 

(ii) Assume that M is a two-kernel algebra, on the set {0,1, 2}, with kernels 
{0112} and {02|1}. Then M is dualisable if and only if all the following 
conditions hold: 

(a) if ppq and pqp are term functions of M,/(9r some p, g G {0,1, 2} 
with p "^ q, then 010 and 002 are also term functions of M; 

(b) if 010, 001 and 110 are term functions of M. then so is 222; 

(c) if 002, 020 and 202 are term functions of M, then so is 111. 

(iii) If M is a three-kernel algebra, then M is not dualisable. 
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operations 

Fo = {012,000,001} 
Fi = {012,000,001,010} 
F2 = {012,000,001,010,002} 
Fs = {012,000,001,010,002,110,111} 
F4 = {012,000,001,010,002,110,111,222} 
F5 = {012,000,001,010,002,110, 111,222,011} 

kernels dualisable ? 

1 
2 
2 
2 
2 

yes 
no 
yes 
no 
yes 

no 

Table 3,1 Six three-element unary algebras 

Given any two-kernel three-element unary algebra M, there is a straightfor­
ward method for constructing an isomorphic copy of M, on the set {0,1, 2}, 
that has kernels {01|2} and {02|1}. (See Lemma 3.3.1 and the discussion on 
conjugation that precedes it.) So the previous result really does completely 
characterise dualisability for three-element unary algebras. 

Broadly speaking, our characterisation says that three-element unary alge­
bras with few unary term functions are dualisable, while those with many 
unary term functions are non-dualisable. However, the dualisable and non-
dualisable two-kernel algebras are tightly entangled. Indeed, there is a chain 
^0 ^ ^1 ^ • • • ^ ^5 of sets of unary operations on {0,1, 2} such that the 
corresponding algebras 

({0,l,2};Fo), ({0,l,2};Fi), . . . , ({0,1,2};F5) 

are alternately dualisable and non-dualisable. The definitions of the operation 
sets Fo , . . . , F5 are given in Table 3.1. For each i G {0 , . . . , 5}, it is easy 
to check that every unary term function of the algebra ({0,1,2}; F )̂ belongs 
to Fi, and then to use Theorem 3.0.1 to determine whether or not this algebra 
is duaUsable. 

A three-element unary algebra with universe {0,1, 2} is determined, up to 
term equivalence, by its monoid of unary term functions. It turns out that there 
are exactly 699 such monoids on {0,1, 2}. These 699 monoids determine 160 
non-isomorphic unary algebras. In Tables 3.2 and 3.3, we indicate how the 
699 monoids on {0,1, 2} and the 160 non-isomorphic unary algebras that they 
determine are distributed amongst the different kernel types. 

A surprising number of very different arguments seems to be required to solve 
the Dualisability Problem for three-element unary algebras. We shall examine 
the four kernel types section by section. We use both general and particular 
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kernels 
dualisable 

non-dualisable 

0 
24 

1 
198 

2 
210 
126 

3 

141 

Table 3.2 The 699 monoids on {0,1, 2} 

kernels 
dualisable 

non-dualisable 

0 
12 

1 
44 

2 
43 
24 

3 

37 

total 
432 
267 

total 
99 
61 

Table 3.3 The 160 non-isomorphic three-element unary algebras 

results to complete our characterisation. As a bonus, we end by using some 
general results from this and the previous chapter to prove that every finite unary 
algebra with only one fundamental operation is dualisable. 

The first four sections of this chapter are based on a paper written by the 
authors and D. M. Clark [13]. The result in the final section was found by the 
first author [51]. 

3.1 Dividing unary algebras into petals 

The zero-kernel unary algebras are exactly those whose fundamental operations 
are all constants or permutations. In this section, we prove that every finite 
zero-kernel unary algebra (of any size) is dualisable. To do this, we show that 
finite zero-kernel algebras generate extremely simple quasi-varieties. Each of 
these quasi-varieties can be created, via coproducts, from a finite number of 
building-block algebras. The following example gives an easy illustration of 
this phenomenon. 

3.1.1 Example Consider the three-element unary algebra 

M : = ({0,1, 2}; 021, 000), 

shown in Figure 3.1. The quasi-variety A :— ISP(M) is determined by the 
quasi-equations 

021(021(x)) ?^x, OOO(x) ?̂  000(?/) and 021(x) ^ x 4=> x ?̂  OOO(x). 

Figure 3.1 gives an example of a typical algebra A from A. It is easy to check 
that every algebra in yi is a coproduct of copies of M. 
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1 2 
• -< • - • 

••*? f 0 ^ 

M ' / 0 A - ; . ^ \ -

0^:^ \ / , / 

Figure 3.1 A zero-kernel unary algebra 

Let M = (Af; F) be an arbitrary unary algebra and let A belong to the 
quasi-variety A :— ISP(M). Recall that we associate a directed graph G(A) 
with the algebra A, where 

G{A) =• {A\EA) and Ejs^ — [{a,u{a))\a e Amdu e F). 

Now define the centre of A to be the subuniverse of A given by 

CA '-= { ̂ "^ I ̂  is the value of a constant term function of M }. 

Let G* (A) denote the induced subgraph of G(A) with vertex set A\CA, Then 
a subalgebra P of A is called a petal of A if P\CA is non-empty and is the 
vertex set of a connected component of the graph G*(A). An algebra P is a 
petal of yi if P is a petal of some A G ^l. 

Note that the centre and the petals of a unary algebra A depend on which 
quasi-variety IISP(M) we choose as its home. Whenever we are talking about 
centres and petals, we shall make sure that the chosen quasi-variety is clear. 

The following example demonstrates the origin of the names 'petal' and 
'centre'. 

3.1.2 Example Again, consider the algebra M -= ({0,1,2}; 021,000). The 
only element of M that is the value of a constant term function is 0. In Figure 3.1, 
the algebra A, from ISP(M), has been drawn to resemble a flower. This algebra 
has centre C A = {0"^} and three petals. 

3.1.3 Remark Let M be a unary algebra and choose some A in ISPfM). 
Then we can define a partition of A by 

{ P\CA I P is a petal of A } U ( { C A } \ { 0 } ) . 

This partition reflects the structure of A, since CA is a subuniverse of A and, 
for each petal P of A, the set P = ( P \ C A ) U C A is a subuniverse of A. The 
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Figure 3.2 Petals 

diagram in Figure 3.2 gives a general picture of how a unary algebra is divided 
into petals. 

The next lemma reveals the importance of petals. 

3.1.4 Lemma Let 'Mbe a unary algebra and let A belong to A := ISP(M). 
Then A is the coproduct (in A) of its petals, unless A is trivial and M has at 
least two constant unary term functions. 

Proof Assume that A is non-trivial or that M has at most one constant unary 
term function. 

Case 1: A = CA- The algebra A has no petals. Choose an algebra B from A. 
Then there is a unique homomorphism x : A -^ B, given by x{m^) — mP, 
for each m E M that is the value of a constant term function of M- To check 
that X is well defined, assume that mi,m2 E M, with mi ^ m2, such that 
both mi and m2 are values of constant term functions of M. By our initial 
assumption, the algebra A must be non-trivial. Since A E ISF(M), there is a 
homomorphism from A into M, which implies that mf̂  ^ m^. Therefore x 
is well defined, whence A is the empty-indexed coproduct in A, 

Case 2.- A ^ CA. Let { Pi I i E / } be the set of petals of A. Then C A Q PU 
for all i E / , and {Pi\CA | i E / } is a partition of A\CA' Let B E ^l 
and, for each i e I, let x̂  : P^ —> B be a homomorphism. We must have 
Xi{m^) = mP, for alH E / and m^ E CA- SO the homomorphism 

X ^ A —> M, given by x := [J{ Xi \i e I}, 

is the unique extension of the family {xi \ i e I}. It follows that A is the 
coproduct of { Pi I i E / } in yi. I 
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Within classes of non-unary algebras, most algebras cannot be written as 
a coproduct of simpler algebras. Similarly, in many quasi-varieties of unary 
algebras, the petals are just as complicated as the algebras in general. This 
is the case in the quasi-variety generated by the three-element unary algebra 
Q defined in 1.2.3. The petals of ISP(Q) are those algebras A for which the 
graph that is obtained from r (A) by removing the vertex 0^ is connected; see 
Figure 1.4 and the proof of Lemma 1.2.5. Connected graphs are really just as 
complicated as graphs in general. So focusing on the petals of ESP(Q) is not 
very helpful. 

Nevertheless, there are quasi-varieties of unary algebras whose petals are par­
ticularly well behaved: for example, the quasi-variety ISP(R) defined in 1.2.1. 
The algebra R has no constant term functions. So the petals of an algebra in 
ISP(R) are simply its connected components. In Lemma 1.2.2, we showed 
that IISP(R) has only two kinds of non-trivial petals. So the petals of ISP(R) 
are less complicated than the general algebras in ISP(R). 

If the petals of a quasi-variety A are simple, it makes sense to establish a 
duality for A in two steps. First find a structure that yields a duality on the 
petals of A, and then enrich this structure so that it yields a duality on all of A, 
The following two lemmas show how the second step can be done. 

3.1.5 Lemma Let M be a finite unary algebra and define A \— ISP(M). Let 
A be a finite algebra in A, with A ^ CA, and assume that a \ A{A^ M) -^ M 
preserves R^, Then there is a petal 'P of A such that P is a support for a. 

Proof Let P i , . . . , Pn be the petals of A, where n e (^\{0}. (Since A ^ C A , 
the algebra A has at least one petal.) If the map a is constant, then every subset 
of A is a support for a. So we can assume that there are 

i6',x G yi(A,M) with a{w)^OL{x), 

We shall construct a sequence w — WQ, .,. ^Wn — x of homomorphisms in 
yi(A, M) such that Wi and Wi-^i agree on A\Pi^i, for alH G {0 , . . . , n — 1}. 
First define WQ := w. For each i G {0 , . . . , n — 1}, we can define 

' ^ ^ + i : A - ^ M by wi+i := Wi\^\p^^^U x\p._^^, 

since P^+i is a cofactor of A. As A == Pi U • • • U P^, we have Wn = x. 
Since a^wo) = a{w) ^ OL[X) = a{wn), there is some j G {0 , . . . , n — 1} 

with a{wj) 7̂  a{wj^i). To see that Pj+i is a support for a, let 

y,zeA{A,M) with y\p._^, ^ z\p^^^. 

The map a preserves R4. So, by the Preservation Lemma, 1.4.4, there is some 
a e A such that a is given by evaluation at a on {wj, Wj-^i ,y,z}. The maps Wj 
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andiL'j+i can only differ on Pj+i. k^Wj{a) = oc{'^j) i=- <^('^j+i) = '^j+i(<^), 
it follows that a G -Pj+i. Thus a(y) = y{ci) — z{a) — a(z), whence Pj+i is 
a support for a. I 

3.1.6 Petal Duality Lemma Let M be a finite unary algebra and let n e cu 
with n ^ 2. Assume that Rn yields a duality on every finite petal of ISP(M). 
Then M :-= (M; ^^+2, T) yields a duality on ISF(M). 
Proof Let A be a finite algebra in yi := ISP(M) and let a : D(A) -^ M be 
a morphism. We shall prove that a is an evaluation. It will then follow, by the 
Duality Compactness Theorem, 1.4.2, that M yields a duality on A. 

We can assume that yi(A, M) is not empty. So choose some z G A{A^ M). 
For each petal P of A and each w G ^ ( P , M). we can define W G A{A, M) 
by w := w U z \A\P^ as P is a cofactor of A. For each petal P of A, define 

a p : y i (P ,M) - ^ M by ap{w) := a{w). 

We split our proof that a is an evaluation into three cases. 

Case 1: A =^ CA- There is only one homomorphism from A to M, and there­
fore |yi(A, M) | = 1, Since a preserves Rn+2^ it follows by the Preservation 
Lemma, 1.4.4, that a is an evaluation. 

Case 2: A ^ CA and a is not constant. There exist a;i,X2 G yi(A, M) with 
a{xi) 7̂  a(x2). Since n + 2 ^ 4, we know from Lemma 3.1.5 that there is a 
petal P of A such that P is a support for a. We have 

yi ~ xi\pUz\j!^\P and y2 := X2\pU z\j^\p 

in yi(A, M) with a{yi) = a{xi) y^ a{x2) = Q;(y2). 
We want to show that ap : A{P, M) —> M preserves Rn. By the Preserva­

tion Lemma, it is enough to show that ap agrees with an evaluation on every 
subset of y i (P ,M) with at most n elements. Let wi,,,. ,Wn G y i (P ,M). 
Since a preserves Rn+2, the map a is given by evaluation at some a G ^ on 
{yi, y2,wi,..., u)^}, by the Preservation Lemma. We must have a e P, since 

yi{a) = a{yi) :^ a{y2) = y2{a) and yi\A\p = y2\A\P' 

Now, for alH G { 1 , . . . , n}, we have ap{wi) = a(wi) = Wi{a) — Wi{a). So 
ap is given by evaluation at a on {wi^..., Wn}, whence ap preserves Rn. 

As Rn yields a duality on the finite petal P , there exists b E P such that ap 
is given by evaluation at 6. Since P is a support for a, it follows that 

a{x) — a{x\p) = ap{x\p) — x\p{f)) — x(6), 

for all X G yi(A, M). So a is an evaluation. 
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Case 3: A 7̂  C A and a is constant. Suppose, by way of contradiction, that 
the map ap is not an evaluation, for every petal P of A. Now let P be any 
petal of A. Since Rn yields a duality on P and ap is not an evaluation, the 
map a p does not preserve Rn. So, by the Preservation Lemma, there must be 
homomorphisms Wp^,,.., Wp^ e A{P, M) such that ap does not agree with 
an evaluation on the set {wp^,..., Wp^}. By Lemma 3.1.4, the algebra A is 
the coproduct of its petals. This implies that, for each z G { l , . . . , n } , we can 
define the homomorphism Wi G A{A, M) by 

Wi '~ U i ^P^ I ̂  ^^ a petal of A }. 

Since a preserves i?ri+2» the map a is given by evaluation at some a G ^ on 
{wi,..., Wn}' Let Q be a petal of A containing a. We are assuming that a is 
constant. So, for each i G { 1 , . . . , n}, we have 

Therefore a g is given by evaluation at a on the set {WQ^, . , . , WQ^}, which is 
a contradiction. 

We have shown that there is a petal P of A for which ap is an evaluation. 
Let b e P such that ap is given by evaluation at b. Then, since a is constant, 
we have 

a{x) — a{x\p) — ap(xfp) = x\p{b) = x{b), 

for every x G yi(A, M). Thus a is an evaluation. I 

The previous lemma can be used to show very easily that every finite zero-
kernel unary algebra is dualisable. In order to apply the lemma, we will first 
show that the quasi-variety generated by a finite zero-kernel algebra is extremely 
simple. 

3.1.7 Lemma Let M be a finite unary algebra and define A :— ISFfM). 

(i) If ^ is a zero-kernel algebra, then, up to isomorphism, the quasi-variety 
A has finitely many petals, all of which are finite. 

(ii) If M is not a zero-kernel algebra, then A has both arbitrarily large finite 
petals and infinite petals. 

Proof Assume that M is a zero-kernel algebra. Let Fp be the set of all unary 
term functions of M that are permutations, and let Fc be the set of all constant 
unary term functions of M. Then every unary term function of M belongs to 
Fp U Fc. For each u G Fp, the map u~^ : M —> M is a term function of M, as 
M is finite. Now let P be a petal of A. Since the graph G*(P) is connected, 
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it follows that P\Cp is an orbit of Fp. Therefore 

| P | - | C p | + | P \ C p | ^ | F e | + |Fp|. 

The quasi-variety A is locally finite. So, up to isomorphism, there are only 
finitely many petals of A, all of which are finite. 

Now assume that M is not a zero-kernel algebra. There is a unary term 
function u of M that is neither a constant map nor a permutation. So there are 
three distinct elements a, b and c of M such that u{a) — u{b) ^ u{c). Let S be 
a non-empty set and define the algebra A :== M^ x M in yi. Now define the 
subset X := {a, b}^ x {c} of A, Then u{x) = u{y) ^ C A , for all x,y e X. 
It follows that X is a subset of the vertices of a connected component of the 
graph G*(A). So X is contained in a petal of A. Thus A has both arbitrarily 
large finite petals and infinite petals. I 

3.1.8 Theorem Every finite zero-kernel unary algebra is dualisable. 

Proof Let M be a finite zero-kernel unary algebra and define A :— ISP(M). 
Using Lemma 3.L7, we know that, up to isomorphism, there are only finitely 
many petals of A, all of which are finite. So there is some n G a;\{0,1} such 
that |y i (P,M) | ^ n, for each petal P of yi. By the Preservation Lemma, L4.4, 
it follows that Rn yields a duality on every petal of A. Thus M is dualised by 
M = (M; i?n+2, T), by the Petal Duality Lemma, 3.L6. I 

We can use the previous theorem to conclude that all the two-element unary 
algebras are dualisable, since every unary operation on a two-element set is 
either a constant map or a permutation. 

3.2 One-kernel unary algebras 

One-kernel algebras are almost as simple as zero-kernel algebras. In this sec­
tion, we show that the quasi-variety generated by a finite one-kernel unary 
algebra M satisfies a very strong finiteness condition. There is a finite set 3 of 
petals of ISP(M) such that every finite petal of ISP(M) is 'nearly isomorphic' 
to a petal from S. We will then use this finiteness condition to help prove that 
every finite one-kernel algebra is dualisable. 

3.2.1 Example We have already carefully studied the quasi-variety generated 
by a particular one-kernel algebra. Define R \— ({0,1, 2}; 121,010), as in 
Definition 1.2.L The set of unary term functions of R is 

{012,121,010,212,101}. 
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Figure 3.3 Outer and inner elements of a unary algebra 

So R is a one-kernel unary algebra, with kernel {1|02}. The algebra R does 
not have any constant term functions, and therefore the petals of an algebra in 
ISP(R) are simply its connected components. In Lemma 1.2.2, we exhibited 
all the petals of ISP(R). We showed that every non-trivial petal of ISP(R) is 
isomorphic to Tr^, for some set / , or to Sq^j, for some sets / and J. So the 
non-trivial petals of ISP(R) come in two different kinds. We shall now develop 
a way to describe the similarity between the petals of the same kind. 

Let A be an algebra. For each subset B of A, we define sgA(5) to be the 
subuniverse of A generated by B, For each a G A, we shall write sgj^{a) rather 
thansgA({a}). 

Now assume that A is a finite unary algebra. We say that a G A is an outer 
element of A if sgA(a) is a maximal one-generated subuniverse of A, The 
members of A that are not outer elements of A are called inner elements of A. 
Define ^out to be the set of all outer elements of A, and A[n to be the set of 
all inner elements of A. Then Aout is a generating set for A, and Ain is a 
subuniverse of A. 

3.2.2 Remark The previous two definitions give us a new way to partition 
unary algebras. Let A be a finite unary algebra. There is a natural equivalence 
relation ^ on Aout, given by a ;=̂  6 <̂ => ^EA{^) — ^SA{^)' ^^ 

{a/^\aeAout}u{{Ain}\{0}) 

is a partition of A. In Figure 3.3, this partition is shown for some particular 
algebra A. The figure also shows how this partition interacts with the structure 
of A: we know that A[n is a subuniverse of A and, for each a G Aout, we have 
sgA(a) C (a/^)UAin. 
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Figure 3.4 A gentle basis for I§P(R) 

A surjection (/? : A -» B is called gentle if if is one-to-one on Ain U sgpj^a), 
for all a G Aout- Now let M be a finite unary algebra and let !B be a set of finite 
petals of A \— ISP(M). We say that !B is a gentle basis for A if, for every 
finite petal P of yi, there is a gentle surjection (/? : P -^ B, for some B G S. 

3.2.3 Example Again, consider the unary algebra R = ({0,1,2};121,010) 
first defined in 1.2.1. We know that every non-trivial petal of ISP(R) is iso­
morphic to TTJ, for some set / , or to Sq^j, for some sets / and J. It is now 
easy to check that every finite petal of ESP(R) has a gentle surjection onto one 
of the six algebras shown in Figure 3.4. For example, for each non-empty set / , 
there is a gentle surjection from the petal TTJ onto the petal TrrQj, which is 
shown in the top-right of the figure. So the petals in Figure 3.4 form a gentle 
basis for I§P(R). 

Gentle surjections are so called because they do not destroy too much of the 
structure of the algebra they act on. Loosely speaking, gentle surjections can 
only collapse repeated structure on the outside of the algebra. This is the case, 
for example, for the gentle surjection from TTJ onto Tr fQi, for each non-empty 
set/ . 

3.2.4 Lemma Let A be a finite unary algebra and let (p : A -^ "B be a gentle 
surjection. Then (p is a retraction and, for each subalgebra C of A such that 
(P\Q is one-to-one, there is a coretraction V̂  : B -̂> A for Lp with C C ip{B). 
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Proof Let C be a subalgebra of A such that ip \Q is one-to-one. (For example, 
we could choose s^^J^a), for any a G A.) Define the equivalence relation =(^ 
on Aout by 

a=^b ^F=^ ip{sgj^{a))=^ip{sgj^{b)), 

We seek a transversal T of the blocks of —^ for which C H Aout ^ sgAC^). 
To see that such transversals exist, let a, 6 G C H Aout with a =cp b. Then 

(^(a) G (/p(sgA(a)) - (̂ (sgA(f>)) and ^{b) e ^{sgpSb)) ^ ^{^gA.{o)). 

Since Lp\(j is one-to-one, this impHes that a G ^gpSP) and b G sgjsj^a), whence 
^ZA{^) — sgA(^)- Î  follows that there is a transversal T of Aout/=(/? such that 
C n Aout C sgA(T). This gives us C C A-,^ U sgA(T). 

As the homomorphism (/? is gentle, it is one-to-one on A\^ U sg^J^a), for each 
a G T. We wish to show that -0 : B -^ A, given by 

^ - U { ( ^ U n U s g A ( a ) ) ~ ^ | a G T } , 

is a well-defined coretraction for (̂  with C C ip^B). 

Claim 1 The relation '0 is a well-defined homomorphism. 

The range of t/j is certainly contained in A. The domain of '0 is B, since 

B = ^{A) - (^(^in U sgA(T)) = [j{ (f{Ain U sgA(a)) I a G T }. 

Now let a,b e7 with a 7̂  6. It remains to check that the homomorphisms 

(v^UnUsgA(a))~^ and (^UnUsgA(6))~^ 

agree on 
(^(ylin U sgA(a)) n ip{Ain U sgA(b)). 

So let Ca G A[n U sgA(a) and ĉ  G Am U sgA(b) such that (p{ca) — ^{cb). We 
shall prove that Ca = ct. Then we will have 

(^UnUsgA(a ) )~ (^(Ca)) = Ca = Ct= (v^ UnUsgA(6))" (^(^b)) , 

and it will follow that '0 is a well-defined homomorphism. 
Suppose, by way of contradiction, that both Ca and ĉ  are outer elements 

of A. Then sgA(ca) == sgA(< )̂ and sgA(c5) — sgj^{b). But this gives us 

^ ( s g A ( ^ ) ) ^ ^(sgA(Ca)) = SgB(v:^(Ca)) 

= SgB((^(c6)) - V^(sgA(c6)) = (^(sgA(f>)), 

and therefore a =^p b. Since a, 6 G T with a 7̂  6, this is a contradiction. 
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We can now assume that ĉ  G Ain, whence c^, c^ G A\^ U sgA(t). As (/? is 
one-to-one on A\^ U ^gx{^) Ĵ̂ d v (̂ca) = V (̂ct), we get Ca — c ,̂ as required. 

Claim 2 The homomorphism T/̂  is a coretraction for (/? with C C '0(B). 

Let b e B. Then there is some a e7 with 6 G v^(^in U sgA(<^)). We have 

So -0 is a coretraction for (/;, with C C A[n U sg^C^) = '0(B). • 

We can now clarify the statements in the introduction to this section. Consider 
a gentle surjection (/? : A -» B. For each a e A, the map (p is one-to-one on 
sgjs^{a). So, for every a e A, there is a coretraction V̂a • B <̂-> A for (/9 with 
a G il)a{B), by Lemma 3.2.4. Therefore A can be covered with the images of 
coretractions for ip. This tells us that B retains most of the structure of A. So 
gentle surjections really are 'nearly isomorphisms', and having a finite gentle 
basis is a very strong finiteness condition on a quasi-variety. We will prove 
that the quasi-variety generated by a finite one-kernel algebra must have a finite 
gentle basis. 

3.2.5 Lemma Let "Wlbea one-kernel unary algebra with kernel 6. Then every 
unary term function of M preserves 9. 

Proof There must be a unary term function ?i of M with ker(?i) — 9. The 
map u is neither constant nor a permutation. Now let v be any unary term 
function of M. If i; is constant or ker('L') = 9, then v preserves 9. So we can 
assume that t" is a permutation. Let (a, 6) G 9. The term function u o v ofM 
is neither constant nor a permutation. Therefore ker(?i o v) =z 9. This implies 
that It o v{a) — uo v{b), and so {v{a)^v{b)) G 9. Thus v preserves 9. I 

3.2.6 Lemma Let M be a finite one-kernel unary algebra and let n := \M\. 
Then each finite petal of ESP(M) has at most n\ + n inner elements, 

Proof Let 9 be the kernel of M and let P be a finite petal of ISP(M). Every 
subalgebra of P contains the centre Cp. Since P\Cp must be non-empty, we 
have Cp C P^^. 

We can assume that P < M^, for some non-empty set S. Each element 
a e P determines two partitions of S\ 

T{a) : - { a~\m) | m G M }\{0} 
and 

Te{a) ~ { a~\m/9) | m G M }\{0}. 

We shall prove that there is a partition Q of S, with at most n blocks, such that 
CP(a) == Q, for all a G Pm\Cp. This will tell us that, for each a G Pin\Cp, the 
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element a takes a different value from M on each block of Q. As |M| = n, it 
will follow that |Pin\C'p| ^ n!, and therefore 

| P i n | - | C p | + | P i n \ C p | ^ n + n!, 
as required. 

Now choose some b e Pout and define the partition Q := 7e{b) of S. The 
number of blocks of Q is at most \M/6\ ^ \M\ ~ n. Next define the subset 

PQ : - { a G Pin\Cp I 7{a) = Q] \j [a e Poni\ ^^(a) - Q } 

of P\Cp. We wish to show that PQ = P\Cp, Since P is a petal, the graph 
G*(P) is connected. So it is enough to show that PQ forms a connected com­
ponent of G*(P). Let a G P \Cp and let n be a unary term function of M 
such that u{a) ^ Cp. We will show that a G PQ if and only if u{a) G PQ. AS 
b G PQ, it will then follow that PQ = P \Cp . 

Case 1: u{a) G Pout- Since sgp(?i(a)) C sgp(a) and?i(a) is an outer element 
of P , we must have sgp('u(a)) = sgp(a) and a G Pout- There is a unary term 
function v of M with v o u{a) — a. Both u and v preserve 6, by Lemma 3.2.5. 
So 70{a) — yQ{u{a)). Thus a E PQ if and only \fu[a) G PQ. 

Case 2: a G Pout and u{a) G Pin- We must have a ^ sg-p(u{a)). Therefore 
the term function ?i of M is not a permutation. (Otherwise, the finiteness of 
M impUes that u~^ is a term function of M.) Since u{a) ^ Cp, the term 
function u of M cannot be constant. Therefore ker(u) = 6, and it follows that 
7{u{a)) = 7e{ci)' So a G PQ if and only if t^(a) G PQ. 

Case 3: a G Pin. This implies that u{a) G Pin- The algebra P is generated by 
its outer elements. So there is c G Pout and a unary term function v ofM such 
that v{c) = a. By the previous case, we have c G PQ if and only ifv{c) G PQ. 
The previous case also tells us that c G PQ if and only ifuo v{c) G PQ. SO 
a G PQ if and only if u{a) G PQ. 

We have now shown that 7(a) — Q, for all a G Pin\C'p. So, as explained 
earlier, it follows that |Pin| ^ ^ + ^!. • 

3.2.7 Lemma Let M be a finite one-kernel unary algebra. Then ]ISF(M) has 
a finite gentle basis. 

Proof Define n := \M\. Then the one-generated free algebra in the quasi-
variety A := ISP(M) has at most n^ elements. So there is some k E uj such 
that, up to isomorphism, there are only k one-generated algebras in A, Now 
let P be a finite petal of yi. We will show that there is a gentle surjection from 
P onto a petal B of ^l with |P | ^ n^k{n\ + n)!. Since A is locally finite, it 
will then follow that A has a finite gentle basis. 
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Define S to be the set of all maximal one-generated subuniverses of P . Then 
S — { sgp(a) I a G Pout }• Define the equivalence relation ~ on S by S = T 
if and only if there is an isomorphism from S to T that fixes each element of 
S n Pin. Choose a transversal T of the blocks of = and define the subalgebra 
B o f P b y P : = U ^ -

Claim 1 There is a gentle surjection from P onto B. 

For each pair (5, T) e =, choose an isomorphism ry^^ : S -̂̂  T that fixes each 
element of 5 H Pin. We want to define a gentle surjection (/? : P -^ B by 

(̂  := y { r?^^ I T G Tand S G T/= }. 

First note that 

P = IJS - |J{ 5 I r G Tand S G T/- }. 

Now consider rŷ ^̂ ^ and rŷ 2̂ 2 such that Si ^ S2, where T̂  G TandS^ G r^/=, 
for i G {1, 2}. Since Si is a maximal one-generated subuniverse of P, the 
subuniverse Si fl S2 of P is properly contained in Si. So Si H S2 C Pi^, and 
therefore 77̂  j . and rj^^rj.^ agree on Si H S2. It follows that (pisdi well-defined 
surjection, with ^\p.^ = idpj^. 

To check that ^p is gentle, let a G Pout- Then S := sgp(a) belongs to §, 
and so S G T/=, for some T G T. We want to show that ip is one-to-one on 
Pin U sgp(a). We have 

Since 77̂ ^̂  is one-to-one, it is enough to show that r/^j.(S\Pin) C T\P[n. The 
maximality of S and T guarantees that Sout — S fl Pout and Tout — TO Pout-
As 77^̂  is an isomorphism, we get 

r]gj.{S\Pin) ^ Vsri^out) ^ Tout = P \ P i n . 

Thus (p is one-to-one on Pin U sgp(a), whence (pis a gentle surjection. 

Claim 2 The algebra B is a petal of A. 

By Claim 1, we know there is a gentle surjection cp : P -^ B. We begin by 
showing that (/?~^(CB) =^ Cp. Clearly, Cp C (/?~^(CB). So let a G ^~^{CB)^ 

By Lemma 3.2.4, there is a coretraction 7/̂  : B -̂> P for (̂  with a G '0(P). 
This implies that 

a — ip o (f(a) G ' 0 ( C B ) £ Cp. 

Thus (P~^{CB) — Cp. Since P is a petal of yi, the graph G*(P) is connected. 
As (/:' : P -» B is a surjective homomorphism such that (P~^{CB) — Cp, it 
follows that the graph G*(B) is also connected. So B is a petal of ^l. 
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Claim 3 We have \B\ ^ n^fc(n! + n)!. 

Each one-generated algebra in A has at most n^ elements. Therefore we have 
|J5| = I U'^l ^ n^|T|. Each T G T determines a one-generated algebra T 
from A, We know that, up to isomorphism, there are only k one-generated 
algebras in A, So we want to bound the number of members of 7 that can 
determine isomorphic algebras. 

Let A be any one-generated algebra in A and assume that Ti,T2 G T, with 
Ti 7̂  T2, such that there are isomorphisms (pi : A "-^ Ti and (̂ 2 • A ^^ T2. 
Then (̂ 2̂ o (ŷ J"̂  : Ti -̂» T2 is an isomorphism. Since Ti ^ T2, we must have 
^2 o V r̂H<̂ ) 7̂  <̂ ' for some a G Ti 0 Pin- As 

( ^ l ( A n ) - ( r i ) i n = T i n P i n , 

this gives us 6 := v̂ f ̂ (a) G -Ain with (̂ 1(6) / ^2{b). So the embeddings 
(/9i f̂ .̂  : Ain —̂> Pin and 1^2 \A;n • ̂ in ^^ Pin are different. By the previous 
lemma, we have |Pin| ^n\ +n. So the number of different embeddings from 
Ain into Pin is at most |Pin|! ^ {n\ -]- n)\. This impHes that there are at most 
(n! + n)\ subuniverses T of P belonging to T such that T is isomorphic to A. 
Finally, as there are exactly k non-isomorphic one-generated algebras in A, we 
get |P | ^ n^|T| ^ n^k{n\ + n)!. I 

The next lemma shows that a finite unary algebra must be a zero- or one-
kernel algebra in order to generate a quasi-variety with a finite gentle basis. 

3.2.8 Lemma Let M be a finite unary algebra with at least two kernels. Then 
]ISP(M) does not have a finite gentle basis. 

Proof There are unary term functions u and v of M, neither of which is 
a constant map or a permutation, such that ker(?i) ^ ker(i;). So there are 
elements a^b e M with u{a) — u{b) and v{a) •=/=• v{b). As u is not constant 
and V is not a permutation, there exist c, d, e G M, with d ^ e, such that 
u{b) ^ u{c) and v{d) — v{e). 

Now let n G cj\{0}. We will construct a finite petal P of ISP(M) with 
I Pin I ^ 2^- Each gentle surjection from P must be one-to-one on Pin. So it 
will then follow that ISP(M) does not have a finite gentle basis. 

Define the subset X of M^+^ by 

X — { a , 6 r x {c} X {d} X {e}. 

Since u{a) = u{b) ^ u{c), we must have u{x) = u{y) ^ Cj^n+a, for all 
x,y e X. So X is a subset of the vertices of a connected component of the graph 
G*(M''"^^). Consequently, the set X is contained in a petal P of M"""̂ -̂ For 
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every a: G X, we have x ^ sgp(t'(x)), as v{d) — v{e). Therefore v{x) G Pin, 
for each x e X. Since v{a) ^ v{b), this implies that 

\Pin\^\{v{x)\xeX}\=2^, 

Thus ESP(M) does not have a finite gentle basis. I 

Lemmas 3.1.7, 3.2.7 and 3.2.8 tell us exactly which finite unary algebras 
generate a quasi-variety with a finite gentle basis. 

3.2.9 Theorem Let M be a finite unary algebra. Then ISP(M) has a finite 
gentle basis if and only if M is a zero-kernel or one-kernel algebra. 

We can now finish this section by establishing the dualisability of finite one-
kernel unary algebras. 

3.2.10 Theorem Every finite one-kernel unary algebra is dualisable. 

Proof Let M be a finite one-kernel unary algebra. By Theorem 3.2.9, there 
is a finite gentle basis S for yi :— ESP(M). As S consists of a finite number 
of finite algebras, we can choose n e. u such that n ^ | ^ ( B , M) | + 3, for all 
B G S. We shall prove that Rn yields a duality on every finite petal of A. By 
the Petal Duality Lemma, 3.L6, it will then follow that M := (M; Rn+2,^) 
dualises M. 

Let P be a finite petal of A. There is a gentle surjection (/9o : P -^ BQ, 
for some BQ G "B. Since V̂ ofpĵ  is one-to-one, we can use Lemma 3.2.4 to 
find a coretraction -00 • BQ "-̂  P for (p^ such that Pin C ^Q{BQ). Define the 
subalgebra B \— ^o(Bo) of P . Then B is isomorphic to BQ, and there is a 
gentle surjection (̂  : P ^ B, given by p \— ifj^o ipQ, with ^fp.^ — '^^Pin-

Now let a : */l(P, M) -^ M preserve Rn^ We will be finished once we have 
shown that a is an evaluation. 

Case 1: a{x) — a{x o Lp)^ for all x G yi(P, M). Since B is isomorphic to an 
algebra in S, we have |yi(B, M) | ^ n — 3. As the map a preserves Rn, we 
can use the Preservation Lemma, 1.4.4, to find some a ^ P such that a is given 
by evaluation at a on the subset {w o ip \ w e. yi(B,M) } of y i (P,M), For 
all X G yi(P, M), we must have 

a[x) — a{x o (p) = X o p){a). 

So a is given by evaluation at p{a). 

Case 2: a{y) ^ a{y o (p), for some y G */l(P,M). Since P is finite, there 
is some k G cj\{0} with Pout == {^i^ • • •, ctk}- We shall construct a sequence 
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y = yo^.., ^i/k = y o (p of homomorphisms in y i (P ,M) such that 

Pin ^ eq(yi,?/o(^) and P\sgp(ai+i) C eq(?/^,?/i+i), 

for alH G {0 , . . . , /c — 1}. As ^\p.^ — i^Pj^, we can define yo :— y. Now 
let 2 G {0 , . . . , fe — 1} and assume that yi has been defined. As sgp(ai+i) is a 
maximal one-generated subuniverse of P, we have 

sgp(a)nsgp(ai+i) C Pin, 

for all a e P\ sgp(ai4-i). Since yi and y o ip agree on Pin, this means that we 
can define the homomorphism yi-^i in v/l(P, M) by 

yz+l : - yifp\sgp(a,+i) U y O (^rsgp(a,+l)• 

As Pout is a generating set for P , we get yk — y o ip. 
Since a(yo) = < (̂y) 7̂  <̂ (y 0(̂ 9) = a{yk)^ there is some j G {0 , . . . , A: — 1} 

such that o^{yj) 7̂  a(yj+i). By the Preservation Lemma, there is some 6 G P 
for which a is given by evaluation at b on 

{yj,yj+i} U{wo^\we A{B,M) }• 

The maps yj and j/j+i agree on P \ sgp(aj4-i). Since 

yj{b) = a{yj) + a{yj^i) = yj+i{b), 

it follows that b G sgp(aj4-i), We will finish the proof for this case by showing 
that a is given evaluation at 6. 

Let X G »/l(P,M)- Then there is some c G sgp{aj^i) such that a is given 
by evaluation at c on 

{x,yj,yj+i}U{wo(p I î  G yi(B,M)}-

As (p is gentle, the map (p is one-to-one on sgp{aj^i). So, by Lemma 3.2.4, 
there is a coretraction 7/̂  : B ^^ P for (̂  with sgp(aj-i-i) C ip{B). We have 
'^ o (/:̂ f̂ (p) = id^(B) and fe, c G sgp(a^-+i) C ^ (P ) . Therefore 

a(x) = x(c) =^ X o ip o (p(^c) = a{x o '0o( j^ )=xo '0o (̂ (6) = x(6), 

whence a is an evaluation. I 

3.3 Dualisable two-kernel three-element unary algebras 

Were it not for the two-kernel algebras, the characterisation of dualisability 
for three-element unary algebras would be very simple. All of the zero- and 
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one-kernel algebras are dualisable, and none of the three-kernel algebras is 
dualisable. It is only amongst the two-kernel algebras that the dualisable and 
non-dualisable algebras are hard to differentiate. We shall split the class of 
two-kernel three-element unary algebras into four further types. Two of these 
types will be exclusively dualisable, and the other two will be exclusively non-
dualisable. First, we will show that it is enough to consider the two-kernel 
algebras with kernels {0112} and {02|1}. 

Isomorphic copies of a unary algebra can be created via conjugation. Con­
sider a unary algebra M = ({0,1,2};F) and let ^ : {0,1,2} -> {0,1, 2} be a 
permutation. For each u e F,wt define the unary operation '^u on {0,1, 2} by 
'^u :=^ V o uo v~^. Now v : {0,1, 2} —> {0,1, 2} is an isomorphism from M 
onto the algebra 

^M —({0,1,2};^F), where ^F := {""u \ u e F}, 

Furthermore, every isomorphic copy of M on the set {0,1, 2} can be obtained 
via conjugation in this way. 

3.3.1 Lemma Let 'M be a two-kernel three-element unary algebra. Then 
there is an isomorphic copy of M, on the set {() ̂ 1^2], that has kernels {0112} 
and {{)2\l]. 

Proof Let M = ({0,1,2};F) be a two-kernel unary algebra with kernels 
91 and 02- There is some m G M for which \m/9i\ == 2 = |m/^2|- Let 
i; : M -^ M be a permutation sending m to 0. Then ^M = ({0,1, 2}; ""F) is 
isomorphic to M and has kernels {01|2} and {02|1}. I 

We will often be using symmetry to reduce our work load. Given any unary 
algebra M on the set {0,1,2} with kernels {01|2} and {02|1}, the algebra 
°^^M is isomorphic to M and also has kernels {01|2} and {02|1}. 

3.3.2 Lemma Let 'Mbe a two-kernel unary algebra, on the set {0,1, 2}, with 
kernels {0112} and {02|1}. Then the unary term functions of M all belong to 
r/z^^^r {012,021}U {ppq.pqp | P, g G {0,1,2}}. 

Proof We just need to show that 012 and 021 are the only permutations that 
can be term functions of M. There exist unary term functions ui and U2 of M 
such that ke^(^ll) — {02|1} and ker('U2) — {01|2}. Now let -u be a unary term 
function of M that is a permutation. Then ui ov is neither a constant map nor 
a permutation. So keT{ui o v) = {01|2} or ker('Ui o v) — {02|1}. In either 
case, we have ui o v{l) ^u\o v(2), which implies that f (1) =: 1 or i;(2) = 1. 
Symmetrically, we have U2 o v{l) y^ U20 v{2), which tells us that ^;(1) == 2 or 
^(2) = 2. It follows that 'u == 012 or 7; = 021. • 
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The following theorem introduces four types of unary algebras with kernels 
{01|2} and {02|1}. Each of these types is preserved under conjugation by 021. 
The two unary operations / i := 010 and /2 \— 002 on {0,1, 2} play a very 
important role in our characterisation. 

3.3.3 Theorem Let Nlbe a two-kernel unary algebra, on the set {0,1, 2}, 
with kernels {0112} and {0211}. Let F be the set of unary term functions of M. 
Then at least one of the following is true: 

(2)o each map in F preserves the order ^ with 2 =̂  0 ^ 1; 

(2)p [ppq^pqp] ^ F, for some distinct p,q G [0^1,2], and {/i,/2} ^ F\ 

(2)M either [QlQ.mi.llQ] C F and 222 ^ F, or {002,020,202} C F and 

111 ^ F ; 

(2)R {/i, /2} Q F, and condition {2)M fciils, 
Proof Assume that M is not of type (2)o, type (2)p nor type (2)M. TO prove 
that M is of type (2)R, it suffices to show that {/i, /2} C F . As M is not of 
type (2)p, we can assume that {ppq.pqp} ^ F, for allp,q e M withp ^ q. 

Since M is not of type (2)o, there is a map in F that does not preserve the 
order ^ . Using Lemma 3.3.2, the only maps that can belong to F and that do 
not preserve ^ are 

021, 220, 221, 001, 121, 101 and 020. 

Since {01|2} and {02|1} are kernels of M, there exist ]?, g, r, s G M, with 
p ^ q and r i=- s, for which ppq G F and rsr G F . Since {ppq,pqp} ^ F 
and {rrs, rsr} ^ F , we must have pqp ^ F and rrs ^ F . This implies that 
021,121,020^ F, as 

ppq o 021 = ppq o 121 = ppq o 020 = pqp ^ F 

Similarly, we have 221, 001 ^ F, as 

rsr o 221 = rsr o 001 = rrs ^ F. 

Since F contains a map that does not preserve =̂ , it follows that 101 G F or 
220 G F. 

First assume that 101 G F. Then / i = 010 = 101 o 101 G F. This implies 
that 110 ^ F and 001 ^ F . We have 112 ^ F and 221 ^ F, since 

101 o 112 -= 010 o 221 - 001 ^ F 

We know there is a map in F with kernel {0112}. So 002 G F or 220 G F. As 
/2 =. 002 - 220 o 220, we have {/i, M C F. 
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Now assume that 220 G F. This case is symmetric, under conjugation 
by 021, to the case 101 G F, We have 101 = ^^^220 G ̂ ^^F. By the previous 
case, it follows that {/i, /s} C ^21^. So {/i, /s} - {''V2, ° 'Vi} ^F. • 

The names of the types in the previous theorem are meant to serve as aide-
memoires, Type-(2)o algebras have order-preserving operations; type-(2)p 
algebras have operations with the patterns ppq and pqp, for some p,q e. M\ 
type-(2)M algebras are Missing a constant operation; and the Rest are type-(2)R 
algebras. 

It follows straight from the Lattice Endomorphism Theorem, 2.1.2, that every 
algebra of type (2)o is dualisable. In the next section, we shall show that every 
algebra of type (2)p or type (2)M is non-duahsable. The remainder of this 
section is devoted to proving that the rest, all the algebras of type (2)R, are 
dualisable. 

Let M be a three-element unary algebra of type (2)R. Within the quasi-
variety A \— ISP(M), we can restrict our attention to subalgebras of powers 
of M. Let 5 be a non-empty set. For each a G M^, we say that 

na) := {a-\Q),a-\l),a-\2)}\{0} 

is the partition of 5 determined by a. 
Now let A be a subalgebra of M* .̂ The structure of A may be quite com­

plicated. However, we shall show that the homomorphisms in ^ ( A , M ) are 
all determined by their restrictions to a very simple subalgebra A|2 of A. The 
underlying set of A|2 is given by 

Ai2~ [aeA I \a{S)\ < 2 } . 

Since M is of type (2)R, we know that both / i = 010 and /2 = 002 are 
term functions of M. This implies that A12 is not empty. Indeed, we have 
/ l ( ^ ) U / 2 ( ^ ) C ^ ^ 2 . 

We will be making constant use of the well-behaved term functions / i and 
/2 of M. The maps / i and /2 separate the elements of M. Moreover, for 
each m G {1,2}, the map fm on M is idempotent, with image {0,m} and 

/mH^) = {^}-

3.3.4 Lemma Assume M is of type (2)R. Let A be a subalgebra of M^, 
for some non-empty set 5, and let V be a petal of A|2. Then all non-centre 
elements of P determine the same partition of S. 

Proof Leta G P\C\ and let 'U be a unary term function of M with u{a) ^ CA-
Once we have shown that CP(a) — CP(u(a)), the result will follow since the 
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graph G*(P) is connected. Since a G A|2, we must have \a{S)\ ^ 2. First 
assume that a G {0, m}*^, for some m G {1, 2}. Since fm fixes 0 and m, we 
have u{fm{o)) ~ u{a) ^ CA- This imphes that the term function u o f^ of 
M is not constant. So iz(0) ^ u{m), and therefore CP(a) = 7{u{a)), Now 
assume that a G {1,2}'^. As ?i(a) ^ CA, the term function u of M is not 
constant. Since M does not have any term functions with kernel {0|12}, we 
have ^(1) 7̂  u{2). Thus T(a) - ?{u{a)). I 

The previous lemma tells us that every petal of A|2 is isomorphic to a sub-
algebra of M^. So, by Lemma 3.1.4, the subalgebra A|2 of A is simply a 
coproduct of subalgebras of M^. 

We will now show that homomorphisms from A to M are determined by 
their restrictions to A^2- We shall obtain this as a corollary of the following 
more general result, which will also be used in Chapter 4. 

3.3.5 Lemma Let M be a two-kernel unary algebra, on the set {0,1,2}, 
such that / i and /2 are term functions of M. Let IB ^ A in ISP(M) with 
fiiA) U f2{A) C B, and let x : 3 ^ M. be a homomorphism. Then x 
extends to A if and only if x(/i(a)) = 0 or x(/2(a)) = 0,/<9r all a G A\B. 
Furthermore, if x extends to A, then x extends to A uniquely, 

Proof First let a G A\B and let m G {1, 2}. Then fm{ci) G B and, since fm 
is idempotent, we have 

X{fm{ci)) -= X{fm O fm{o)) = fm{x{fm{o))) ^ {O, m } . 

We have shown that 

^{fm{o)) ^ {0,m}, for each m G {1,2} and a G A\B. (*) 

Now assume that x extends to a homomorphism x : A -^ M. For all 
a G A\B and m G {1, 2}, we have 

x{a) = m 4=> fm{^{a)) = m <=^ x{fm{a)) = m. 

Thus X is the unique extension of x to A. It also follows that x(/i(a)) ^ 1 
or x{f2{a)) 7̂  2, for every a G A\B. So, by (*), we have x(/i(a)) — 0 or 
x(/2(a)) - 0, for every a G A\B. 

Conversely, assume that x(/i(a)) = 0 or x{f2{o)) — 0, for all a G A\B, 
Using (*), we can define the extension x'.A-^Mofiht map x so that, for 
each a G A\B, we have 

0 ifx(/i(a)) = x ( / 2 ( a ) ) - 0 , 

x ( a ) - <; 1 ifx(/i(a)) = l, 

2 i f x ( / 2 ( a ) ) - 2 . 
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<h{a)) 

0 
1 
0 

^(/2(a)) 

0 
0 
2 

x{a) 

0 
1 
2 

<h{a)) 

0 
0 
1 

<f2{a)) 

0 
2 
0 

a;(a) 

0 
2 
1 

We wish to show that x : A -^ M is a homomorphism. 
Let a G A\B. We will use the description of the unary term functions of 

M given in Lemma 3.3.2. First let p^q e M and assume that ppq is a term 
function of M. Using Table 3.4, we see that 

ppq{x{a)) = ppq{x{f2{a))) - x{ppq o 002(a)) = x{ppq{a)) 

= x{ppq{a)). 

Assume that pqp is a term function of M. Then 

pqp{x{a)) = pqp{x{fi{a))) - x{pqp o 010(a)) =: x{pqp{a)) 

= x{pqp{a)). 

Lastly, assume that 021 is a term function of M, and define a := 021(a) in A. 
Then 

x(fi(a)) = x(010 o 021(a)) - x(001(a)) = x(021 o 002(a)) 

-021(x(/2(a))) 
and 

x(/2(a)) - x(002 o 021(a)) - x(020(a)) = x(021 o 010(a)) 

= 021(x(/i(a))). 

It now follows from Table 3.4 that 021 (x(a)) ^ x(a) = x(021(a)). Thus x is 
a homomorphism. I 

The next result follows at once from the previous lemma. 

3.3.6 Lemma Assume M is of type (2)R. Let A be a subalgebra of M.^ ,for 
some non-empty set S, and let x : A|2 —̂  M ^^ « homomorphism. Then x 
extends to A if and only if x(/i(a)) = 0 or x(/2(a)) — 0, for all a G ^ \ ^ | 2 -
Furthermore, if x extends to A, then x extends to A uniquely. 

The subalgebra A of M'^ is hom-minimal (relative to M) if every homo­
morphism from A to M is the restriction of a projection. It is easy to check 
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that every algebra in A is isomorphic to a hom-minimal algebra. (For instance, 
every algebra A in yi is isomorphic to the hom-minimal subalgebra ejs^{A) of 
M ^ , where X := yi(A, M).) Therefore we can further restrict our attention 
to those algebras in A that are hom-minimal. 

So far in this chapter, we have twice used a particular trick for helping to 
estabhsh dualisability. Given a pair of homomorphisms in the dual of an algebra, 
we constructed a sequence of homomorphisms, from one to the other, so that 
homomorphisms that were adjacent in the sequence were nearly equal. (We did 
this in the proofs of both Lemma 3.1.5 and Theorem 3.2.10.) We will be using 
the same trick to help prove that type-(2)R algebras are dualisable. 

Let X, y G A{A^ M) with x ^ y. We say that the homomorphisms x and y 
are almost equal if there is a petal P of A|2 such that x and y agree on Ai2\P. 

3.3.7 Lemma Assume M is of type (2)R and define A := I[SP(M). Let A 
be a hom-minimal subalgebra of M. ,for some finite non-empty set 5, and let 
x^y E yi(A, M) withx ^ y. Then there is a sequence x — xo ,x i , . . . ,Xn = y 
in yi(A, M),/(9r some n G c<;\{0}, such that Xi is almost equal to x^+i and 
A|2 n eq(x, y) C A12 H eq(x^, y)Jor every 2 G {0 , . . . , n - 1}. 
Proof We want to show that, starting from x, we can define a sequence of 
homomorphisms in A{A^ M) that are each one step closer to agreeing with y 
on A|2. We begin by proving the following claim. 

Claim Assume w G yi(A, M) such that Aj2 H eq(t^, y) ^ A|2. Then there 
exists w' G yi(A, M) such that w' is almost equal to w and A\^2 H eq{w, y) is 
a proper subset of A12 H eq{w', y). 

To each petal of A|2, we shall associate a subset of S, Let P be a petal of A|2 
and, for some a G P \ C A C M*^, define the subset 5? := a~^{w{a)) of S. As 
A is hom-minimal, the homomorphism w is the restriction of a projection. By 
Lemma 3.3.4, all non-centre elements of P determine the same partition of S. 
This implies that the subset 5p of S is independent of our choice of a, 

We are assuming that ^ |2 H eq{w, y) ^ >1|2- So w and y disagree on at 
least one petal of Aj2. From amongst all the petals of A|2 on which w and y 
disagree, choose a petal P such that \SY>\ is minimal. We can do this because 
S is finite. 

The algebra A|2 is the coproduct of its petals, by Lemma 3.1.4. (We are 
allowed to apply this lemma as A|2 ^ M'^, with S non-empty.) Therefore 

^\A^2\p^y\p: A | 2 - > M 

is a homomorphism. We now want to show that yo\j^ \p U yfp extends to a 
homomorphism w' in yi(A, M). 
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Suppose, by way of contradiction, that w \A\2\P ^ ^ Î P ̂ ^^^ ^^^ extend to A. 
It follows by Lemma 3.3.6 that there exists a G A\Ai2 and {/c,̂ } = {1,2}, 
with fk{a) e Ai2\P and fi{a) G P, such that 

w{fk{a)):^0 and y{fe{a))^0, 

Since w^y e yi(A,M), applying Lemma 3.3.6 again tells us that 

w{fe{a)) = 0 and y(/^(a)) - 0. 

As \a{S)\ = 3, we know that //c(a), /^(a) ^ CA-
Now define Q to be the petal of A|2 containing fk{a). We have 

^ ( A ( a ) ) ^ 0 - y ( A ( a ) ) , 

and therefore w and ?/ disagree on Q. Since w{fk{a)) / 0 and w is the 
restriction of a projection, we must have w{fk{a)) = k. It follows that 

SQ = fk{a)-\k) - a-\k) C a-^O) U a~HA:) - /K«)~HO) - 5p. 

Note that S Q is a proper subset of 5p, as Ia(S') I == 3 and therefore a~^(0) ^ 0 . 
This contradicts the minimality of |5p|. 

We have established that, for our chosen petal P of A|2 with w\p ^ y\p, 
the homomorphism w\jx \p U y\p : A|2 —> M extends to a homomorphism 
w' in yi(A, M). The maps w and w^ are almost equal, and Aj2 H eq(t(;, y) is a 
proper subset of A|2 H eq(K;^ y). 

We can now prove the lemma. First, define XQ := x. As XQ ̂  y, it follows 
from Lemma 3.3.6 that A|2 H eq(xo, y) 7̂  Aj2. Using the claim, there exists 
xi in yi(A, M), with XQ and xi almost equal, such that A|2 H eq(a:o, y) is a 
proper subset of A12 H eq(xi, y). If ylj2 H eq(xi, y) 7̂  Aj2, then we can use 
the claim again to find X2 G A{A, M), with xi and X2 almost equal, such that 
Aj2 n eq(xi, y) is a proper subset of A12 H eq(x2, y). Iterate this construction. 
As A12 is finite, there will be some n G (̂ MO} with A|2 H eq(x^, y) — yl|2-
By Lemma 3.3.6, it follows that Xn = y. • 

The next lemma completes the preparation for our proof that type-(2) a alge­
bras are dualisable. This lemma is the only place we use the fact that algebras 
of type (2)R are not of type (2)M. 

3.3.8 Lemma Assume that M is of type (2)R. Let Abe a subalgebra of M , 
for some non-empty set S, and let m e M. If A does not contain the constant 
map in M^ with value m, then there is a homomorphism x : A ^ M such 
that m ^ x{A). 

file:///a/2/p
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Proof Let F be the set of unary term functions of M. For each m G M, let 
fa denote the constant map in M^ with value m. We must have 0 G A, since 
000 — f2 ^ fi ^ F' So, by symmetry, we can assume that 2 ^ A. WQ want to 
find a homomorphism x : A —> M such that 2 ^ x{A). 

Since 2 ^ ^ , we must have 222 ^ F, First assume that 111 ^ F . For all 
u G F , we have u o 000 G F, and therefore u(0) = 0. So the constant map 
0 : A —> M is a homomorphism, and 2 ^ O(^). 

Now assume that 111 G F. For every u G F, we have u o 000 G F and 
uoin e F . Since 222 ^ F, we must have ?x(0) G {0,1} and ?i(l) G {0,1}, 
for all u e F. Using Lemma 3.3.2, it follows that 

F C {012, 010,101} U { OOg, UqlqeM}. 

As 010 = / i G F and M is not of type (2)M, we know that {001,110} ^ F . 
There are three cases to consider. 

Case 1: 001 G F and 110 ^ F . We must have 101 ^ F and 112 ^ F, since 
101 o 001 - 010 o 112 = 110 ^ F . So 

F C {012,010,lll}U{00g \qeM}. 

Since 2 ^ A, the homomorphism x : A ^ M, given by x :— Qf^w^| U If r^|, 
satisfies 2 ^ x(yl). 

Case 2: 110 G F and 001 ^ F . This implies that 101 ^ F, since 101 o 110 = 
001 ^ F . Therefore 

F C {012, 010, 000, 002} U{llq\qeM}. 

Since /2 fixes 0 and 2, we have /2(A) -= A n {0, 2}"^. As 2 ^ A, the homo­
morphism x : A —> M, given by x := iU\/2(A) U 0fj2(A)' satisfies 2 ^ x{A). 

Case 3: 001 ^ F and 110 ^ F . We have 112 ^ F , as 010 o 112 - 110 ^ F. 
So 

F C {012,010,101,000, 002, 111}. 

Choose any s e S. Then we can define the homomorphism x : A -^ M by 
x~ fio TTs \A\f2{A) ^Q.\f2{A)^ and 2 ^ x{A), I 

3.3.9 Theorem All three-element unary algebras of type (2)R are dualisable. 
Proof Assume that M is of type (2)R and define A := I§P(M). Define the 
alter ego M := ({0,1, 2}; i?8, T) of M- (By doing a Httle extra work at one of 
the steps in this proof, we can actually get by with RQ instead of Rs.) Let A 
be a hom-minimal subalgebra of M^, for some finite non-empty set 5, and let 
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a : D(A) —̂  M be a morphism. We will show that a is an evaluation. It will 
then follow by the Duality Compactness Theorem, 1.4.2, that M dualises M. 

First assume that a is constant. Let m be the value of a in M, and suppose that 
A does not contain the constant map fh in M^ with value m. By Lemma 3.3.8, 
there exists x G yi(A, M) with m ^ x{A). The set x{A) is a unary algebraic 
relation on M. Since a preserves x{A), we have a{x) G x{A). So a{x) ^ m, 
which is a contradiction. We have shown that fh E A, The map a is given by 
evaluation at m, as each element of yi(A, M) is the restriction of a projection. 

Now assume that the map a is not constant. There are t;i, 1̂2 ̂  A{A, M) 
such that a{vi) 7̂  a(t'2)- By Lemma 3.3.7, there is a sequence 

vi = vio, i;!!, . . . , ^1^ =: ;̂2 in yi(A,M), 

for some n G cj\{0}, with vu almost equal to t'^.f 1, for alH G {0 , . . . , n - 1}. 
As a{vi) ^ a{v2), there exists j G {0, . . . ,n - 1} with a{vij) ^ a{vijj^i), 
Define yi := vij and y2 := vij+i- Since yi and ^2 are almost equal, there is 
a petal Py of A|2 such that Ai2\Py ^ eq(yi, ^2). As yi ^ y2, we must have 
yi \AI2 ^ ^2 U^2' by Lemma 3.3.6. So yi \p^ i- y2 fp .̂ 
Case 1: Py is a support for a. We begin by showing that there is some a e Py 
such that a is given by evaluation at a on {^i, 2/2}. Since a preserves i?8, we 
can use the Preservation Lemma, 1.4.4, to find some b e A such that a is given 
by evaluation at b on {^1, ^2}- Assume that 6 ^ Py. We have 

yi(6) = a{yi) / a(y2) = y2{b). 

As A|2\^y ^ eq(yi,y2), this implies that b ^ A12 and therefore |&(S')| = 3. 
Since / i and /2 separate the elements of M, we have 

fk{yi{b)) ^ fk{y2{b)), for some k G {1,2}. 

Since yi{fk{b)) 7̂  y2{fk{b)) and A|2\Py C eq(yi,y2), it now follows that 
fk{b) G Py. We shall show that a is given by evaluation at fkib) on {2/1,^2}-

As 16(5)1 = 3, the elements /i(6) and /2(6) of A determine two different 
two-block partitions of S. So / i (6) and /2 (6) belong to different petals of A j2, 
by Lemma 3.3.4. Choose I G {1, 2} with I ^ k. Then fi{b) ^ Py and so, as 
Ai2\Py Q eq(?/i,y2), we have 

h{yi{b)) = yiiMb)) = y2{h{b)) = h{y2{b)). 

Since yi(6) ^ y2(f̂ )» this gives us {yi(6),y2(6)} = {0,/c}. Consequently, 

(^{yi) = yi{b) - fk{yi{b)) = yi{fk{b)). 

for each i G {1, 2}. 
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We have shown that a is given by evaluation at some a G Py on {i/i,^2}. 
By Lemma 3.3.4, all non-centre elements of P̂ ^ determine the same partition 
of S. Since Py C yl|2, this partition has at most two blocks. So there are at 
most two functions from Py to M that are the restriction of a projection. Now 
let X e A{A, M). As A is hom-minimal, the homomorphisms x, yi and 2/2 are 
restrictions of projections. Since yi \p 7̂  7/2 fp , there must be some i G {1,2} 
such that x\p — yi\p . Therefore 

a{x) = a{yi) = yi{a) ^ x(a), 

as Py is a support for a. Thus a is an evaluation. 

Case 2: Py is not a support for a. By Lemma 3.3.7, there exist almost equal 
homomorphisms 2:1, 2:2 ^ »> (̂A, M) such that 

zi\py = Z2\py and a{zi) 7̂  a{z2). 

There is a petal P^ of A|2 with Ai2\Pz Q eq(^i, 2:2). Using Lemma 3.3.6, we 
must have zi \p^ 7̂  Z2 \p^. So P̂ ^ and P^ are different petals of A|2. 

The petals Py and P^ of A|2 determine two partitions of 5, each with at 
most two blocks. So there are at most four functions from Py U P^ to M that 
are the restriction of a projection. Since A is hom-minimal, there is a subset 
Wof ja(A,M), with \W\ ^ 7, such that {yi,y2, ^1,^2} ^ Wand 

{w\p^^P^ \weW} = {x\p^^P^ \XGA{A,M)}^ 

(We can actually choose W so that \W\ ^ 5.) Define 

Aw :=^ {a e A \ ais given by evaluation at a on W }. 

Then Aw is non-empty, by the Preservation Lemma, as a preserves Rg. 
We want to show that Aw has only one element. To do this, let ai, a2 G Aw 

andx G yi(A,M). Since A is separated by homomorphisms into M, it suffices 
to prove that x{ai) = x(a2). Let i G {1, 2}. As ai G Aw, the map a is given 
by evaluation at ai on the set W. Therefore 

yi{ai) = a{yi) 7̂  a{y2) = y2{ai) 
and 

zi{ai) = a{zi) 7̂  a{z2) = Z2{ai). 

The maps / i and /2 separate the elements of M. So there is some k G {1,2} 
with 

yi{fk{cii)) =" fkiviidi)) ¥" fk{y2{ai)) = y2{fk{cii))^ 
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Thus, as Ai2\Py Q eq(?/i, ^2), we have fi{ai) G Py\CA or f2{ai) G Py\CA' 
Similarly, we find that /i(a^) G PZ\CA or f2{cii) ^ PZ\CA' Consequently, 
fiidi), f2[cii) ^ Py^ Pz, as Fy and P^ are distinct petals of A|2. 

By the construction of W, there exists w e W with x \p ^p^ =^ w\p ^p^. 
Since /l(a^), /2(ai) G PyU Pz, this gives us 

/i(x(a^)) = fi{w{ai)) and f2{x{ai)) = f2{w{ai)). 

As / i and /2 separate the elements of M, we have 

x{ai) = w{ai) — a{w) — w{a2) — x{a2). 

Since A is separated by homomorphisms into M, it follows that ai = a2. 
Now let a be the unique element of Aw- To see that a is given by evaluation 

at a, let X G yi(A, M). Since a preserves i?8, there is some 6 G yl such that a 
is given by evaluation at 6 on W U {x}. As a is the only element of Aw, we 
must have h — a, and therefore a(x) = x{a). Thus a is an evaluation. I 

3,4 Non-dualisable three-element unary algebras 

Proofs of non-dualisability are often easier than proofs of dualisability. The 
ghost-element method provides an extremely elegant way to show that a finite 
algebra is not dualisable. Constructing a ghost-element proof can require a fair 
amount of inspiration. However, verifying that the construction is correct often 
involves only routine calculations. 

For all our ghost-element proofs in this section, we will use the follow­
ing refinement of the Ghost Element Theorem, 1.4.6. (The result below is 
the unpublished precursor to the Inherent Non-dualisability Theorem [23, 8]; 
see 5.2.2. We cannot use the Inherent Non-dualisability Theorem itself, since 
there are no inherently non-dualisable unary algebras, by Theorem 2.1.4.) 

3.4.1 Non-dualisability Lemma Let M be a finite algebra and n G cj\{0}. 
Assume that there is a subalgebra A of NL , for some set S, and an infinite 
subset AQ of A such that 

(i) for each homomorphism x : A —> M, the equivalence relation ker (x \j^^) 
has a unique block of size greater than n, 

(ii) the algebra A does not contain the element g of M^ that is defined by 
g{s) := ps{as), where as is any element of the unique block of kev{ps\ y\^Q) 
of size greater than n. 

Then M is non-dualisable, 
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Proof We shall use the Ghost Element Theorem, 1.4.6, to prove that M is 
non-dualisable. Define A :— ISP(M) and define the map 

a\A{A,M)-^M by a(x) := x(a^), 

where ax is any element of the unique block of ker(a; f ̂ ^) of size greater than n. 
Then, for all 5 G 5, we have 

ga[s) ^ a{ps) = Ps{as) ^ g{s). 

Therefore ga = g ^ A. By the Ghost Element Theorem and the Brute Force 
Lemma, 1.4.5, it is now enough to prove that a has a finite support and that a 
is locally an evaluation. 

Choose any finite subset B of ^o with | 5 | ^ n |M| + 1. To see that 5 is a 
support for a, let x, y G A{A, M) with X\Q = yl^. The equivalence relation 
ker(xf^) on 5 has at most \M\ blocks. As B C AQ and \B\ > n|M|, there is a 
unique block of ker(xf^) of size greater than n. Choose some6 G S that lies in 
this largest block of ker(xf^) = ker(yf^). Then 6 belongs to the unique block 
of ker(x f^^) of size greater than n, and also to the unique block of ker(?/ f̂ )̂ 
of size greater than n. So 

a{x) = x{b) = y{b) = a{y). 

Thus 5 is a finite support for a. 
Now let X be a finite subset of A{A, M). For each x G X, let Ax denote 

the unique block of ker(x f̂ )̂ of size greater than n. For each x G X, the set 
Ax is cofinite in AQ, since ker(x f̂ )̂ has finitely many blocks. So there is some 
a ^ {^{Ax \ X e X}. We have a{x) = x{a), for all x e X, Thus a agrees 
with an evaluation on X. I 

We will be applying the Non-duaUsabiUty Lemma many times throughout 
this text, always using the bound n = 1, When applying this lemma to an 
algebra M, we shall want to specify sequences in M^. For a G M, we use a 
to denote the constant sequence in M^ with value a. Now let k G c<;\{0}, let 
n i , . , . , n/e G cj and let a, 6 i , . . . , 6/̂  G M. We define the sequence a^\"; ^̂  in 

^ ^ jbj i f z - n j , for some j G {1,...,A:}, 

ya otherwise, 

for all i e uj. 
The next theorem tells us that every three-element unary algebra of type (2)p 

is non-duaUsable. 
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3.4.2 Theorem Let M,be a dualisable unary algebra on the set {0,1,2}. If 
ppq and pqp are term functions of M, for some p,q G {0,1, 2} with p i^ q, 
then so are 010 and 002. 

Proof We will prove that, if both ppq and pqp are term functions of M, for 
some p,q E M with p ^ q, then 002 is as well. The rest of the result will then 
follow using conjugation by 021. 

Assume that ppq and pqp are term functions of M, for some p,q e M with 
p y^ q. Define two subsets of M^ by 

Ao:={oli\neuj\{Q}} 
and 

B := { 0^^ I m,n G cc;\{0} and m 7̂  n }. 

Let A denote the subalgebra of M^ generated by AQ U B. Now choose a 
homomorphism x : A -^ M. We shall show that ker(xf^Q) has a unique 
non-trivial block. 

Case 1: 2 G X{AQ). There exists some n G cj\{0} such that x{Oll} = 2. Let 
m G Lv\{0}, Then 

in A. Applying the 

ppg vl 

homomorphism x g 

@ 
PPQ 

q 

PPQ 

ives us 

PPQ 
(̂Oom) 

in M. (The box around 2 indicates that x{Oll) — 2 by assumption.) So 
x(Oo^) = 2, diS p y^ q. It follows that x{Ao) — {2}, and therefore ker(xf^Q) 
has only one block. 

Case 2: x{Ao) C {0,1}. We can assume that X{AQ) ^ {0}. So there is some 
n G cc;\{0} such that x(Oon) = 1. Let m G cj\{0, n}. Then 

'-'On ^ Pn 

in A. Applying x, we have 

PQP 

PQP 

Q 2 1 

1 

PP9 

PP9 

P^ 

P 

PQP 

PQP 

Q 2 1 

(̂Oom 

in M. Since x(Oo^) 7̂  2, this implies that x(Oo^) = 0. So Ao\{Oon} is the 
unique non-trivial block of ker(xIAQ)-

We have proven that kev{x\j^^) has a unique non-trivial block, for each 
homomorphism x : A —> M. Now define g G M^ by ^(n) := pn{an), 
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Figure 3.5 The non-dualisable algebra Q has an algebraic semilattice operation 

where a^ is chosen from the non-trivial block of ker(pn \AQ)' The only block 
of ker(pofAo) ^̂  ^o- ^^ ^(0) "= Po(Ooi) = 2. For each n G cj\{0}, the 
unique non-trivial block of ker(pnfy^Q) is ^o\{Oon}' ^̂ d̂ therefore we have 
g{n) = Pn(Oon+i) = 0. So ^ — OQ. We are assuming that M is dualisable and 
thus, by the Non-dualisability Lemma, 3.4.1, we must have g E A. Therefore 
OQ E sg]v[cc; {AQ U B), whence 002 must be a term function of M. I 

Using the previous result, we can show that there are two natural general­
isations of Theorem 2.1.1 that do not hold. We know that a finite algebra is 
dualisable if it has a pair of algebraic lattice operations. But an algebraic semi-
lattice operation or an algebraic majority operation is not enough to guarantee 
the dualisability of an algebra. 

3.4.3 Example Let Q :— ({0,1, 2}; 001, 010) be the unary algebra first con­
sidered in 1.2.3. Then Q has both an algebraic semilattice operation and an 
algebraic majority operation, but Q is not dualisable. 

Proof The maps 001 and 010 are endomorphisms of the meet semilattice 
shown in Figure 3.5. So there is an algebraic semilattice operation on Q. There 
is an algebraic majority operation m : Q'̂  -^ Q, given by 

m(a,6,c) = H ^ " ' ^ ' ^ ^ i f | { a , ^ , c } | ^ 2 , 
I 0 otherwise. 

Nevertheless, the algebra Q is not dualisable, by Theorem 3.4.2. I 

There are some semilattices and majority algebras whose endomorphisms 
do form dualisable unary algebras, as the following general argument shows. 
Consider a finite algebra MQ (of any type) such that |Con(Mo)| ^ 3, and let 
F C End(Mo). Then (M; F) is a zero- or one-kernel algebra and is therefore 
dualisable, by Theorems 3.1.8 and 3.2.10. This argument can also be applied, 
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for example, to the dihedral group G of order 2p, for any prime p. Each set of 
endomorphisms of G forms the operations of a dualisable unary algebra. 

Now we will show that every algebra of type (2)M is non-dualisable. 

3.4.4 Theorem Let 'WLbe a dualisable unary algebra on the set {0,1, 2}. 

(i) If 010, 001 and 110 are term functions of M, then so is 222. 

(ii) If 002, 020 and 202 are term functions of M, then so is 111. 

Proof We will prove (i). Claim (ii) will then follow using conjugation by 021. 
Assume that 010, 001 and 110 are term functions of M. Define two subsets of 
M^by 

AQ := { 2^ j^],i \ k e to and k is even } 
and 

B := { Oll^n I k,i,m,n e uj are distinct }. 

Let A denote the subalgebra of M^ generated by AQU B. 
Let X : A —> M be a homomorphism. We want to show that ker(x f̂ )̂ has 

a unique non-trivial block. So we can assume that x{Ao) ^ {2}. There is an 
even number A: G cj such that x(22 ^^ G {0,1}. Let i G cj\{A:} such that i is 
even. Then k, k + 1, i and £ + 1 are all distinct, and 

oO 1 110 nl 1 010 nl 1 2 2 001 nl 1 110 ^o 1 
^/c/c+l ^ ^kk+1 ^ ^kk+l£i+l ^ ^ii+1 ^ ^ii+1 

in A. Applying the homomorphism x gives us 

no -, 010 . 001 ^ no r, 
0,1 

in M. So x(2^^|i) = 2, and ylo\{2^/.|i} is the unique non-trivial block of 
ker(xf^J. 

Define g G M^ by g{n) :— Pn{cin), where a^ is any member of the unique 
non-trivial block of ker(pn IAQ)- Then g is the constant sequence 2. Since M 
is dualisable, the Non-dualisability Lemma, 3.4.1, tells us that g ^ A. Thus 
2 G sg]y[u; {AQ U B), whence 222 is a term function of M. I 

It remains to prove that every three-element unary algebra with three kernels 
is non-dualisable. We shall obtain this as a corollary of the following stronger 
result. 

3.4.5 Theorem Let M be a finite unary algebra with at least three elements. 
Assume that, for each m G M, the equivalence relation coming from the two-
block partition {{m}, M\{m}^ is a kernel of M. Then M is not dualisable, 

Proof We can assume that M — {0 , . . . , n}, for some n e u with n ^ 2. 
For each m G M, there is a unary term function Um of M whose kernel is 
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the equivalence relation coming from {{m}, M\{m}]. Define two subsets of 
M^by 

and 
B'= {{}ll] I /c,£Gcj\{0}andA:^^}. 

Let A be the subalgebra of M^ generated by AQ U S, and let x : A ^ M be a 
homomorphism. We will show that kei{x\j^^) has a unique non-trivial block. 

Case 1: m G x{B), for some m G M\{0,1,2}. There exist k,l ^ ^ \{0} , 
with k^ t, such that X(OOH) = ^ - Let j G cj\{0}. Then 

^112 '^m^ 
^QM ^ 0, 11 

^Oj = ^ LZiU —^ ^ ^— ^(Ooj)-

(Here we are using * as a wild card.) This implies that x(Oo]) = m. So 
X{AQ) — {m}, and ker(a:f^Q) has only one block. 

Case 2: m G X{AQ), for some m G M \ { 0 , 1 } . There is some k G C J \ { 0 } such 
that X{OQI) = m. For all j G cj\{0}, we have 

n i l '^m^ 1̂ 1 (oj]), 3̂ ^ I 1 '^m ^m 

=> [mj > * < X 

and therefore X{OQJ) — m. So X{AQ) = {m}. 

Case 3: X{AQ) C {0,1} and x{B) C {0,1 , 2}. We can assume that xf^^ is 
not constant. So there exist fc,^ G u;\{0} such that a;(Oo^) = Oandx(OoJ) = 1. 

Let j G a;\{0, £}. We shall prove that x(Oo]) = 0. We have 

n i l n i l 0 

1̂ 1 

kxi 

ui 

ni i2 '^0, UQ ni i2 ^2^ U2 

11 

* 

^112 

in A. As x{Q}yj^i) G {0 ,1 , 2}, applying x gives us the following in M . 

a 
\Ui 

\Ui 

1̂ 1 
* 

x{Ql]) 

1̂ 1 

Uxi 

no UQ U2 U2 
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Since x(Oo]) G {0,1}, it follows that x(Oo]) = 0. Thus ^o\{OoJ} is the unique 
non-trivial block of ker(xIAQ)-

Define g G M^ by g{n) := Pn{(^n)^ where a^ is any element of the non-
trivial block of keT{pn\Ao)' Then g = OQ. But OQ ^ sg^u;{AQ U B), as 
M is a unary algebra. So ^ ^ ^ and therefore M is not dualisable, by the 
Non-dualisability Lemma, 3.4.1. I 

3.4.6 Corollary No three-kernel three-element unary algebra is dualisable. 

Theorem 3.4.5 also has as a corollary the following result of L. Heindorf. 

3.4.7 Corollary [35] Let M be a finite unary algebra with {0,1, 2} C M, 
and assume that each map in {0 ,1}^ is a term function of M. Then M is 
non-dualisable. 

We have now proved the characterisation of dualisable three-element unary 
algebras given in the introduction to this chapter. Claim (i) of the theorem 
follows from Theorems 3.1.8 and 3.2.10. Claim (ii) of the theorem follows 
from Theorems 3.3.3, 2.1.2, 3.4.2, 3.4.4 and 3.3.9. Claim (iii) holds by Corol­
lary 3.4.6. 

3.5 Finite unars are dualisable 

A unar is a unary algebra with only one fundamental operation. We close 
this chapter by proving that all finite unars are dualisable. This result will be 
generalised in Chapter 7. There we will consider the broader class of 'linear' 
unary algebras, which includes all unars. We will show that all finite linear 
unary algebras are strongly dualisable, but this will require much more effort. 
Our proof here is a straightforward combination of the results of Section 3.1 
and a theorem from Chapter 2. 

Assume that M = (M; u) is a finite unar. The directed graph of u will be a 
disjoint union of directed graphs such as that given in Figure 3.6. An element 
a of M is cyclic if there is some n G CJ\{0} such that u^{a) = a. The set 
C of all cyclic elements of M is the largest subuniverse of M on which ?i is a 
permutation. Now let C denote the subalgebra of M with the underlying set C. 
Then C is a zero-kernel unary algebra, and so is dualisable by Theorem 3.1.8. 
We will be able to use the Term Retract Theorem, 2.3.3, to lift the duality for 
ISP(C) up to a duality for ESP(M). 

3.5.1 Theorem Every finite unar is dualisable, 
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Figure 3.6 An example of a connected unar 

Proof Let M — (M; u) be a finite unar. Define C to be the set of all cyclic 
elements of M, and let C denote the subalgebra of M with underlying set C. 
For each a G M, define the 'distance' of a from a cycle by 

d{a) ~ min{ n G CJ | u'^{a) e C}. 

For each cyclic element a e C, define the 'order' of a by 

o{a) :— min{n G CJ\{0} | u^{a) = a}. 

Now set m :— max{(i(a) | a G M } and i := lcm{ o(a) | a G C } . Then 
there is a term retraction 7 : M -^ C, given by 7 :== u^'^, with j\c — idc. 

The operation U\Q : C -^ C is 3. permutation, and so C is a zero-kernel 
algebra. Thus C is dualised by an alter ego of finite type, by Theorem 3.1.8. 
We can now assume that M\C is non-empty. 

We will apply the Term Retract Theorem, 2.3.3, to show that M is dualisable. 
We define the subset 5 of M to consist of all elements that are 'just outside' 
the cycles of M: 

S :={seM\s^Cmd u{s) eC} = {seM\ d{s) - 1 }. 

The set S must be non-empty, since we are assuming that M\C is non-empty. 
We next need to construct a set G' of binary homomorphisms of M. Let 

5 G 5 and let t G M, and define the map gst : M^ -^ M by 

(a if (5,t) GsgM2((a,6)), 
gst[a,b) = < ^ — 

[7(a) otherwise. 

To see that gst preserves u, let a,b e M. First assume (5, t) ^ sg]y[2((a, 6)). 
Then (s^t) ^ sg^2{{u{a),u{b))), and therefore 

u{gst{a, b)) = u{j{a)) = 7{u{a)) = gst{u{a),u{b)). 
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We can now assume that (5, t) G sgj^2((a, b)) and(5, t) ^ sg^^2 [{u{a),u(b))). 
This imphes that (5, t) = (a, 6) and therefore, as u{s) G C, we have 

u{gst{a, b)) = u{gst{s, t)) = u{s) = j{u{s)) 

= gst{u{s),u{t)) = gst{u{a),u{b)). 

Thus gst ' M^ —> M is a binary homomorphism of M. 
Again, let 5 G 5 and let t G M. Then 5 ^ C and u{s) G C. So, for all 

a,b e M with ^s^(a, b) = 5, we must have a = s and {s,t) G sg]Yi2((5, 6)), 
which implies that b = t. Therefore 

gst{a, b) = s <=^ (a, b) = (5, t), (£)st 

for all a,b e M, 
Now define the set C of binary homomorphisms of M by 

G' :^{gst\seSwdteM}. 

For each 5 G 5, the operation 5̂5 in G^ satisfies g^J^is) — {(5, 5)}, by (£)ss' 
So every element of 5 is a strong idempotent of a map in G\ 

Finally, let k G M \ C and let t G M \ 5 . Define s^ : - ^i^^^^'H^) in 5. 
Since u is an endomorphism of M, we have Sk. G S'nEnd(M)(/c). By {£)sj^t^ 
we get 

gskt{sk^m) = Sk <==^ m = U 

for all me M, Thus G' and 5 n End(M)(fc) distinguish t within M. It now 
follows from the Term Retract Theorem, 2.3.3, that M is duahsable. I 



4 

Full and strong dualisability: 
three-element unary algebras 

We characterise the fully dualisahle three-element unary algebras. Amongst 
the dualisable three-element unary algebras, full dualisability is equivalent to 
strong dualisability and to two other weak injectivity conditions. 

Full dualities are more symmetric and more useful than dualities—they pro­
vide a dual equivalence, rather than just a dual representation. All the 'classi­
cal' examples of dualisable algebras are also fully dualisable: the finite cyclic 
groups [55, 29]; and the two-element Boolean algebra [63], lattice [56] and 
semilattice [37]. Indeed, the first example of a dualisable algebra that is not 
fully dualisable was found more than 20 years after the birth of duality theory, 
by Hyndman and Willard [41]. Their example was the three-element unary 
algebra ({0,1, 2}; 001,122). In this chapter, we shall completely characterise 
full dualisability amongst the three-element unary algebras; thereby revealing 
many more examples of dualisable algebras that are not fully dualisable. 

The concept of 'full duality' is very natural from a categorical viewpoint. 
But, from an algebraic viewpoint, the concept is not well understood and is 
rather difficult to work with. The stronger concept of 'strong duality' is more 
transparent and better behaved. For example, it is easy to prove that a duality or 
a strong duality is preserved when the type of the alter ego is enriched. No such 
result has been proven for full dualities; and it is conceivable that, by enriching 
the type of the alter ego, a full duality could be destroyed, 

Since strong dualities are much easier to work with, every known full duality 
has actually been established by setting up a strong duality. The Full versus 
Strong Problem [8] asks: Ts every full duality also strong?' While we don't 
know the answer to this question, progress has been made towards a solution 
in a series of papers by Davey, Haviar, Niven, Perkal and Willard [18-21]. 
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Figure 4.1 The three 'bad' three-element unary algebras 

Amongst other results, it is shown that a full duality must be strong if it is based 
on a bounded distributive lattice, an abelian group or a semilattice. In contrast, 
it is also shown that every finite non-boolean bounded distributive lattice is 
the base for a duality that is not strong but that is full on the class of ail finite 
distributive lattices. 

In the preceding chapter, we uncovered some evidence that dualisability for 
unary algebras is complicated. The description of the dualisable three-element 
unary algebras found there is quite intricate. In this chapter, we shall uncover 
some evidence that suggests strong duahsability is not so complicated. Amongst 
the dualisable three-element unary algebras, the strongly dualisable algebras 
are easy to identify. There are three particular three-element unary algebras 
that, between them, capture what it is that can stop a dualisable three-element 
unary algebra from being strongly dualisable. These are the algebras My, M L 
and Mj3, drawn in Figure 4.1. 

During this chapter, we prove the following theorem. We say that an algebra 
A is an isoreduct of an algebra B if A is isomorphic to a term reduct of B. 

4.0.1 Theorem Let Nl be a dualisable three-element unary algebra. Then 
the following are equivalent: 

(i) M has neither My, M^ nor Mp as an isoreduct\ 

(ii) M is fully dualisable', 

(iii) M is strongly dualisable; 

(iv) M has enough algebraic operations; 

(v) M is quasi-injective, 
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The properties 'fully dualisable', 'strongly dualisable' and 'enough algebraic 
operations' in this theorem were defined in Chapter 1. The property 'quasi-
injective' is a weak form of injectivity that comes from setting up distance 
functions on unary algebras. We shall define 'quasi-injective' in Section 4.1. 

Our main theorem provides many examples of dualisable algebras that are 
not fully dualisable. The algebras My and M L are dualisable, by the Lat­
tice Endomorphism Theorem, 2.1.2. Nevertheless, the algebras My and M^ 
are not fully dualisable. The algebra M D î  dualisable, by Theorem 3.0.1, 
since 010, 002, 111 and 222 are term functions of M^. So Mj^ is another 
dualisable algebra that is not fully dualisable. More generally, any two-kernel 
three-element unary algebra that has M^) as a reduct is dualisable but not fully 
dualisable. 

There are many questions related to our main theorem. Is every full duality 
based on a three-element unary algebra necessarily strong? Is there a fully 
dualisable algebra that is not strongly dualisable? Is there a strongly dualisable 
algebra that does not have enough algebraic operations? It is known that there 
is a non-quasi-injective algebra with enough algebraic operations, and a quasi-
injective algebra without enough algebraic operations [40]. Even though there is 
no direct link between quasi-injectivity and having enough algebraic operations, 
the concept of quasi-injectivity will arise naturally in some of our proofs that 
particular algebras have enough algebraic operations. 

Amongst the three-element unary algebras, the algebra My is an obstacle 
to strong dualisability. However, there is a seven-element strongly dualisable 
algebra that has My as a subalgebra [40]. In general, it is not known whether 
every finite unary algebra can be embedded into a strongly dualisable algebra. 
But every finite unary algebra can be embedded into an algebra with enough 
algebraic operations. Within every locally finite variety of unary algebras, each 
finite algebra can be embedded into a finite injective algebra (P. Berthiaume [3]). 
So any finite unary algebra can be embedded into a finite algebra that is injective 
in the quasi-variety it generates. It is easy to show that a finite injective algebra 
must have enough algebraic operations; use Lemma 4.1.1. (See Theorem A.7.5 
in the appendix for an alternative proof of the fact that an injective dualisable 
algebra is strongly dualisable.) 

Our main theorem has been extended by Hyndman and Pitkethly [40]. Con­
ditions (i), (iv) and (v) are also equivalent for non-dualisable three-element 
unary algebras. Furthermore, I. P. Bestsennyi [4] has shown that condition (i) 
exactly describes the three-element unary algebras (of finite type) whose quasi-
equational theory is finitely based. 
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Two of the implications in Theorem 4.0.1 hold in general. We know that 
(iv) implies (iii), by the EAO Theorem, 1.5.4, and that (iii) implies (ii), by the 
Full Duality Theorem, 1.5.1. The rest of the proof is spread throughout this 
whole chapter. In Sections 4.1 and 4.2, we shall prove that (i) implies (iv) and 
that (i) implies (v). In Sections 4.3 and 4.4, we will prove that -^{i) implies -i(ii) 
and that -i(i) impHes -i(v). 

The content of this chapter comes from a paper written by the first author [50]. 
However, the presentation of the chapter has been influenced by a paper written 
by the first author and J. Hyndman [40]. 

4.1 Zero-kernel and one-kernel unary algebras revisited 

In Chapter 3, we showed that the quasi-variety generated by a finite zero-
or one-kernel unary algebra is especially simple. Each such quasi-variety is 
encapsulated by a finite set of petals, called a finite gentle basis. We used this 
finiteness property to prove that every finite zero- or one-kernel unary algebra 
is dualisable. In this section, we use the same finiteness property to show that 
every finite zero- or one-kernel unary algebra has enough algebraic operations 
and is quasi-injective. 

We require the following general lemma due to J. Hyndman. 

4.1.1 Lemma [38, 2.2] Let M be a finite algebra and define A :^ I§P(M). 
Let B be a subalgebra of NP, for some n E. UJ. There is a set of projections 
Z C yi(M"', M) such that \Z\ ^\B\ — 1 and Z separates the elements of B. 

Proof Since B is finite, we can write 5 == {6i , . . . , bk}, where k :— \B\, We 
will construct a sequence of sets of projections Zi^..,, Z^ C ACWP'.'M) such 
that \Zi\ ^ 2 — 1 and Zi separates {6i , . . , , hi}, for alH E { 1 , . . . , fc}. 

Define Zi := 0, Now leti G {l, . . . ,fc — 1} and assume that Zi has already 
been defined. We wish to construct Zi^i. 

Define C to be the set of all c G {6i , . . . , 6̂ } such that Zi does not separate c 
from bi^i. To see that \C\ ^ 1, assume that c^d E C. For all z e Zi,v/Q have 
z{c) = z{bij^i) = z{d). So Zi does not separate c,d e {bi,.., ,6^}. Thus 
0=^ d, whence \C\ ^ 1. 

If |C| = 0, then we can define Z^+i :— Zi, Otherwise, let c be the unique 
element of C. We must have c y^ bi^i in B, and so there exists a projection 
z : M"̂  -^ M with z{c) ^ z{bi^i). Thus we can define Z^+i := Zi U {z}. 
The set Z^+i satisfies \Zi-^i\ ^ \Zi\ + 1 ^ i and separates the elements of 
{6i,. . . ,6^+i}. I 
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4.1,2 Lemma Each finite zero-kernel or one-kernel unary algebra has enough 
algebraic operations. 

Proof Let M be a finite zero- or one-kernel unary algebra. We may assume 
that M is non-trivial. By Theorem 3.2.9, there is a finite gentle basis S for 
A ~ ][SP(M). We can choose k E a;\{0} such that k > | ja(P,M)| , for all 
P e s . Now define / : cj -> cj by f{m) := (1 + k^)m. Let B ^ A ^ M^, 
for some n G ^ \{0} , and let /i : A —> M be a homomorphism. 

First assume that n = 1. Define the subset Y ofA{M},M) by Y := {TTQ}, 

where TTQ : M^ -̂» M is the natural isomorphism. Then nY f̂  : A -̂̂  nY{A) 
is an isomorphism. Now define h' : ny (A) —> M by /i' := /i o ( n y f^)~^. 
This gives us h^ o HYl^ = /if^, as required. 

We can now assume that n > 1. This implies that C M ^ 7̂  M^. So the set V 
of all petals of M^ is non-empty. We want to construct an appropriate subset 
yofyi(M'',M). 

First, choose some P E V. There is a gentle surjection c/̂ p : P -» P*, for 
some P* G 3 . By Lemma 3.2.4, the petal P* embeds into P . Since P is a 
subalgebra of M^ and n ^ 0, this implies that the set yi(P*, M) is non-empty. 
As/c ^ |yi(P*,M)|, we can write yi(P*,M) -- {^rv--- .^Pk)-

Now, for each petal P of M^ and alH, j G { 1 , . . . , /c}, we can define the 
homomorphism ^p • • : M^ —> M by 

9p^j •= i^Pi ^ ^P) U [J{ ^Qi ^ ̂ Q I Q ^ 7^\{P} }' 
as M^ is the coproduct of its petals. By Lemma 4.1.1, there is a non-empty 
subset Z of yi(M"^, M) such that \Z\ ^ \B\ and Z separates the elements of B. 
Let VB denote the set of all petals P of M"" such that P n B j^ CMH, and 
define the subset Y of AiM", M) by 

y : - Z U { g^.j I P G P B and i, j G { 1 , . . . , fc} }. 

Then |y | < \B\ + k'^lB] =: f{\B\). Define the homomorphism 

fi-.NP-^M^ by / i : - n y . 

To prove that M has enough algebraic operations, we shall construct a homo­
morphism h^ : /x(A) —> M such that h' o II\Q = hl^. 

First we shall express /i(A) as a coproduct of simpler algebras. Define the 
subuniverse D of M^ by 

D:=\J{P\PeV\VB}-

We shall prove that, if D H A ^ 0, then /i(A) is the coproduct in A of the 
family 

{/x(P n A) I p G P B } u {/i(D n A)}, 
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and that, if D n A == 0, then ^(A) is the coproduct in A of the family 

{ M ( P n A ) | P G P B } . 

To prove both these claims, it suffices to show that 

j M P n A)\C (̂A) I P e PB } u {M£>n^)\C^(A)})\{0} 

is a partition of/x(A)\C^(A). The above set is certainly a cover for/i(A)\C^(A)' 
since M(-^)\C'^(A) ^ /^(•^\C'A) and every non-centre element of A belongs to 
a petal in P . Let a E. {P r\ A)\CA and 6 G (Q n A)\CA. for some P G P B 

and Q G P \ { P } . It is now enough to show that ii{a) ^ ^(6). 
As a 7̂  6 in M^, there is a homomorphism z : M^ -^ M with z{a) ^ z{b), 

By Lemma 3.2.4, there is a coretraction i/ja ' 'P^ ^-^ F for cpp : P -^ P* 
such that sgp(a) C '̂ /̂ ^(P*). It follows that ipa o ^p(a) = a. The map z o ^^ 
belongs to yi(P*,M) — [x-p^,... ,Xp^}, So there exists i G { 1 , . . . , A:} such 
that z O%IJQ, = Xp^ and hence 

Xp̂  o (^p(a) = z oipa^ 9̂ p(<̂ ) == '^(^)' 

Similarly, there is j G { 1 , . . . , k} with XQ -̂ O (pQ{b) — 2:(6). Thus 

gpij{a) = xpi o (^p(a) = z{a) ^ z{b) = XQ -̂ O (f^{b) - ^p^/6). 

Since ^p.- G F and/x == n y , this gives us/i(a) ^ ii{h). So we have estabhshed 
the desired expression of /i(A) as a coproduct. 

Now let P G VB' TO see that the surjection ^fp : P -» /i(P) is gentle, let 
a G Pout and let 6, c G Pin U sgp(a) with b ^ c. Since (/Pp is gentle, we have 
Lpp{b) ^ ipp{c) in P*. As P* G ISP(M), there exists i G { 1 , . . . , A:} with 
^•Pi o ^p(^) 7̂  ̂ Pz ° V^p(c). So 5'p^i(6) 7̂  ̂ p^i(c), and therefore /i(6) 7̂  /i(c). 
Thus /xfp : P -^ /^(P) is gentle, which implies iJi\pf^A •' P H A -» /i(P H A) 
is gentle. Since Y separates the elements of B, the map /i f ppp is one-to-one. It 
follows, by Lemma 3.2.4, that there is a coretraction ẑ p : /i(P n A) ^^ P fl A 
for /ifpp^ such that P n 5 C z/p o /^(P n A). 

Since ̂ ( A) ^ M ^ and the set Y is non-empty, there exists a homomorphism 
x : A (̂A) —> M. Using our expression of ^(A) as a coproduct, we can now 
define the homomorphism h' : /i(A) —> M by 

h' '^=x\^^jj^j^^yj\J{hovp\Y EVB]^ 

To see that h' o ^fp rr. ft^f^, let F e VB and let 6 G P n P . Since Up is a 
coretraction for fi \pf^A ^^^ 

be PnB c upOfi{PnA), 
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we have z/p o 11(h) — b. So 

h' o fi(b) = ho u-po iji{h) — h{b). 

Thus M has enough algebraic operations. I 

In the previous chapter, we showed that every finite zero- or one-kernel 
unary algebra is dualisable; see Theorems 3.1.8 and 3.2.10. So, using the EAO 
Theorem, 1.5.4, we obtain the following corollary. 

4.1.3 Theorem Each finite zero-kernel or one-kernel unary algebra is strongly 
dualisable. 

We will now define quasi-injectivity. First let M b^ a finite unary algebra 
and let A belong to ISP(M). Define the directed graph 

Q{A) = {A]EA). where EA ~ {{a,b) e A^ \ b e sgj^{a)}. 

The relation£^A on A is reflexive and transitive. So Q(A) is a quasi-ordered 
set. In fact, the graph Q(A) is the quasi-ordered set determined by the directed 
graph G(A) used in the previous chapter; see page 55. 

Let Q*(A) denote the induced subgraph of Q(A) with vertex set A\CA' 
For all a, 6 E A\CA and n G CJ, we say that there is a fence from a to 6 in A 
of length n if there are edges xi, y i , . . . , x^, yn of Q* (A) such that 

in (5*(A). It is easy to check that a, 6 G A\CA belong to the same petal of A 
if and only if there is a fence from a to 6 in A. 

We can define a distance function Ĉ A on A\CA' For all a, 6 G A\CA, let 
dA{ci, b) be the length of the shortest fence from a to 6 in A. (If a,b e A\CA 
such that there is no fence from a to 6 in A, then dAia^ b) — 00.) The distance 
between two elements of A\CA is finite if and only if they belong to the same 
petal of A. 

Now let n G cj\{0}. For each a G A\CA, define the ball in A with centre 
a and radius n by 

n A^a) ~ {be A\CA I dA{a, 6) < n } U CA-

For each a G C A , we set riAici) '— CA- It is easy to check that, for each a e A, 
the set riAio) forms a subalgebra of A. Therefore, for each non-empty subset 
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B of A, the set 
nA{B)'.= [j{n^{h)\heB] 

forms a subalgebra ripJ^B) of A. We say that M is n-quasi-injective if, for 
all finite algebras A , B G ESP(M) such that B ^ A, every homomorphism 
X : B -^ M that extends to ripJ^B) also extends to A. We say that the algebra 
M is quasi-injective if M is n-quasi-injective, for some n G cj\{0}. 

4.1.4 Lemma Every finite zero-kernel or one-kernel unary algebra is quasi-
injective. 

Proof Let M be a finite zero- or one-kernel unary algebra. Then there is a 
finite gentle basis B for A := ESP(M), by Theorem 3.2.9. For every petal P 
of A, the distance between any two elements of P\Cp is finite. So, for each 
finite petal P of A, we can define 

Wp :~ max{ dp (a, 6) | a, 6 G P\Cp } . 

Now define 

n :=m8ix{{w^ I B G 'B}u{2}). 

We begin by proving that Wp ^ n, for each finite petal P of A. 
Let P be a finite petal of A. Then there is a gentle surjection (p : P -^ B, 

for some B G S. Now let a,b e P\Cp and define the subuniverse Pat of P 
by Pab •= ^in U sgp({a, 6}). We want to show that dA{ci, b) ^ n. 

Case 1: ^\p^^ is one-to-one. Lemma 3.2.4 yields a coretraction '^ : B -̂> P 
for (/9 with a, 6 G '0(5). So dp{a,b) ^ d^(^^){a,h) < t^^(B) = w^^n. 

Case 2: (/pfp̂ ^ is not one-to-one. We will show that dp (a, 6) ^ 2. As the gentle 
surjection ip is not one-to-one on Pin U sgp({a, 6}), we must have a^b ^ Pout 
and sgp(a) ^ sgp(6). There exist Ca G sgp(a)\Pin and ĉ  G sgp(6)\Pin 
such that <p{ca) — ^^(c^). Since Ca and ĉ  are outer elements of P , we have 
sgp(a) = sgp(ca) and sgp(6) — sgp(c6). The elements Ca and ĉ  are con­
nected by a fence in the petal P . As sgp(ca) 7̂  sgp(c5), this fence must pass 
through Pin\Cp; see Remark 3.2.2 and Figure 3.3. So there must be a unary 
term function t̂  of M such that u{ca) G Pin\C'p. Since 

and ip is gentle, it follows that u{ca) = u{ct). Therefore dp (a, 6) ^ 2 ^ n, as 
a G sgp(ca) and b G sgp(c6). 

We have shown that Wp ^ n, for every finite petal P of A. To see that 
the algebra M is n-quasi-injective, choose finite algebras A, B G ̂ l such that 



4.2 Nice two-kernel three-element unary algebras 97 

B ^ A. Let X : B —̂  M be a homomorphism and assume that x extends 
to ripJ^B), We want to show that x extends to A, so we can assume that A 
is non-trivial. Let P be a petal of A with P n 5 7̂  CA- Then P C rijsJyB), 
since w^ ^ n. So x\p^Q extends to the petal P . Now let Q be a petal of A 
such that Q n B — CA- There is at least one homomorphism from Q to M, 
as A G ISP(M) and A is non-trivial. Since A is the coproduct of its petals, it 
follows that x extends to A. I 

No zero- or one-kernel three-element unary algebra has My, M^ or Mj^ as 
an isoreduct. So every zero- or one-kernel three-element unary algebra satisfies 
condition (i) of Theorem 4.0.1. We have shown that these algebras all satisfy 
conditions (iv) and (v) as well. 

4.2 Nice two-kernel three-element unary algebras 

The family of two-kernel three-element unary algebras is surprisingly com­
plicated. It contains strongly dualisable algebras, dualisable algebras that are 
not fully dualisable, and non-dualisable algebras. In this section, we study the 
dualisable two-kernel three-element unary algebras that have neither My, M^. 
nor Mj3 as an isoreduct. We shall prove that every such algebra has enough 
algebraic operations and is quasi-injective. 

We know that every two-kernel three-element unary algebra is isomorphic 
to a unary algebra, on the set {0,1, 2}, with kernels {01|2} and {02|1}; see 
Lemma 3.3.1. The following lemma teases out what it means for such an algebra 
to have My, M L or M ^ as an isoreduct. For each unary algebra M and each 
permutation v : M -^ M, we let ^M denote the isomorphic copy of M formed 
via conjugation by v; see page 70. 

4.2.1 Lemma [40, 2.2] Let 'M. be a two-kernel unary algebra, on the set 
{0,1, 2}, with kernels {01|2} and {02|1}. 

(i) The algebra M has My or M^ as an isoreduct if and only if ppq and 
qpq are term functions of M,/c>r some distinct p^q E {0,1,2}. 

(ii) The algebra M has Mj^ as an isoreduct if and only if 101 and 220 are 
term functions of M. 

Proof Define F to be the set of unary term functions of M. We first prove the 
'only if parts of the two claims. Assume that M has My as an isoreduct. Then 
there is a permutation t' of {0,1, 2} such that M has ^My as a term reduct. The 
algebra M has kernels {01|2} and {02|1}. So ^Mv also has kernels {01|2} 
and {02|1}. Since the algebra Mv has kernels {0112} and {0211}, this implies 
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that V is either 012 or 021. Therefore M has 

^^^Mv== ({0.1.2};112,212) or ^^^Mv ^ ({0.1. 2}; 212,112) 

as a term reduct. Thus {112,212} C F. Likewise, if M L is an isoreduct of M, 
then {002,202} C F or {010,110} C F; and, if M D is an isoreduct of M, 
then {101, 220} C F. 

It remains to prove the 'if parts of the claims. Clearly, if {101, 220} C F, 
then M has Mj^ as an isoreduct. So assume that there are p^q e M, with 
p y^ q, such that {ppq, qpq] C F . We want to show that M has My or M^ as 
an isoreduct. Since 

Mv== ({0.1.2};112,212) and M L ^ ({0,1, 2}; 002, 202), 

we can assume that g / 2. 

First consider the case in which p — 2. We have 

ppq o ppq — 22q o 22q = qq2 and ppq o qpq = 22q o q2q — 2q2. 

Thus {qq2^ 2q2} C F, and so M has My or M L ^S an isoreduct. 

Finally, consider the casep 7̂  2. Then {110, 010} C F or {001,101} C F. 
As M L is isomorphic to ̂ 21^^:= ({0,1, 2}; 010,110) and as 101 o 101 = 010 
and 101 o 001 = 110, it follows that M L is an isoreduct of M- • 

Our next result describes four types of two-kernel three-element unary alge­
bras. The idempotent operations / i := 010 and /2 := 002 on {0,1, 2}, which 
were important in the previous chapter, will be important in this chapter as well. 

4.2.2 Theorem Let M, be a two-kernel unary algebra, on the set {0^1,2}, 
with kernels {0112} and {02| 1}. Let F be the set of unary term functions of M-
Then at least one of the following is true: 

(2)p {ppq^pqp} ^ FJor some distinct p,q G [0,1,2], and {/i,/2} ^ F\ 

(2)vL [ppq-! qPQ} Q F, for some distinct p, q G {0,1, 2}; 

(2)D {101,220} C F ; 

(2)N {/15 72} ^ F, and both conditions (2)yL and {2)DfaiL 

Proof Assume that M i s not of type (2)p, type (2)yL nor type (2)D. We want 
to show that {/i, /2} Q F. As {0112} and {02|1} are kernels of M, there are 
p, q,r,s G M, with p ^ q and r ^ s, such that ppq G F and rsr G F . Since 
M is not of type (2)p, we know that {/i, /2} C F or [ppq.pqp] ^ F. So 
we can assume that {ppq^pqp} ^ F, As M is not of type (2)yL, we have 
{ppq, qpq} ^ F . Thus ppq o rsr ^ pqp and ppq o rsr 7̂  qpq. This implies 
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that 5 7̂  2 and r 7̂  2. So rsr is either 010 or 101. Since 101 o 101 = 010, it 
follows that / i = 010 G F, By symmetry, we have /2 == 002 G F. I 

All the algebras of type (2)p are non-duaUsable, by Theorem 3.0.1. The 
algebras of type (2)VL and the algebras of type (2)D each have M V M L orMo 
as an isoreduct, by Lemma 4.2.1. In this section, we will study the algebras of 
type (2)N. The type-(2)N algebras are the Nice two-kernel three-element unary 
algebras. These algebras are all dualisable, by Theorem 3.0.1. We shall show 
that the algebras of type (2)N all have enough algebraic operations and are all 
quasi-injective. 

The algebras of type (2)N come in three different flavours. Assume that 
M is of type (2)N and let F be the set of unary term functions of M. Then 
{101, 220} ^ F, since M is not of type (2)D. We shall consider the two 
cases 101,220 ^ F and 101 G F separately. The third case, 220 G F, is 
symmetric under conjugation by 021 to the case 101 G F. To see this, assume 
that 220 G F, It is easy to check that the algebra °^^M is of type (2)N and that 
101 - 021220 G 02iF. 

4.2.3 Lemma Let 'M.be a unary algebra of type (2)^. 

(i) If neither 101 nor 220 is a term function of M, then all the unary term 
functions of M belong to {012,021, 001, 002, 010, 020, 000, 111, 222}. 

(ii) If 101 is a term function of M» then all the unary term functions of M 
belong to {012, 002,010,101, 000, 111, 222}. 

Proof Let F denote the set of all unary term functions of M. Since {0112} 
and {02|1} are the two kernels of M, we know that 

F C {012,021} U{ppq,pqp \p,qeM}, 

by Lemma 3.3.2, As M is of type (2)N, the maps / i = 010 and /2 = 002 are 
in F, Since M is not of type (2)VL, this implies that 110 ^ F and 202 ^ F. 
We have 010 o 112 = 110 ^ F and 221 o 221 = 112. So 112, 221 ^ F . As 
002 o 212 - 202 ^ F and 121 o 121 - 212, we also have 212,121 ^ F. 
Therefore 

F C {012,021,001,002,220,010,020,101,000,111,222}. 

Claim (i) now follows immediately. To prove (ii), assume that 101 G F and 
220 ^ F . Then 021,001 ^ F, since 101 o 021 - 101 o 001 - 110 ^ F, and 
020 ^ F , since 020 o 101 = 202 ^ F . Thus claim (ii) holds. I 

We now study the type-(2)N algebras of the first flavour, those that have 
neither 101 nor 220 as a term function. One example of such an algebra is 
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given in Figure 4.2, which depicts the algebra M == ({0,1, 2}; 001,010,002) 
and an algebra A that belongs to ESP(M). 

Given a set S and some m e M, wc use rh to denote the constant map in 
M^ with value m. 

4.2.4 Lemma Let Nlbe a unary algebra of type (2)N such that neither 101 
nor 220 is a term function of M. LetB ^ A in ]ISP(M) cind letx:B-^M 
be a homomorphism. Then the following are equivalent: 

(i) X extends to A; 

(ii) X extends to 1 A (5); 

(iii) for every a G A\B and all unary term functions ui G {010, 020} and 
U2 G {002,001} ofMwithui{a), U2{a) G B, we have x{ui{a)) ^ 0 
or x{u2{a)) = 0. 

In particular, the algebra M is 1-quasi-injective. 

Proof Define F to be the set of all unary term functions of M- Since M is of 
type (2)N, the maps / i = 010 and /2 = 002 belong to F . So 000 = fi o f2 is 
a constant term function of M. 

We can assume that A ^ M* ,̂ for some set S. Clearly (i) implies (ii). 
To see that (ii) impUes (iii), assume that x : 1A{B) -^ M is an extension 
of X. Let a G -A and let ui e F n {010,020} and U2 e F n {002,001}. 
Assume that ui{a), U2{a) G B and that x{ui{a)) ^ 0. We want to show that 
x{u2{a)) — 0. First assume that ?ii(a) G C A ^ {0,1,2}. Since 000 is a 
constant term function of M and x{u\ (a)) 7̂  0, wehavei^i(a) / 0. So a — 1, 
which implies that x{u2[ay) — xifS) = 0. Now assume that u\{a) G B\Cp^, 
It follows that a G I A ( - S ) and ui^xia)) — x{u\{a)) ^ 0. So x{a) = 1, and 
therefore a;(t/2(tt)) — U2{x{a)) = 0. 

It remains to show that (iii) implies (i). So assume that condition (iii) holds. 
By Lemma 4.2.3(i), each non-constant unary term function of M preserves 0. 
So the set 

A^ — A n ({0,1}^ U {0,2}^) 

is a subuniverse of A. Define the extension x* : A* —> M of the map x IBDA^ 

so that, for all a G A*\S, we have 

{ 2 if 001 G F and 001(a) G x - ^ l ) , 

1 if 020 G F and 020(a) ex-\2), 

0 otherwise. 

The map x^ is well defined, by (iii). We want to show that x* : A* -^ M is a 
homomorphism. 
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001 
/ i = 010 

• - - - /2 = 002 

(0,1,2) • (2,0,1) • 

A <M^ 
(1,1,1) (2,2,2) 

Figure 4.2 An algebra of type (2)^ 

Let a G A^\B. We shall show that u{x^{a)) = x^{u{a)), for each non-
constant term function u in F. Since x is a homomorphism, it will then follow 
that X* is a homomorphism. By Lemma 4.2.3(i), the only term functions that 
we need to check are 010, 002, 001, 020 and 021. 

Using the symmetry between 1 and 2, we can assume that a G {0,1}*^. Since 
001(a) = 0 ^ ^""^(1)' ^^ must have x*(a) G {0,1}. This gives us 

and 

010(x*(a)) = x*(a) - x*(010(a)) 

002(x*(a)) - 0 - x(0) = x*(002(a)). 
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If 001 G F , then 

001(x*(a)) = 0 = a;(0) = a;*(001(a)). 

Now assume 020 G F. We have 020(x*(a)) G {0, 2}. As 020 o 020 = 000 
and 002 o 020 ^ 020, it follows that a;*(020(a)) G {0,2}. Using the fact that 

001 o 020(a) = 010(a) ^a^B, 

we find that 

020(3;*(a)) = 2 4=» a;*(a) = 1 

<=^ 020(a) eB k x{020{a)) = 2 

<^^ a;*(020(a)) = 2. 

Therefore 020(a;*(a)) = a;*(020(a)). Finally, assume that 021 G F. Then we 
have 020 = 002 o 021 G F. Since x^{a) G {0,1} and a G {0,1}^, we get 

021(x^(a)) = 020(a;*(a)) = a;*(020(a)) =: a;*(021(a)). 

Thus Co^ IS a homomorphism. 
We shall prove that x* extends to a homomorphism x : A -^ M using 

Lemma 3.3.5. Choose some a G A\A^, and suppose that x*(/i(a)) 7̂  0 and 
^*(/2(<^)) 7̂  0. Since / i is idempotent, we must have x*(/i(a)) — 1. So there 
is^xi G F n {010,020} such that'll (a) =^ ui 0/1 (a) G B md x{ui{a)) / 0. 
Similarly, there isu2 e Fn {002,001} such that U2{a) = U2 0 /2(a) G 5 and 
x{u2{a)) y^ 0. But this contradicts (iii). Thus there is an extension x : A -> M 
of X*. By Lemma 3.3.5, the extension x : B —> M of xf^^^^ is unique. 
Therefore x is an extension of x, since x f^p^^ == x* f̂ nA* — ^ fj5nA* • ' 

4.2.5 Theorem Let NLbe a unary algebra of type (2)N such that neither 101 
nor 220 /i* a term function of M- T'/ẑ n M has enough algebraic operations. 

Proof Define the map / : cj -^ cj by /(A:) := A;. Let B ^ A ^ M^, for 
some n G cj\{0}, and let /i : A —> M be a homomorphism. We shall define 
some algebraic operations on M. 

By Lemma 4.2.3(i), the set 

/ i ( M " ) U / 2 ( M " ) - { 0 , l } - U { 0 , 2 } -

is a subuniverse of M^. Letm G {1,2} and 6 G / ^ ( S ) \ { 0 } . We wish to define 
a homomorphism 6̂ : M"" -^ M such that, for all a G / i (M^) U /2(M^), we 
have 

m if a = b or a = fh, 

g^{a)=<{ 021(m) ifa = 021(6)ora-:021(m), 

0 otherwise. 
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To see that this is possible, first check that the specified map acts like a homo-
morphism on / i(M^) U /2(M^), using Lemma 4.2.3(i), and then check that 
this homomorphism extends to M^, using Lemma 3.3.5. 

Now define the set Y of n-ary algebraic operations on M by 

Y ',^ {g,\h e {h{B)yj h{B))\{^], 

Then \Y\ ^ \B\ = f{\B\). Define the homomorphism ^ : M"" -^ M ^ by 
^ := riY. We will first show that /if"̂  is an embedding, and then show that 
h o {/~^\B)~^ • /^(B) -^ M extends to /i(A). It will then follow that M has 
enough algebraic operations. 

To see that /ifj5 is an embedding, let b,c e B with b ^ c. Since the maps 
/ i and /2 separate the elements of M, we must have fm{b) 7̂  fm{c), for some 
m G {1, 2}. We can assume that fm{b) 7̂  0 and fm{c) 7̂  fh. So 

iUc)), 

which impHes that /i(/m(^)) ¥" l^{fm{c))- So fi{b) ^ /^(c), whence /if^ is an 
embedding. 

We shall use Lemma 4.2.4 to prove that h o (/if^)"^ : /i(B) -^ M extends 
to /i(A). Choose any a e A. Let ui and U2 be unary term functions of M, with 
ui e {010,020} and ti2 e {002,001}, such that ^i(/i(a)), n2(/i(a)) e /J.{B). 

Set mi :— ui{l) and 7722 :— 1^2(2). Then fmi o ui = ui and fm2 ^ U2 = ^2-
So there are 61 G fmi{B) and 62 ^ /m2(^) such that /i(ui(a)) = /i(&i) and 
fi{u2{a)) = fi{b2). 

We will show that /i(6i) = 0 or /i(62) == 0. Since 000 = / i o /2 is a term 
function of M, we can assume that 61,62 7̂  0. As /if^ is one-to-one, we have 
/i(6i), /i(62) 7̂  /^(O). Thus a ^ {2,T}, and so ui{a), U2{a) ^ {t ,2}. For 
each i G {1, 2}, we have rrii — gbiibi) = gbi{ui{a)) and therefore Ui{a) — bi. 
As h\B extends to A, it follows by Lemma 4.2.4 that h{bi) — h{ui{a)) — 0 
oxh{b2) = h{u2{a)) = 0. 

We have shown that there is some j G {1, 2} for which h{bj) — 0. So 

ho{^,\s)-\uM(^))) =ho{^i\sY'{i,{b,)) = h{b,) = 0. 

Thus h o (/if^)""^ extends to /i(A), by Lemma 4.2.4. Hence M has enough 
algebraic operations. I 

We now turn our attention to the type-(2)N algebras of the remaining flavours, 
those with either 101 or 220 as a term function. By symmetry, we only need to 
consider those with 101 as a term function. Figure 4.3 gives an example of such 
an algebra, M = ({0,1,2}; 101, 010, 002). Both of the constant operations 
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(0,0,2) 

A < M ^ 

Figure 4.3 Another algebra of type (2)N 

000 = 010 o 002 and 111 -= 101 o 002 are term functions of M- So it follows 
from Lemma 4.2.3(ii) that, up to term equivalence, there are only two different 
type-(2)N algebras with 101 as a term function: the algebra M from Figure 4.3, 
and the algebra obtained by adding the constant operation 222 to M. 

To make the next two proofs easier to read, we introduce some notation. 
Assume that M is of type (2)N and let A G ISP(M). There is a natural binary 
relation ^-^A on A that reflects part of the structure of A. For all a, 6 G A, 
we write a - ^ A b if and only if there is some c e A such that a = /i(c) and 
b — /2(c). Using the notation of Figure 4.3, we have 

a ^^A b if and only if 

for all a,b e A, 

V in A, 

a . . b 
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In the algebra A of Figure 4.3 we have, for example, (0,1,0) ^-^A (0,0, 2) 
and (1,0,1) --A (0,0,0), but (1,0,1) / ^ A (0,0,2). In general, for every 
set 5, each subalgebra A of M'^, and all a,b e. A, we have: 

• if a --A b, then a G {0,1}^ and h G {0, 2}^; 

• i fa--A&,thena-^( l ) C 6-^(0) and 6-^(2) C a '^O) ; 

• if a G {0, l}*^, then a ^A 0; 

• if6G {0,2}^, then 0--A b. 

We will be using these four properties frequently during the next two proofs. 

4.2.6 Lemma Let Nlbe a unary algebra of type (2)N and assume that 101 
is a term function of M. Let B ^ A m ISP(M) and let x : 3 —^ M. be a 
homomorphism. Then the following are equivalent: 

(i) X extends to A; 

(ii) X extends to 1A{B); 

(iii) both the following conditions hold: 

(a) for all b^c e B such that b ^--A C, we have x(6) = 0 or x{c) — 0; 

(b) forallb.c G B and all a G A such that a ^-A band 101(a) -~-A C, 
we have x{b) — 0 or x{c) — 0. 

In particular, the algebra M is 1-quasi-injective, 

Proof Assume that A ^ M* ,̂ for some set S. We must have 0,1 G C A , since 
both 000 — / i o /2 and 111 = 101 o /2 are constant term functions of M. 
To prove that (ii) implies (iii), assume that x extends to a homomorphism 
X : 1A{B) —> M. We first prove two claims. 

Claim 1 Let a e A and b G CA such that a ^A b. Then a == 0 or 6 = 0. 

There is some c e A with /i(c) = a and /2(c) = b. Since b G CA ^ {0,1, 2}, 
we must have 6 — 0 or 6 = 2. If 6 = 2, then c = 2 and so a = / i (c) == 0. 

Claim 2 Let a E A and let b G B\CA such that a - ^ A b. Then x{a) == 0 or 
x{b) = 0. 

There is some c G A such that/i(c) — a and/2(c) = b. Since 6 ^ C A , we have 
a,ce 1A{B). Assume that x{b) ^ 0. Then /2(x(c)) == x(/2(c)) = x{b) / 0, 
and so x{c) — 2. Therefore x(a) — x{fi{c)) = fi{x{c)) = 0. 

We can now show that (iii) holds. As 0 G C A , we have x(0) = 0. So 
condition (a) follows straight from Claims 1 and 2. To see that condition (b) 
holds, let b^c e B and a e A, with a ^-^A b and 101(a) --^A C, such that 
x{b) y^ 0. We wish to show that x{c) — 0. First assume that b G CA- Then 
6 7̂  0, and so a = 0, by Claim 1. As 101(a) — 1 and 101(a) ----A C, it follows 
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that c = 0. Thus x[c) — 0. Now assume that h ^ CA- Then a G lx{B), and 
so 101(a) G 1A(-B). Since x{h) ^ 0, we must have x{a) = 0, by Claim 2. 
Therefore x(101(a)) -= 101(x(a)) = I, which implies that 101(a) / 0. So, 
as 101(a) --̂ A c, either Claim 1 or Claim 2 tells us that x{c) = 0. Thus (iii) is 
satisfied. 

To prove that (iii) implies (i), assume that (iii) holds. Since the functions / i 
and /2 fix {0,1} and {0,2}, respectively, we have fi{A) =: A n {0,1}*^ and 
f2{A) rr: A n {0, 2}-^. By Lemma 4.2.3(ii), the two sets 

A I : = / I ( A ) U C A and A 2 ~ / 2 ( A ) U C A 

are subuniverses of A. Let T be a transversal of { {a, 101(a)} | a G fi{A) }. 
Then, by using Lemma 4.2.3(ii) and referring to Figure 4.3 for help, we can 
define the homomorphism xi : Ai —> M such that, for all a G T, we have 

x{a) if a G B, 

xi{ci) = { 0 if a ^ B and a ^ A ^ for some b e B with x{b) ^ 0, 

1 otherwise. 

We can also define a homomorphism 2:9 : A9 —> M by 

, - I x(a) if a G 5 , 
X2(a) = < 

10 otherwise. 

The set A^ \— A\ U A2 forms a subalgebra of A. So we can now define the 
homomorphism x^ : A* —> M by x>̂  \— x\V} X2^ The homomorphisms x* 
and X agree on B H A*. 

We will use Lemma 3.3.5 to show that x* extends to A. Let a G A\A^ with 
3^*(/2(a)) 7̂  0. Since /2(a) G A2, we have /2(a) G B and x{f2{a)) 7̂  0. 
We want to show that x^{fi{a)) — 0. First assume that / i(a) G 5 . Then 
^*(/i(^)) = ^(/i(^)) =" 0,by(a). Now assume that/i (a) ^ 5 and/i (a) G T. 
Then x*(/i(a)) = xi{fi{a)) = 0. Finally, assume that / i(a) ^ 5 and 
101(a) - 101(/i(a)) G T . Since 101 O 101(a) - / i (a), we have 101(a) ^ B. 
We must have x*(101(a)) — xi(101(a)) = 1, by (b), and therefore 

x^fiia)) = x*(101 o 101(a)) - 101(x*(101(a))) - 0. 

So there is an extension x : A —> M of x*. By Lemma 3.3.5, the extension 
X : B -^ M of X IBDA^ — ^IBDA^ î  unique. Hence x is an extension of x. I 

4.2.7 Theorem Let 'Mbe a unary algebra of type (2)N such that either 101 
or 220 is a term function of M. Then M has enough algebraic operations. 
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Proof By symmetry, we can assume that 101 is a term function of M- Define 
A := ISP(M), and define the map f : u; -^ uhy f{k) :== 3k. Assume that 
B ^ A ^ M^, for somen G a^\{0}, andlet/i : A —> M be a homomorphism. 
We will define two families of n-ary algebraic operations on M, each indexed 
by the elements of /2(5)\{0}. 

Let b G f2{B)\{d}. By Lemma 4.2.3(ii), the set /2(M^) U C M - forms a 
subalgebra of M^. We want to define a homomorphism g^ : M^ -^ M such 
that, for all a G /2(M^), we have 

J 2 if a = 6 or a = 2, 

| 0 otherwise. 

To see that this is possible, first check that there is such a homomorphism on 
the set /2(M^) U C M ^ , using Lemma 4.2.3(ii) and maybe Figure 4.3. Then 
check that this homomorphism extends to M^, using Lemma 4.2.6. Similarly, 
the set / i (M^) U C M ^ forms a subalgebra of M^ and, using Lemmas 4.2.3(ii) 
and 4.2.6 again, we can define g^^ : MP -^ M such that, for a G / i (M^), we 
have 

9bW — "{ 
I 101(^6(a)) otherwise. 

By Lemma 4.1.1, there exists a non-empty subset Z ofyi(M^,M) such that 
\Z\ ^ \B\ and Z separates the elements of B. Now define 

Y:^Zu{gt,g^bef2{B)\{d}}. 

Then |y | < \B\ + 2\B\ -: f{\B\). Define the homomorphism /i : M"" ^ M ^ 
by /i :=: nY. Then /if^ is an embedding, as Y separates the elements of B, 

Claim Let a E A and b e B with /i(a) ' ^ ^ ( A ) /^(^)- Then /i(a) ^^A b. 

Since / i(a) - ^ A 0, we can assume that b ^ 0. As fi{a) ^^^{A) l^{b), there 
exists c e A with fi{fi{c)) = /i(a) and /2(/x(c)) = /i(6). As / i is idempotent, 
this implies that /i(/i(c)) = /i(/i(a)). Since /2 is idempotent, we also have 
/i(6) = /i(/2(c)) = /i(/2(6)). Therefore b G f2{B), as /xf̂  is one-to-one, 
Since /i — n y and g^ G y , we now have gt{f2{c)) = gb{b) = 2, which 
impHes that /2(c) == 6 or c == 2. If /2(c) = 6, then /i(c) -~^A b, by definition. 
If c = 2, then / i (c) = 0, and therefore / i (c) - ^ A ̂ - So, in either case, we have 
/i(c) ^ A b. Since /i(/i(c)) == /i(/i(a)), it follows that 

^6(/i W ) - ^6(/i(c)) = ^6(/i(c)) :- gtifiia)). 

As 101 0/1 = 101, this tells us that / i(a) - - A b or 101(a) ^ A b. 
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Tofinishtheproof of the claim, it suffices to check that 101(a) T^A b. Since 

li{h) =:/i(/2(c)), wehave 

/2(^6(c))-56(/2(c)) = ^ 6 W - 2 . 

Therefore ^^(c) — 2. As fi{fi{c)) = /i(/i(a)), this gives us 

^5(101(a)) = gt{m o /i(a)) = m{gt{fi{a))) = 101(^5(/i(c))) 

= 101 o /i(^6(c)) = I01{gb{c)) - 101(2) - 1. 

So ^5(101 (a)) — 1 and gb{b) = 2. Since ^̂ f̂  preserves / i and /2, it follows 
that 101(a) /-A b\ see Lemma 3.3.5. Thus /i(a) ^ A .̂ and the claim holds. 

We will use Lemma 4.2.6 to prove that h o {I^\B)~^ ' /^(B) —> M extends 
to /i(A). To see that condition (iii)(a) of the lemma holds, let b,c e B such that 
M(^) '^/i(A) /^(c). Then fi{b) --^A C, by the above claim. We have /i(6) = b, 
as / i (/i(6)) = /i(f?) and /x \Q is one-to-one, and so b --^A C. Therefore /i(6) = 0 
or /i(c) — 0, by Lemma 4.2.6, since hl^ extends to A. 

To check that condition (iii)(b) of the lemma holds, let b^c e B and a e A 
such that/i(a) ^^/^(A) A (̂&) and 101(/i(a)) ^^/i(A) M(C). Since/lo 101 = 101, 
we must have / i (a) ^^A b and 101(a) - ^ A C, by the above claim. This implies 
that h{b) = 0 or h{c) — 0, as 101 o fi — 101 and /if^ extends to A. It now 
follows that h o (/if^)"^ extends to /i(A), whence M has enough algebraic 
operations. I 

By Lemmas 3.3.1 and 4.2.1 and Theorems 4.2.2 and 3.0.1, every duaUsable 
two-kernel three-element unary algebra that has neither My, M^ nor Mj^ as 
an isoreduct must be isomorphic to an algebra of type (2)N. We have shown 
that each algebra of type (2)N has enough algebraic operations and is 1-quasi-
injective. Theorem 3.0.1 tells us that there are no dualisable three-element unary 
algebras with three kernels. So we have now finished proving that (i) implies (iv) 
and that (i) implies (v) in Theorem 4.0.1. 

4.3 Three-element unary algebras that are not strongly dualisable 

In this section, we will show that every dualisable three-element unary algebra 
that has My, M L or Mj^ as a reduct is not strongly dualisable. Our proof is 
based on the proof used by Hyndman and Willard [41] to show that the three-
element unary algebra ({0,1,2}; 001,122) is not strongly dualisable. Actually, 
to finish the proof of our main theorem we need to show that every dualisable 
three-element unary algebra with My, M^ or Mp as a reduct is not fully 
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h o 
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6 a = OQ 

^ 
^ 

Figure 4A The bi-ordered set To ^ (FQ; <, ^> 

dualisable. We will prove this in the next section, with the help of some of the 
results from this section. 

We use a special pair of ordered sets. 

4.3.1 Lemma [41, 4.1] There are ordered sets V = {F] ^ ) and V ^ {F; ^ ) 

such that 

(i) r is a chain, and ^ is strictly contained in ^ , 

(ii) for all c,d E F with c ^ dand c ^ d, there are subsets {cn \ n e co} and 

{dn \ n E u} of F such that c ^ Cn and dn ^ d and Cn ^ dn ^ Cn+i, 

for every n E to. 

Proof We shall sketch the proof. Let To = (^o; ^ , ^ ) be the bi-ordered set 
illustrated in Figure 4.4: the underlying set is 

FQ :=^ {an \ n e ujU {bn\n e uj}U {6}, 

the dotted lines indicate the order ^ , and the solid lines indicate the order ^ . 
The ordered set {FQ; <) is an (a;+l)-chain, with a as bottom and b as top. By 
construction, condition (ii) is satisfied in FQ for the pair (c, d) ~ (a, b), 

The failures of condition (ii) in FQ occur for pairs (c, d) = {ai, bj), where 
i.jeco and i ^ j . Now fix k e cu. We can insert a copy of FQ between ak 

and 6/c, where we identify the elements a and b of the inserted copy with a^ 
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and bk, respectively. This will correct all failures of condition (ii) in FQ for 
pairs (c, d) = (a/̂ , bj), where k ^ j , 

We now define Ti to be the bi-ordered set obtained from TQ by inserting a 
copy of To between â  and hi, for all i e cu. For each n G cj\{0}, we obtain 
r^4-i from r ^ by inserting a copy of FQ between â  and bi, for alH G cj, in 
each of the copies of FQ inserted when obtaining F^ from Tn-i- Thus we have 
an cj-chain of bi-ordered sets FQ C Fi C • • •. Define F̂ ^ == (r^; ^ , ^) to be 
the union of this chain. Then F := {F^; ^) and F' := {F^; ^) are the required 
ordered sets. I 

The following result gives a general method for proving that a finite algebra 
is not strongly dualisable. We use S to denote the category of directed graphs. 

4.3.2 Lemma Let F and F' be ordered sets as in Lemma 4.3. L Let M 
be a finite algebra, and let B ^ A in A := ISP(M) such that F C B. 
Assume that there is a chain C = {C; ̂ ) , with C C M,for which the maps 
-\P : y i (A,M) -^ S(F,C) and -\r : A{B,m) -^ g(F^C) are well-
defined bijections. 

(i) For each alter ego M of M, the set X \= {X\Q\ x ^ yi( A, M ) } forms 
a closed substructure of M . 

(ii) The algebra M is not strongly dualisable. 

Proof Let M = (M; G,H,R,T) be an alter ego of M. There are c,d e F 
with c ^ d and c ^ d. The chain C must be non-trivial, so there exist 0,1 G (7 
such that 0 7̂  1 and 0 ^ L Define the map w : F ^ C by 

, , {l i f c ^ a , 
w[a) = < 

10 otherwise. 

Then w G S(F^C) , and so there is a homomorphism w G / l ( B , M ) with 
w\p = w. Since 

c ^ d and w{c) = 1^0== w{d), 

we know that w ^ S(F, C). Sow^X, and therefore X ^ yi(B, M). Since 
A G ISP(M), the elements of B are separated by the homomorphisms in 
yi(A, M). So X separates B. We shall prove that X forms a closed substruc­
ture of D(B) ^ M^ . It will then follow, by Theorem 1.5.3, that M does not 
yield a strong duality on A. 

Let i : B ^^ A denote the inclusion homomorphism. Then X is the image 
of the morphism D{i) : D(A) —> D(B). This implies that X is topologically 
closed in D(B) and that X is closed under the operations in G. It remains to 
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check that X is closed under the partial operations in H, So let /i be a /c-ary 
partial operation in H, for some k G c<;\{0}, and let XQ, . . . , Xk-i G X with 
(xo, . . . , Xk-i) G dom(/i)^(^\ We want to show that z :— h{xQ^..., x/^-i) 
belongs to X, 

Homomorphisms in yi(B, M) are uniquely determined by their restrictions 
to r. So, to show that 2: G X, it is enough to prove that z\p e. S ( r , C). To 
do this, let c^d E F with c ^ d. We now wish to show that z{c) ^ z{d) in C. 
Since z G yi(B, M), we know that z\p e S ( r^ C). So we can assume that 
c ^ d. There exist subsets {cn \ n E UJ} and {dn \ n E UJ} of F such that 
c ^ Cn and dn ^ d and Cn ^ dn ^ Cn-{-i, for all n G a;. The elements of the 
set { Cn I n G cj } must be pairwise distinct. Since M is finite, the elements 
of { Cn I n G 6<; } are not separated by the maps XQ, . . . , x/c_i in yi(B, M). 
So there exist m,n E CJ, with m < n, such that Xi{cm) = Xi{cn), for each 
i G {0 , . . . , A: - 1}. For alH G {0 , . . . , /c - 1}, we have Xi e X and therefore 
Xi \r ^ S ( r , C). As Cm < dm ^ Cn, it follows that Xi{cm) ^ Xi{dm), for all 
z G {0 , . . . , fe — 1}, and therefore 

z{Cm) = h{xo,...,Xk-l){Cm) = h{xQ, , . . , Xk-l){dm) =^ z{dm)' 

Since z\p E 9{T\ C), and since c ^ Cm and dm ^ <̂ , we can conclude that 
z{c) ^ ^(crri) = z{dm) ^ ^(<i), as required. Thus h{xo,..., x/c__i) — z E X, 
whence X forms a closed substructure of D(B). I 

We want to show that the algebras of type (2)VL and type (2)D are not 
strongly dualisable. Let M be a unary algebra on the set {0,1,2}. In order 
to apply Lemma 4.3.2, we shall introduce a method for constructing algebras 
in the quasi-variety A :— ISP(M) from ordered sets. For the purposes of the 
construction, we give {0,1,2} the non-standard order 2 ^ 0 ^ 1. 

4.3.3 Definition Let M be a unary algebra on {0,1, 2}, let P = (P; ^) be an 
ordered set, and let ^ be a reflexive subset of ^ . (More precisely, the subset ^ 
of ^ must contain the diagonal relation { (a, a) | a G P }.) Define the set 

P + : = P U { J . , T } , 

where we are assuming that J_, T ^ P. Now, for all a,b E P such that a ^ 6, 
define ab E M^^ by ab{±) = 2, ab{T) =- 1 and, for all cE P, 

2 if c ^ a, 

ab{c) = ^ 0 if c ^ 6 and c ^ a, 

1 otherwise. 
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ah aa 

Figure 4.5 Turning a pair (a, b) in ^ into a map ab in M^ 

This definition is illustrated in Figure 4.5. Define the algebra 

P^ '.= s g ^ P + ( { a6 I a, 6 G P a n d a ^ 6 } ) . 

Since the relation ^ on P is reflexive, we are able to define the one-to-one map 
Lp : P -^ P^hy Lp{a) :— aa. 

The next lemma describes the structure of the algebra P^ under the assump­
tion that M is a two-kernel algebra. As in the previous chapter, for each set S 

and a G M^, the partition of S determined by a is given by 

?{a) := {a-'{O),a-\l),a-\2)}\{0}, 

and, for every subalgebra A of M*^, we define the subuniverse A12 of A by 
Ai2'>= {aeA\ \a{S)\ ^ 2 } . 

4.3.4 Lemma Let Mbe a two-kernel unary algebra, on the set {0 ,1 , 2}, with 

kernels {0112} and {02|1}. Let P — (P; ^ ) be an ordered set, let ^ be a 

reflexive subset of ^ , and define the algebra A := P^. 

(i) The set of petals of A|2 is { sgjs^{aa) | a G P }, and distinct elements of 

P determine distinct petals of K^i-

(ii) For all a^b e P such that a ^ b and a-=/=-b,we have ab, 021 (a6) ^ A|2 
and sgjs^{ab) C {ab, 021(a6)} U sgjs^{{aa, bb}), 

(iii) For all a, 6, c, d G P , with a ^ b and c ^ d, such that (a, b) ^ (c, d), 
we have sgjs^{ab) fl sgj^(M) C sgj>^{{aa, bb}). 

Proof We begin by proving (ii). Let a,b e P such that a ^ b and a ^ b. 
For each unary term function ui of M such that ker(ui) = {02|1}, we have 
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ui{ah) — u\(hh) G sgpj^h). For each unary term function U2 of M with 
ker(n2) — {01|2}, wehavei^2(^^) — u^icLo) e sgj^{aa). Using Lemma 3.3.2, 
it follows that 

sgA(^) ^ (06,021(06)} UsgA({oo,66}). 

Since a 7̂  6, the partitions CP(o6) and CP(021(o6)) of P"^ each have three blocks, 
and therefore ab, 021{ab) ^ A|2. So claim (ii) holds. 

We shall now prove (i). For each a e P, the partition T{aa) has two blocks. 
It follows from (ii) that yl|2 = U { S S A ( ^ ) | O G P } . For every a e P, 
the non-constant map aa in M^ cannot belong to the centre CA- SO, for all 
a e P, the set sgj^{aa)\CA is non-empty and forms a connected subgraph of 
G*(A). To prove (i), it is now enough to show sgA(oa) H sgA(bb) = C A , 
for all a,b e P with a ^ b. Assume that u(aa) — v{bb), for some a,b e P 
with a ^ b and some unary term functions u and v of M. Since the two-block 
partitions 7{aa) and CP(66) of P^ are different, we have u{aa) G {0,1, 2}. 
But aa G {1,2}^ \{l5 2} and M does not have any unary term functions 
with kernel {0|12}. So i/ is a constant term function of M, which impHes that 
u{aa) G CA-

It remains to prove (iii). Let (a, b) and (c, d) be distinct pairs in ^ . Assume 
that there are unary term functions u and t? of M such that u{ab) — v{cd), 
The partitions 7(ab) and CP(cd) of P^ each have at most three blocks. Since 
(a, 6) y^ (c, d) and P is an ordered set, the partitions 7{ab) and ^{cd) are 
different. So the partition of P"^ determined by u{ab) — v{cd) has at most two 
blocks. But this imphes that u{ab) G sg^doo, ^H)' by (ii). • 

To illustrate Lemma 4.3.4, we consider a particular example. 

4.3.5 Example Let M be a two-kernel unary algebra on {0,1,2}, with kernels 
{01|2}and{02|l}. Define the chain P - ({o, 6,c}; ^ ) , whereo ^ 6 ^ c, and 
the ordered set P ' = ({a, 6, c}; ^ ) , where ^ = <\{(a, 6)}. Now represent 
eachx G M^^ by the 5-tuple (x(_L),x(o),x(6),x(c),x(T)). We have 

a c = (2,2,0,0,1), 62^(2 ,2 ,2 ,0 ,1) , 

aa = (2,2,1,1,1), cc = (2,2,2,2,1), bb = (2,2,2,1,1). 

The structure of the algebra A := P^ is shown in Figure 4.6. The three petals 
of Aj2 are sgA(oo), sgA(^^) and sgA(cc). 

Part (ii) of the following lemma shows that, if M is of type (2) VL, then the 
algebra P^ and the directed graph P ' = (P; ^) are intimately connected. Let 
2 = ({1,2};^) denote the two-element chain, where 1 ^ 2 . 
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P' A := p . 

Figure 4.6 Making a unary algebra using the three-element chain 

4.3.6 Lemma Let ^be a unary algebra of type (2)VL ^^^ define the quasi-
variety A := ESP(M). Let P = (P; ^) be an ordered set, let ^ be a reflexive 
subset of ^ , and define P ' = (P; ^ ) . 

(i) For all x G */l(P^, M) and a^b E P such that a ^ b,we have x{ab) = 2 
if and only if x{aa) — 2, and x{ab) = 1 if and only if x{bb) — 1. 

(ii) The map — o tp : */l(P^, M) —> S(P^ 2) is a well-defined bijection. 

Proof As M is of type (2)VL. there exist p,q e M, with p y^ q, such that 
both ppq and qpq are term functions of M. Define A ;== P^. To prove (i), let 
X e A{A, M) and let a,b e P with a ^ b. Then 

ppq{x{ab)) — x{ppq{ab)) ~ x{ppq{aa)) = ppq{x{aa)). 

So x{ab) = 2 if and only if x(aa) ~ 2. Similarly, we have 

qpq{x(ab)) -- x{qpq(a^)) ^ x{qpq(bb)) ^ qpq{x(bb)), 

and therefore x{ab) — 1 if and only if x(66) — 1. Thus (i) holds. 
We want to define the map 

r ? : y i ( A , M ) - ^ g ( P ' , 2 ) by r / (x ) :=xo^p . 

To see that this will work, choose any x G yi(A, M). For each a G P, we have 
aa G {1,2}^ and therefore 

ppq{x{aa)) = x{ppq{aa)) — x{qpq{aa)) — qpq{x{aa)), 

which implies that x{aa) G {1, 2}. So x o ip{P) C {1, 2}. Using (i), for all 
a,b G P such that a ^ b and x{aa) = 2, we have x{ab) = 2 and therefore 
x(bb) = 2. Thus xoip e S ( P M ) , and 77 is well defined. 
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To see that 77 is one-to-one, let x, y G / l (A, M) such that ri{x) — r]{y). Let 
a^b e P with a ^ b. Then 

x{aa) = ri{x){a) = r]{y){a) = y{aa). 

So claim (i) gives us 

x(ab) = 2 <==^ x{aa) = 2 ^^==> y{aa) ^ 2 4=> y(a6) == 2. 

Similarly, we have x{bb) — y(bb) and 

x(ab) ^ 1 4==̂  x{bb) = 1 <̂ => ?/(6fe) = 1 <̂ =̂  y(ab) = L 

Thus x(a6) == y{ab). It follows that x = y, and so 77 is one-to-one. 

It remains to show that rj is onto. Let z G S(P^ 2). By Lemmas 4.3.4(i) 
and 3.1.4, we can define the homomorphism z^ : A|2 -^ M by 

z, := |J{7rTf3g^(a) i « e ^-^1)} u Ui^i^sg^ca) I « e ^"'(2)}. 

We have defined z^ so that 2:* o /.p — 2:. We now want to show that z^ extends 
to a homomorphism ^ : A —> M. To do this, it is enough to define 'z on the 
generators of A that do not belong to A12- Let a,b e P with a 7̂  6 and a ^ b. 
We shall find some c G P"^ such that z^ agrees with TTC on s g ^ d ^ , bb}). We 
will then assign ^(a6) :— ab{c). We are allowed to do this by Lemma 4.3.4(iii). 

If 2:(a) = z{b) — 1, then z^ agrees with TTJ on sg^d^a, bb}). Similarly, if 
z{a) = z{b) — 2, then z^ agrees with TT-^ on sg^d^^, bb}). So we can assume 
that z{a) / z{b). Therefore z{a) = 1 and z{b) = 2, as z{a) ^ z{b). We have 

^*(aa) — 7r-y-(aa) =: 1 — aa(6) and z^{bb) — 7r^{bb) = 2 = bb{b), 

which impHes that z^ agrees with nt on sgA({aa, ^&}). 
It now follows that z^ extends to a homomorphism z : A ^ M. We have 

Ti{'z) ='z o Lp = z^ o Lp = z. Thus T] is outo, and so 77 is a bijection. I 

4.3.7 Theorem No unary algebra of type (2)VL is strongly dualisable, 

Proof Let M be a unary algebra of type (2)VL, and define A := ISP(M). 
Using Lemma 4.3.1 and Definition 4.3.3, we have algebras T^ ^ T^ in yi and 
a one-to-one map L^ ' P —^ P^. By Lemma 4.3.6(ii), the maps 

- o t p : y i ( ' r ^ , M ) - > g ( r , 2 ) and -oLp:A{%,M)-^9{T\2) 

are well-defined bijections. It follows by Lemma 4.3.2(ii) that M is not strongly 
dualisable. I 
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We now want to show that the algebras of type (2)D are not strongly dual-
isable. We will be using the most compHcated algebra with kernels {0112} and 
{02|1}: the algebra M^ = ({0,1,2}; F«), where 

F« : - {012,021} U [ppq.pqp | p, ^ G {0,1,2}}. 

(See Lemma 3.3.2.) The algebra M^ is of type (2)VL» and so we know that 
M* is not strongly dualisable. Certainly, every algebra of type (2)D is a reduct 
of M^. We shall show that there is a stronger connection between M*̂  and the 
algebras of type (2)D. 

4.3.8 Lemma Let Mbe a unary algebra of type (2)D. Let A be an algebra 
in A^ : - ISP(M^), and let Â  be the reduct of A in A := ISP(M). Then the 
sets yi(A^ M) and yi^(A,M^) cire equal. 

Proof The operations 101 and 220 are term functions of M. We begin by 
proving that M^ is hom-minimal, that is, that the only homomorphisms from 
M^ to M are the two projections, TTQ and TTI. 

Let X : M^ -^ M be a homomorphism. Then x(l,0) G {0,1}, since x 
preserves 010 = 101 o 101. First assume that x(l , 0) — 1. In M^, we have 

(1,0) ^ (0,1) ^ (1,2) - ^ (2,0) ^ (0,2) ^ (2,1). 

Applying the homomorphism x gives us 

0 31 . 0 ^ 1 ^ 2 ^ 0 <^ 2 

in M. The constant operations 000, 111 and 222 are all term functions of M. 
Hence it follows that x — TIQ. NOW assume that x(l , 0) = 0. Then we have 
x(0,1) = 101(x(l,0)) — 1 and, by symmetry, we conclude that x = TTI. SO 
M^ is hom-minimal. 

All the constant operations on M are term functions of both M and M^. So 
the lemma holds if A is trivial. This means that we can assume that A ^ (M^)*^, 
for some non-empty set S, 

Let a e A such that the partition T(a) of S has two blocks. Then 

sgA(^) - { 6 G M^ I y{b) = 7{a) } U {0,1, 2}, 

as every map in F^ is an operation of M'^. Let sgA(a)'^ denote the reduct of 
sgj!^{a) in A, Then M^ is isomorphic to sgjs^{a)^, via repetition of coordinates. 
Since M^ is hom-minimal, it follows that sgj^{a)^ is hom-minimal. 

Now let y G yi(A^M) and let a G ^1. To prove that y G yi^(A,M^), it 
suffices to show that y agrees with a projection on sgjs^{a). First assume that 
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a G {0,1,2}. Each constant map on M is a term function of M. So y agrees 
with a projection on sgjj^a) = {0,1, 2}. Now assume that a G yl|2\{0,1, 2}. 
The partition 7(a) of 5 has two blocks. So y agrees with a projection on sgA(a), 
since sgj!>^{a)^ is hom-minimal. 

Finally, assume that a G A\Ai2' As CP(a) has three blocks, we can choose 
some s e S with a{s) — y{a). We will show that y agrees with TTS on sgji^{a), 
The operations 

/ i zzz 010 - 101 o 101 and /2 = 002 - 220 o 220 

are term functions of M. For each m G {1, 2}, the partition CP(/m(a)) has two 
blocks, and so 

Am ~ sgA(/m(a)) = {heM^ I T(6) = y{fm{a)) } U {0,1, 2}. 

It follows that sgA(a) = {a, 021(a)} U ^ i U A2. 
Let m G {1,2}. Since the algebra A ^ :== ^^^{fmici))^ is hom-minimal, 

we know that y agrees with a projection on Am- We have 

y{fm{o)) = fm{y{o)) = fm{ci{s)). 

As each element of A^\{0 ,1 , 2} determines the same partition of S as fm{o)^ 
it follows that y agrees with Hs on Am- So y agrees with iXs on Ai U /l2-

For each m G {1, 2}, we have fm o 021(a) G ̂ 1 U ^2 and therefore 

/^(y(021(a))) - y(/^(021(a))) = /^(021(a(5))). 

So y(021(a)) = 021(a(5)), as / i and /2 separate M. Thus y agrees with TT̂  
onsgA(a) - {a, 021(a)} UAi UA2. Hence y Gyi^(A,M"). • 

4.3.9 Theorem No unary algebra of type (2)D is strongly dualisable. 
Proof Let M be an algebra of type (2)D. Then M is a reduct of the algebra 
M* oftype (2)vL- Using Lemma 4.3.1 and Definition 4.3.3, we have T^ ^ F^ 
in yi^ := ISP(M^), and there is a one-to-one map ^p : T —> F^. The maps 

- o 6 p : y i « ( f \ , M " ) - ^ S ( r , 2 ) and - o tp : yi^Cf^^M^)-> 3 ( ^ , 2 ) 

are well-defined bijections, by Lemma 4.3.6(ii). Let T^ and F^ denote the 
reducts of 'F^ and 'F^ in ^l := ][SP(M). Then, by Lemma 4.3.8, the maps 

-o^p:yl(f^^^M)^S(^,2) and - ô p : yi(r̂ ^^M) ^ S(^^ 2) 

are bijections. So Lemma 4.3.2(ii) tells us that M is not strongly dualisable. I 



118 4 Full and strong dualisability: three-element unary algebras 

A : = P . 

Figure 4.7 Proving non-quasi-injectivity 

We finish this section by considering quasi-injectivity. 

4.3.10 Lemma No unary algebra of type (2)VL or (2)D is quasi-injective. 
Proof First assume that M is a unary algebra of type (2)VL. Let n G CJ\{0}. 

We will show that M is not n-quasi-injective. Define k := 2n + 1 and let 
P — ({0, . . . , A:}; ̂ ) be a (A: + l)-element chain with 0 ^ • • • ̂  A:. Define the 
relations 

^ := {{i,i) I ieP}u{{i,i + i) I ieP\{k}} 

and ^ \= ^\{{n,n + 1)} on P, Using Definition 4.3.3, we can define the 
algebras A := R^ and C := % in ESP(M), and C is a subalgebra of A. 
Define n^ := n + 1. Then Lemma 4.3.4 tells us that the structure of the algebra 
A is as shown in Figure 4.7. 

The coproduct B := sgA(OO) * sgj^{kk) is a subalgebra of A. Define the 
homomorphism 

We shall show that x extends to ripJ^B) but not to A. 
We have x(00) = 6o(i_) == 2 and x(kk) = ^ ( T ) = L But, for each 

homomorphism y \ A -^ M, we must have 

yim) = yo 6p(0) ^yo L^{k) = y{kk), 

by Lemma 4.3.6(ii). So x : B —> M does not extend to A. 
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Now define the map 2: : P -^ {1, 2} by 

/ 2 i f i G { 0 , . . . , n } , 
z[i) — < 

[1 ifzG { n + l , . . . , f c } . 

Then 2: is a morphism from (P; ^) to 2. Using Lemma 4.3.6(ii) again, there 
must be a homomorphism ^ : C —> M such that ^ o ^p = 2:. We have 

^(00) - ^(0) - 2 - x(60) and (̂fcfc) - z{k) = 1 = x{kk). 

So ^ is an extension of x. 
We have shown that x extends to C but not to A. Thus it remains to prove 

that njs^(B) C C. By Lemma 4.3.4(ii), we have A\C C {nn',021(fm')}. It 
follows from Figure 4.7 that (iA(<3̂ ,̂ ) ^ n + 1,for alia E A\Cmdb e P \ C A . 
Thus ripJ^B) C C whence M is not n-quasi-injective. 

Now assume M is of type (2)D and let n G cj\{0}. As M^ is of type (2)VL. 

we know that M^ is not n-quasi-injective. So there are finite algebras B ^ A 
in ISP(M^) for which there is a homomorphism x : B —> M^ that extends to 
rip^B) but not to A. Let Â  and B^ be the reducts of A and B in I§P(M). The 
algebras M and M^ have the same constant term functions. So Cp^ — CA- It 
follows that np^{B) C nA{B). Thus x : B'^ —> M extends to np^{B) but not 
to A^ using Lemma 4.3.8. I 

We know that there are no three-kernel three-element unary algebras that 
are dualisable, by Theorem 3.0.L So the previous lemma tells us that every 
dualisable three-element unary algebra that has My, M^ or M ^ as a reduct 
is not quasi-injective. Therefore we have shown that -^(i) implies -i(v) in our 
main theorem. 

4.4 Three-element unary algebras that are not fully dualisable 

In this section, we finish the proof of the main theorem by showing that each 
three-element unary algebra of type (2)VL or (2)D is not fully dualisable. This 
section is by far the most technical of the text, and is not called upon in any 
later chapters. 

Our proof is an extension of that given by Hyndman and Willard [41] to 
show that the unary algebra ({0,1, 2}; 001,122) is not fully duahsable. Their 
proof used the fact that the operations 001 and 122 preserve the total order with 
0 ^ 1 ^ 2. Our proof is more complicated since it must work, in particular, 
for the algebra M^; and there is no total order on {0,1, 2} that is preserved by 
every operation in FK 
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A full duality for a quasi-variety A := ISP(M) is more subtle than either a 
duality or a strong duality. At the moment, we have no reason to believe that, 
if M is a structure that yields a full duality on A, then every enrichment of M, 
via algebraic relations, also yields a full duality on A. However, there are some 
relations that can always be added to a structure M without destroying a full 
duality. 

The next lemma is a slightly stronger version of a result proved by Hyndman 
and Willard [41,4.7]. The lemma is derived in a more general setting by Davey, 
Haviar and Willard [21]. Let r be an n-ary algebraic relation on M, for some 
n G (^\{0}, and let r denote the subalgebra of M^ on the set r. We say that 
the relation r is hom-minimal (relative to M) if the algebra r is hom-minimal, 
that is, if each homomorphism in A{r, M) is the restriction of a projection. 

4.4,1 Lemma [41, 21] Let M be a finite algebra and assume that the alter 
ego M = (M; G, H, R, T) yields a full duality on I§P(M). Let r be a hom-
minimal algebraic relation on M. Then 'M! :— (M; G^H^RU {r}, T) also 
yields a full duality on ISP(M). 

Now assume that M is a unary algebra of type (2)VL or type (2)D. Let :̂  
denote the order on {0,1, 2} with 2 ^ 0 ^ 1. We will define some algebraic 
relations on M. The definitions of these relations will depend on the type of M-
If M is of type (2)VL. then we define the algebraic relations on M by 

4n •= sgMn({ a G M ^ I 2 - a ( 0 ) ^ • • • ̂  a(n - 1) - 1 }) , 

for all n G CJ\{0, 1}, and 

^ — sgM6({ a G M^ I 2 = a(0) ^ • • • ̂  a(5) = 1 } \ 

{(2,2,0,0,1,1)}). 

If M is of type (2)D but not type (2)VL. then, since M is a reduct of M ^ we 
can define the algebraic relations on M by 

<n := sg(Mtt)n({aGM^ | 2 = a(0) ^ • • • ̂  a(n - 1) - 1 } j , 

for all n G cj\{0,1}, and 

^ — sg(^«)6({ a G M^ I 2 - a(0) ^ • • • ̂  a(5) = 1 } \ 

{(2,2,0,0,1,1)} 



4.4 Three-element unary algebras that are not fully dualisable 121 

The relations ^^4, =̂ 6 and txi will play an important role in our proof that M is 
not fully dualisable. 

4.4.2 Lemma Let Mbe a unary algebra of type (2)VL or type (2)D. The 
relations =̂ 4 and M on M are hom-minimal. 

Proof First assume that M is of type (2)VL and define A := ISP(M)- Define 
the three-element chain C = ({0,1,2}; ^) such that 0 < 1 ^ 2. Then, using 
Definition 4.3.3, it is straightforward to check that C^ is the subalgebra of 
M ^ generated by the set 

{ae M^^ I 2 - a(_L) - a(0) =̂  a(l) ^ a(2) :̂  a(T) - 1 }. 

Therefore C^ is isomorphic to the subalgebra ^4 of M^. By Lemma 4.3.6(ii), 
we have 

W^4,M)| = |>l(©oM)| = |S(C,2)| = 4. 
As the relation ^4 does not have any repeated coordinates, the four projections 
in v/l(=^4, M) are distinct. Thus ^̂ 4 is hom-minimal. 

Define the five-element chain D and directed graph D^ as follows: 

D - : ({0,1,2,3,4};^), where 0 ^ • • • ̂  4, 
and 

D^ = ({0,1,2,3,4};^), where ^ := ^\{{1,3)}. 

Write each element a of M^"^ as the 7-tuple (a(J_),a(0),... ,a(4),a(T)). 
Then D^ is the subalgebra of M ^ generated by the set 

{ a G M^^ I 2 - a{±) = a(0) ^ a(l) =̂  • • • ̂  a(4) =̂  a(T) = 1 } \ 

{(2,2,2,0,0,1,1)}, 

and D^ is isomorphic to the subalgebra M of M^. Using Lemma 4.3.6(ii), this 
implies that 

| ^ (M,M) | - | ^ ( D ^ , M ) | = |S(D^2) | - 6. 

Thus M is hom-minimal. 
Now assume that M is of type (2)D but not type (2)VL- The relations ^4 

and M, defined on M, are algebraic over M^. We have just shown that ^4 and 
00 are hom-minimal relative to M^. So =̂ 4 and [x] are hom-minimal relative 
to M, by Lemma 4.3.8. I 

We shall work with the relations ^4, =4Q and M using the properties given in 
the following lemma. 
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4.4.3 Lemma Let 'M be a unary algebra of type (2)VL or type (2)D. Let 
m,n e oj\{0^ 1} and let ao , . . . , a^_i G {0,1, 2}. 

(i) Let (J : {0 , . . . , m — 1} -^ {0 , . . . , n — 1} preserve the natural order, 
with cr(0) = 0 and cr{m — 1) — n — 1, If (ao , . . . , a^-i) G =̂ n. ^hen 

(acr(o), . . . , <^cr(m-l)) ^ ^m-

(ii) L r̂ i, j , A: G {0,. . . , n - 1} w/r/z i ^ j ^ k. If (ao,.. . , an- i ) G =4n 

and ai = ak, then ai = aj = a^, 

(iii) Define C := {(1,1,0,0,2, 2), (2,2,0,0,1,1)} C M^. Thenix C ^Q 
and 46\>^ QC C M ^ \ M . 

Proof The first claim follows straight from the definitions. For the other 
claims, we also need to know that the unary term functions of the algebras M 
and M " all belong to the set F^ =^ {012,021} U {ppq.pqp \p,qe {0,1,2}}; 
see Lemma 3.3.2. I 

We will use a sequence of technical lemmas to prove that there are no fully 
dualisable algebras of type (2)VL or type (2)D. Before starting on these lemmas, 
we sketch the main idea of the proof. Assume that M is of type (2)VL, and 
suppose that M yields a full duality on ^l := ISP(M). We may assume that 
the relations ^4 and M are in the type of M, by Lemmas 4.4.1 and 4.4.2. As 
in the previous section, we will be using the pathological algebras F^ and F^ 
in A, which are given by Lemma 4.3.1 and Definition 4.3.3. We know that the 
sQiX := {x\j, \ X e ^1(1^^, M) } forms a closed substructure X of M^^, 
by Lemmas 4.3.2(i) and 4.3.6(ii). Since we are supposing that M yields a full 
duality on A, there must be an algebra A in ^l such that X is isomorphic to the 
dual D(A) of A. Using our knowledge of the structure of X, we will be able to 
deduce contradictory information about the structure of the putative algebra A. 
The relations ^4 and ixi play a very important role in the proof, because they 
are the only part of the known structure on X that we can transfer across to the 
dualD(A). 

Our proof that M is not fully dualisable is rather more complicated than 
our proof that M is not strongly dualisable. To prove that M was not strongly 
dualisable, we only needed to study two particular algebras F^ and F^ in A. 
However, to prove that M is not fully dualisable, we will be working with an 
algebra A from A that we initially know very little about. 

We are now ready to begin building up the tools that will be used in our 
proof. Assume that M is a two-kernel unary algebra on {0,1, 2}, with kernels 
{01|2} and {02|1}. To each subalgebra of a power of M, we will associate a 
directed graph. 
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Let A be a subalgebra of M* ,̂ for some non-empty set S. For each two-block 
partition Q of 5, define the subuniverse of A|2 determined by Q to be 

AQ~ {aG A|2 I y{a) = Q ox ae {0,T,2}}. 

Define 

VA — { ^ Q I Q = y(a)forsomeaG A^2\{0,T,2}}. 

Then VA contains all the partition-determined subuniverses of A^2 that do not 
lie in {0,1,2}. By assumption, there exist unary term functions ?ii and u^ of M 
such that kei{ui) ^ {02|1} and ker(i^2) == {01|2}. For each t G 5, we shall 
define the reflexive binary relation —^A on VA by declaring that P —^A Q 
if and only if P == Q or there exists a G A\Ai2 and {k,i} = {1,2} with 

Uk{a) G P, Ui{a) G Q and a{t) = L 

The definition of -J->A is independent of our choice of ui and U2. Let — ^ A 
denote the transitive closure of - J ^ A - Then -J>>A is a quasi-order on P A -

To illustrate the definition of -J-^A^ we revisit the algebra constructed back in 
Example 4.3.5. 

4.4.4 Example Let M be a two-kernel unary algebra on {0,1,2}, with kernels 
{0112} and {02|1}. Define the ordered set P^ and the algebra A :=: V^ as 
in Example 4.3.5. (See also Figure 4.6.) We will show that {VA\ - ^ A ) is 
isomorphic to P^ = (P; ^ ) . Choose unary term functions ui and U2 of M with 
ker(^/i) == {02|1} and ker('U2) = {01|2}. The two-block partitions ?(aa), 
7{bb) and y^cc) of P"^ are distinct. So, using Lemma 4.3.4(i), we must have 
VA = {sgA(a^)^sgA(^),sgA(cc)}. ByLemma4.3.4(ii), weget 

ac,bceA\Ai2 and yl\yl|2 ^ {Sc, 6c,021(ac),021(6c)}. 

Now ac(T) — 1, with 

U2{ac) = U2{aa) G sgA(aa) and ui(cic) — ui{cc) G sgA(cc), 

which implies that sgjs^{aa) -y->A sgA(cc). If 021 is a term function of M, 
then we have 021(ac)(T) = 2, with 

'Ui(021(ac)) G sgA(aa) and U2(021(ac)) G sgj^{cc), 

which also implies that sgjs^{aa) -y->A sg^Ccc). Similarly, using be and 
021(6c), we have sgj^{bb) - - ^ A sgA(cc). Thus there is an isomorphism 
^ : (P; ^) ^ ( P A ; T ^ A ) given by ^{x) = sgjs,{xx). 

As shown by the example above, we now have a way to recover the original 
relation ^ from an algebra P^ built from that relation using Definition 4.3.3. 
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4.4.5 Lemma Let NLbe a two-kernel unary algebra on {0,1, 2}, with kernels 
{0112} and {02|1}. Let P = (P; ^) be an ordered set, let ^ be a reflexive 
subset of ^ , and deflne A :— P^. Then (P; ^) is isomorphic to ( P A ; "Y^A)-

Given any binary relation r on a set X, we shall say that a subset Z of X is 
r-decreasing if, for all (x, y) ^ r such that y e Z.v^t also have x e Z. Now 
define 23^(A) to be the set of all -j->A-decreasing subsets of P A -

4.4.6 Example We will return to the situation considered in the previous 
example. By Lemma 4.3.6(ii), we know that there is a bijection 

- 0 6 p : y i ( A , M ) - ^ S ( P ' , 2 ) . 

The set S(P^ 2) is bijective with the set of all ^-decreasing subsets of P^ As 
P^ = (P; ^) and ( P A ; "Y^A) are isomorphic, it now follows that yi(A, M) is 
bijective with the set 2 3 T ( A ) of all -y-^A-decreasing subsets of P A - The next 
lemma generalises this observation. 

4.4.7 Lemma Let 'Mbea two-kernel unary algebra on {0,1, 2}, with kernels 
{0112} and {02|1}, and define A ~ I§P(M). Let A ^ M^Jor some non­
empty set 5, with VA 7̂  0- Assume there are 5, t G 5 such that x\p = TTS \p or 
x\p =^ TTt \p,for all X G A{A^ M) and all P G PA- Then there is a bijection 
7] : A{A, M) -> 2)^(A), given by rj{x) :^ {P e VA \ x\p = 7Tt\p}. 
Proof By assumption, there are unary term functions ui and U2 of M with 
ker(iii) - {02|1} and ker(u2) = {01|2}. 

Claim 1 The map r/ is well defined. 

Let X G yi(A,M). We want to show that ri{x) is a - ^ A-decreasing subset 
of P A . SO choose P^Q E VA such that Q G rj{x) and P —p̂ A Q- We now 
want to check that P G ri{x). We have X\Q = ntlq, and we wish to show that 
x\p =^ TTtTp. We can assume that P j^ Q, and so there exist a G A\Ai2 and 
{k^i} = {1,2} such ih?il Uk{a) G P, Ui{a) G Q and a{t) — i. We must have 

Ui{x{a)) ^ x{ui{a)) = Ui{a{t)) = Ui{i), 

since X\Q = nt \Q. Therefore x{a) = £ — a{t), and 

x{uk{a)) = Uk{x{a)) - Uk{a{t)). 

Since \a{S)\ = 3, the partition 7{uk{a)) of S has two blocks. We know 
that Uk{a) G P, and we are assuming that every homomorphism in A{A^ M) 
agrees with TTS or nt on P. So it follows that Uk{a){s) ^ Uk{a){t), Since 
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x{uk{a)) — Uk{a{t)), this imphes that xfp — ^tlp- Thus r]{x) G T)t{A), and 
rj is well defined. 

Claim 2 The map 77 is one-to-one. 

Let X, ?/ G yi(A, M) with r]{x) = r]{y). Then x and ?/ agree on |J VA = ^i2-
Now let a G A\A|2' For each m G {1, 2}, we have Um{a) G 74̂ 2 and 

Um{x{a)) = x{um{a)) = y{um{a)) = Um{y{a)). 

Since ui and U2 separate the elements of M, it follows that x{a) — y{a). So 
X = y, whence rj is one-to-one. 

Claim 3 The map rj is onto. 

LetZ G 2)t(A). As{P\{0,T,2} | P G P A } is a partition of A|2\{0,T, 2}, 
we can define the homomorphism x : A|2 —> M by 

^ := Ui ̂ ^ ̂ ^ I ^ ̂  ^} ̂  Ui ̂ ^ ̂ ^ I ^ ̂  ^A\^ }. 
We wish to prove that x : A^2 —> M has an extension x : A -^ M. We shall 
show that, for each a G A\Ai2, there is ra G 5 such that x agrees with TT̂ ^ on 
A|2 n sgA(< )̂. We shall then define x{a) := a{ra), for each a G A\^ |2 ' 

For the sake of argument, assume that we have already set up x in this way. 
We will check that x is a homomorphism. For each a G A\Ai2 and each unary 
term function u of M that is not a permutation, we have 

u{x{a)) = u{a{Ta)) = TTra{^{^)) = x{u{a)) = x{u{a)), 

since u{a) G A|2 H sgp^{a). So x preserves every unary term function of M 
that is not a permutation. By Lemma 3.3.2, the only non-identity permutation 
that can be a term function of M is 021. So assume that 021 is a term function 
of M. For each a G A\A 12 and each m G {1, 2}, we have 

Um{Q2l{x{a))) = x{um o 021(a)) - 7i^(x(021(a))), 

since both Um ^ 021 and Um are unary term functions of M neither of which 
is a permutation. As ui and U2 separate the elements of M, this tells us that 
021(x(a)) = X(021(a)), for every a G A\Ai2' Thus the putative map x is a 
homomorphism. 

Now we want to show that we can set up x as desired. Let a G A\A 12. For 
eachm G {1, 2}, define Q̂ n to be the subuniverse of A |2 determined by the two-
block partition 7{um{ci)) of S, The only kernels of M are ker(t^i) = {0211} 
and ker('a2) = {0112}. So A12 H sgjs^{a) C Qi U Q2. We will next find some 
Ta ̂  S such that x agrees with nr^ on Qi U Q2. 
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For each m G {1, 2}, we have 

Um{a{s)) = Um{a){s) ^ Um{a){t) = Um{a{t)), 

This implies that {a{s), a{t)] — {1, 2}. Now define k \— a{s) and i :— a{t). 
We have a G A\Ai2 with Uk{a) G Qk, u^{a) G Q^ and a{t) — L Therefore 
Qk -7->A Qb We are trying to find some Va^S with X^Q^^Q^ = ^^a \Q1UQ2' 
Since Z is -j-^A-decreasing and Qk -j-^A Qi^ we can assume that Qk ^ Z and 
Q^ ^ Z. As a ^ -Aj2, we have \a{S)\ = 3 and so there is some Va G a~^(0). 
We now have 

Uk{a{t)) = ?i/e(̂ ) == t//c(0) ••= i//c(a(ra)) 
and 

i^^(a(5)) = u^{k) = ^^(0) = ix^(a(ra)). 

Each element of (5/c\{0,1, 2} determines the same partition of S as the element 
Uk{a), Since Q/c G Z, we have x fg^ — i^tlq^ = TTr̂  fg^, and similarly we have 
^hi "" ^^ Q̂£ "" ^^a \Qr So X agrees with TT̂ , on Qi U ̂ 2 2 ^12 H sgA(a), 
as required. 

It now follows that x extends to a homomorphism x G A{A, M). We must 
have rj{x) = Z, as TT̂  \p ^ nt fp, for all P G P A - Thus rj is onto. I 

The subalgebra A of M^ is locally hom-minimal (relative to M) if, for 
each homomorphism x : A —> M and each finite subset P of A, the map x \p 
is the restriction of a projection. Recall that, for each subalgebra B of M*̂  and 
each 5 G 5, we define ps : 'B —> NLhy ps :— TTS IB-

4.4.8 Lemma Let 'Mbe a unary algebra of type (2)VL or (2)D, and define 
A := ]ISP(M). L^̂  B ^ A ^ M^,for some non-empty set 5, such that 
A12 ^ B and A is locally hom-minimal. Define X := {X\B \ x ^ y i (A,M)}. 
Assume that there are s,t E S such that the relation 

^ := { (x,y) G X^ I {ps,x,y,pt) G =̂ 4 } 

on X is refiexive. 

(i) For all X E X and P G VA^ ^^ have x\p = TTS \p or x\p ~ ixt \p. 

(ii) For every x E X, define the set r]{x) :~ {P E VA \ ^\p — ^t\p }• 
Then 77 : (X; ^) -^ (Dt(A); C) is a well-defined isomorphism. 

(iii) For all n G c<;\{0} and x i , . . . , x^ G X with xi ^ • • • ^ Xn, w^ have 

{ps,Xi,.,.,Xn,Pt) ^ ^ n + 2 ' 

Proof There are unary term functions ui and U2 of M with ker(t^i) = {0211} 
and ker(t^2) = {0112}. Since A12 ^ B, each subuniverse of A that belongs to 
VA is also a subuniverse of B. 

file:///Q1UQ2'
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Proof of (i) Let x ^ X and let P G VA- There is some a e P such that 
P is the subuniverse of A|2 determined by the two-block partition 7{a) of S. 
The relation ^ on X is reflexive, and therefore (ps, x, x, pt){ci) G ^4. Since 
A is locally hom-minimal, the map x\p is the restriction of a projection. So 
x{a) G a(5'). As T(a) has two blocks, we have \{a{s)^ x{a)^ a{t)}\ < 2. By 
Lemma 4.4.3(ii), we must have x{a) — a{s) or x(a) = a{t). As xfp is the 
restriction of a projection and all the elements of P \{0 ,1 , 2} determine the 
same partition of S, it now follows that x fp = TT̂  \p or x fp = TT̂  fp. Thus (i) 
holds. 

Proof of (ii) We can now show that the map 77, given in (ii), is a well-defined 
bijection. First consider the trivial case that VA = 0- We have 4̂ C {0,1, 2} 
and so, as A is locally hom-minimal, we have \X\ — 1. Therefore 77 is a 
well-defined bijection. We can now assume that VA 7̂  ^- Since Aj2 ^ B, it 
follows by Lemma 4.4.7 that TJ : X -^ 2)̂  (A) is a well-defined bijection. 

We now want to show that 77 is an isomorphism. Let x,y E X and assume 
that X ^ y. To see that 77(x) C r]{y), let P G 77(x). Then x\p — 7Tt\p. 
There is some a e P such that P is the subuniverse of A|2 determined by the 
two-block partition T(a). We have [ps, pt^y, pt){ci) = {ps,x,y, pt){a) G ^4, 
and so y{a) — ait), by Lemma 4.4.3(ii). Using (i), it follows that P G ?](?/), 
which implies that 77(x) C r]{y), 

Next assume that 77(x) C r]{y) and choose some b e B, We are aiming 
to prove that {ps, x, y, pt){b) G =̂ 4. Since ^ is reflexive on X, we know that 
{ps,y,y,pt){b) G =̂ 4 and (/>5,^,^,Pt)(^) ^ =̂ 4- So {ps,ps,y,Pt){h) G =̂ 4 
and (p5,x,pt,Pt)(^) ^ =̂ 4, by Lemma4.4.3(i). We shall show that 6(5) = x{b) 
or x{b) — y{b) or y{b) = b{t). It will then follow that {ps,x,y, pt){b) G ^4. 

Assume that b{s) ^ x{b) and y{b) ^ bit). As u\ and U2 separate M, there 
exists A: G {1, 2} such that x{uk{b)) = Uk{x{b)) ^ Uk{b{s)). As A is locally 
hom-minimal, this imphes that the partition 7{uk{b)) has two blocks. So we 
can define Qk to be the subuniverse of A|2 determined by 7{uk{b)), We must 
have xfg^ - Tr̂ fg ,̂ by (i). As 7?(x) C r/(?/), this implies that yfg^ = Tr̂ fg ,̂ 
and therefore 

Uk{y{b)) ^ y{uk{b)) = Uk{b{t)) = x{uk{b)) - Uk{x{b)). 

Let e G {1,2} with i ^ k. Then y{u^{b)) = u^{y{b)) i^ Ui{b{t)), since 
y{b) 7̂  b{t) ?ind Uk{y{b)) = Uk{b{t)). So the partition T(t^^(6)) has two blocks, 
and we can define Qi to be the subuniverse of A|2 determined by y{ui{b)). 
Using (i), we have yfg^ — TTSIQ^. Since 77(x) C r]{y), it now follows that 
X \Q, = TVs \Q, =y\Qr and therefore 

Ui{x{b)) = x{ui{b)) = yMb)) =^ Ui{y{b)), 
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We have shown that Uk{x{h)) = Uk{y{b)) and u^{x{b)) = Ui{y{b)), whence 
x{b) = y{b). Thus (ps, x, y, pt){b) G ^4, and so x ^ y. Consequently, ry is an 
isomorphism, and (ii) holds. 

Proof of (iii) Let n G cc \̂{0}, assume that xi ^ - - - ^ Xn'mX and let b e B. 
We will show that there are j , A: G { 1 , . . . , n}, with j < A:, such that 

{ Ps{b) ifi<j, 

Xj{b) if j ^i ^ k, 

Pt(b) iffc<2, 

for every i G { 1 , . . . , n}. As the relation ^ on X is reflexive, we know that 
(ps,Xj,Xj,pt){b) G =̂ 4. So it will then follow, by Lemma 4.4.3(i), that we 
have {ps,xi,,..,Xn,pt){b) G =^^+2. as required. 

First assume that ps{b) = pt{b) and let i G { 1 , . . . , n}. Since the relation 
^ on X is reflexive, we must have (p^, Xi, x ,̂ pt){b) G ^4, and consequently 
ps{b) = Xi{b) = Pt{b), by Lemma 4.4.3(ii). Thus we can take j — k — n, and 
we are done. 

Now assume that ^5(6) ^ pt{b) and choose some i G { 1 , . . . , n}. If i 7̂  n 
and Xiib) — pt{b), then as xi ^ a:̂ _|-i we have 

{ps,pt,XiJ,i,pt){b) = {ps,Xi,Xi^i,pt){b) G ^ 4 , 

and therefore Xi4-1(6) = pt(&), by Lemma 4.4.3(ii). Similarly, if we have z ̂  1 
and Xi{b) = Ps{b), then Xi-i{b) = Ps{b). Because the algebra A is locally 
hom-minimal, weknowthat |{x(6) | x G X } | ^ |^(5')| ^ 3. Thus the desired 
j , /c G { 1 , . . . , n} must exist. Hence (iii) holds. I 

For each ordered set (X; ^ ) , define ^^{X) to be the set of all elements x of 
X that have a unique lower cover xMn (X; ^ ) . 

4.4.9 Lemma Let Nlbe a unary algebra of type (2)VL or (2)D, cind define 
A := IISP(M). Let B ^ A ^ M^,for some non-empty set S, such that 
A12 C B and A is locally hom-minimal Define X \= {X\Q | X G yi (A,M)}. 
Assume that there are s,t E S such that 

^:= { (x,y) G X^ I {ps,x,y,pt) e ^4} 

is an order on X, and define 

^* := { (x,y) G i^^{Xf j X ^ ymd{ps,x^,x,y\y,pt) ^ ^ } . 

Then the structures {Jl^{X)] <*, ^) and {Vx\ ~ ^ B : T ^ A ) ^^^ isomorphic. 
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Proof There are unary term functions ui and U2 of M with ker(i^i) = {02|1} 
and ker(tt2) = {0112}. Since B C^ A and A 2̂ ^ B, we have A|2 — -S|2 and 
therefore "PA = VB- Lemma 4.4.8 tells us that x\p — TTS \p or x\p = nt fp, 
for all X G X and all P G VA, and moreover that there is an isomorphism 
r, : (X; ^) -> (©,(A); C) given by r?(x) := { P G P A I ^fp - ^t fp }• 

For each P G P A , the smallest ^^A-decreasing subset of P A that contains 
Pis 

Z P : - { Q G P A I Q ^ A P } . 

We must have Cc (©t(A)) = { Zp | P G P A }• Since 77 is an isomorphism, 
we can define 

C:VA-^^{X) by aP):=ri-\Zp), 

and C is onto. We shall establish, via a series of four claims, that ( is an 
isomorphism from ( P A ; —f^B, ~7^A) onto (<C^(X); ^*, ^ ) . 

For every P G P A , we will use xp to denote the homomorphism C{P) in 
theseti:^(X) C ja(B,M). 

C/a/m 1 The map C is a bijection. 

We have already observed that the map C is onto. To see that ( is one-to-one, 
let P^Q E VA with Xp = XQ. Then Zp = ZQ, since 77 is an isomorphism. 
For all X G X, we have 

X PUQ — ^s \puQ ^^ ^ \PUQ — ^t fpuQ' 

as rj{x) is a -Y->A-decreasing subset of P A - SO P and Q must determine the 
same two-block partition of S, and therefore P — Q. Thus C is a bijection. 

Claim 2 For all P,Q e P A , we have P - J ^ A Q if and only if xp ^ XQ. 

L e t P , g G P A . Then 

P ^>>A Q 4 ^ Zp C ZQ <̂ => V~\Zp) ^ V~\ZQ) ^==^ xp^ XQ, 

as required. 

Claim 3 For all P, Q G P A with P -J-^B Q , we have xp ^* XQ. 
Let P, Q G P A with P - ^ B Q- AS the relation ^* on ^^{X) is reflexive, by 
Lemma 4.4.3(ii), (iii), we can assume that P ^̂  Q. So there exists b G i5\P|2 
md{kj} = {1,2} such that 

Ukib)eP, Ui{b)eQ and b{t) = i, 

We know that x\p — TTSIP or xfp = Tr̂ fp, for every x e X. Therefore 
Uk{b{s)) y^ Uk{b{t)) = Uk{i), which implies that b{s) = k. Since b G A\Ai2. 
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we also have P —^A Q^ and therefore xp ^ XQ, by Claim 2. We will show 
that xp ^* XQ by checking that {ps^Xp,xp,XQ^XQ,pt){b) ^ M. 

By the definition of the map (", we have ri{xp) = Zp and r]{xQ) = ZQ, AS 
^ is an order on 'C^(X), it follows that -y>>A is an order on VA^ by Claim 2. 
So we also have rj{x^p) -:- Z^p = Zp\{P} and 7y(x^) = ^ Q - ^ Q \ { Q } . AS 

Uk{b) e P ^ vi^p) arid î £(6) G Q ^ ^(^p)' it follows that 

Uk{x^p{b)) = XJ3(^A:(6)) = 7r5('aA;(^)) = Uk{b{s)) = U/,(/c) 

and 
Ui{x\,{b)) = x},(i/^(6)) = 7r5(î (̂6)) =^ Ui{b{s)) = Ui{k). 

Since ui and -̂ 2 separate the elements of M, this impUes that Xp{b) = k, 
Similarly, we have 

Uk{xp{b)) = Uk{b{t)) ^ Uk{0), ue{xp{b)) = ue{b{s)) = u^(0), 

^k{xQ{b)) = Uk{b{t)) = Uk{i), Ui{xQ{b)) = Ui{b{t)) = ue{i), 

giving {ps,Xp,xp,XQ,XQ, pt){b) = (A;, A:, 0,0,^, ^). Hence, it follows that 
{ps,Xp,xp,XQ,XQ,pt){b) ^ M, by Lemma 4.4.3(iii). Thus xp ^* XQ. 

Claim 4 For all P,Q EVA with xp <* XQ, we have P -y-^B Q-
Let P^Q e VA such that xp ^* XQ. Then xp ^ XQ. Since the relation 
^ ^ B on VA is reflexive, we can assume that P 7̂  Q. As C is one-to-one, 
by Claim 1, we must have xp 7̂  XQ and therefore x^p ^ xp ^ X^Q ^ XQ, 
This implies that {ps,Xp,xp,XQ,XQ, pt) G =̂6» by Lemma 4.4.8(iii). As 
{ps, Xp, Xp, Xg, XQ, p )̂ ^ M, there is some b e B and {A:, i} = {1, 2} such 
that (p5,Xp,xp,Xg,XQ,p^)(6) = (A:, A:,0,0,£, £), by Lemma4.4.3(iii). Since 
A is locally hom-minimal, we must have b ^ B12, Now 

x\^{uk{b)) = Uk{x\^{b)) = Uk{k) = Uk{ps{b)) = Uk{b{s)) 

and 

xp{uk{b)) = Uk{xp{b)) ^ Uk{Qi) ^ Ukii) = Uk{pt{b)) = Uk{b{t)), 

Thus the subuniverse of A|2 determined by 7{uj^{b)) belongs to r]{xp) = Zp 
but not to rj{xp) = Zp\{P} , and so Uk{b) G P. Similarly, we have 

x^Q{ui{b)) = Ui{0) = Ui{b{s)) and XQ{ui{b)) = Ui{i) = Ui{b{t)), 

which implies that U£{b) G Q. We have shown that b G P \P |2 such that 
7i/c(6) G P, t̂ £(6) G Q and b{t) =^ pt{b) = t Thus P ^ ^ B Q, as required. I 
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The next lemma completes the preparation for our proof that the algebras of 
types (2)vL and (2)D are not fully dualisable. 

4.4.10 Lemma Let Mbe a unary algebra of type (2)VL. Let T^ and V^ be 
algebras in A :— ISP(M) coming from Lemma 4,3,1 and Definition 4,3.3. 

(i) We have F^ ^ F^ < M ^ such that {r^)i2 ^ A ^'^^ ihe algebra F^ 
is locally hom-minimal. 

(ii) Define the subset X ~ {x\j, \ x e. A(f^,M)] of A(r^, M). Then 

^ :== { {x, y) G X^ I (pj ,̂ X, y, p-y) G =̂ 4 } is a refiexive relation on X. 

(iii) The structures {F; ^ , ^) and (V<^ ; -j->p , - j ^ p ) ci^e isomorphic, 

Proof We have (r^) |2 ^ ^^^ by Lemma 4.3.4(i). To see that F^ is locally 
hom-minimal, let x G ^ ( F^, M) and let S be a finite subset of F^. We want 
to show that x \Q is the restriction of a projection. There is a finite subset F^ of 
F such that 

B Csg^ {{ab\a,be T'and a ^ 6}). 

Using Lemma 4.3.6(ii), we know that x o LJ. G S ( F , 2). 
First assume that x o ^^(6) — 1, for all b G F\ Then, if a, 6 G F^ with 

a ^ 6, we have x(bb) = x o i-p{b) = 1 and so x{ab) — 1 =z ab{T), by 
Lemma 4.3.6(i). Therefore X\Q =^ ^T\B' ^^ ^' ^^ finite and F is a chain, 
we can now assume that there is a minimum element c of F' in F such that 
X o 6p(c) = 2. Since x o ^p G S ( F , 2), it follows by Lemma 4.3,6(i) that, for 
all a^b E F' with a ^ 6, we have 

(2 ifx(aa)=:2, 

x{ab) — { Q if x(aa) = 1 andx(66) ^ 2, 

ifx(66) - 1, 

if c ^ a, 

if a < c ^ 6, 

if 6 < c, 

So xf"̂  = 'KC\B' Thus F^ is locally hom-minimal, whence (i) holds. 
To check (ii), let x G X and let a,b e F with a ^ b. Then 

p_j_(a6) = 2 ^ x{ab) =̂  1 = /9y(a6), 

and therefore (p^,x,x,py)(a8) G ^4. So the relation ^ on X is reflexive, 
and (ii) holds. Claim (iii) holds, by Lemma 4.4.5. I 
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4.4.11 Theorem No unary algebra of type (2)VL or (2)D is fully dualisable. 
Proof First assume that M is of type (2)VL- Suppose there is an alter ego M 
of M that yields a full duality on yi := ISP(M). By Lemmas 4.4.1 and 4.4.2, 
we can assume that ^4 and [X3 are in the type of M. Using Lemma 4.3.1 and 
Definition 4.3.3, there are algebras F^ and F^ in A. By Lemmas 4.3.2(i) 
and4.3.6(ii), the set 

forms a closed substructure X of M ^ . Since M yields a full duality on A, 
there is an isomorphism (̂  : X -̂» D(A), for some A e A, 

For each set 5, an algebra B ^ M'^ is said to be hom-minimal if every 
homomorphism from B to M is the restriction of a projection. Every algebra 
in A is isomorphic to a hom-minimal algebra; see page 75. So we can assume 
that our algebra A is a hom-minimal subalgebra of M^, for some set S, 

The two projections p^\ F^ —> M and pj \ F^ —̂  M belong to X, As we 
are assuming that the algebra A is hom-minimal, there must exist s,t e S such 
that v̂ (/5j_) = ps and ^{pj) — pt, where Ps, p̂  : A -^ M are projections. By 
Lemmas 4.4.10 and 4.4.8(ii), the relation 

^ — { (^,y) eX^ \ (p_L,X,y,pj) E^A} 

is an order on X. Since (p is an isomorphism and ^̂ 4 is in the type of M, we 
have 

ip{^) = {{x,y) eA{A,Mf I {ps.x,y,pt) G :^4}. 

Define 

^* : - {{x,y) eJi^iXf I X <?/and(p_L,x^x,y^y,py) ^ M } . 

Then (^(<*) is equal to 

{ {x,y) e i:^(^)(yi(A,M))^ I X (p{^) y and {ps,x^,x,y^,y,pt) ^ tx]}. 

Using Lemma 4.4.10 and Lemma 4.4.9 twice, it follows that 

-(i:^(^)(yi(A,M));v^(^*),v^(^)> 

- {VA] - 7 ^ A , - 7 ^ A ) -

So {F; ^ , ^) is isomorphic to ( P A ; " T ^ A , ~T^A) . by Lemma 4.4.10(iii). But 
this implies that < is the transitive closure of ^ , which is a contradiction. Thus 
M is not fully dualisable. 
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Now assume that M is of type (2)D but not of type (2)VL- The algebra 
M^ rzz ({0,1, 2}; F ' ) was defined on page 116. We can show that M is not 
fully dualisable, using Lemma 4.3.8, by following the proof given above with 
the algebras T^ and T^ in A, which are the reducts of the algebras F^ and T^ 
inI[SP(M^). ^ " I 

We have shown that every dualisable three-element unary algebra that has 
My, M L or Mp as a reduct is not fully dualisable. So -i(i) impUes -n(ii) in the 
main theorem, completing the proof. 
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Dualisability and algebraic constructions 

We show that there are many natural algebraic constructions under which dual­
isability is not always preserved. In particular, we find two dualisable algebras 
whose product is not dualisable. 

Dualisability is such a natural algebraic property that it is tempting to sup­
pose that it might interact well with natural algebraic constructions. This idea 
is supported by what is known about dualisability and one-point extensions. 
Davey and Knox [25] have shown that the one-point extensions of certain dual­
isable non-unary algebras are also dualisable. In this chapter, we shall prove 
that the one-point extension of a duahsable unary algebra is also duahsable. 

Following this line of investigation, it is natural to ask whether each subal-
gebra of a dualisable algebra must be dualisable, whether each homomorphic 
image of a dualisable algebra must be dualisable, and whether a product of dual­
isable algebras must be dualisable. The subalgebra question was answered in 
the negative in Theorem 2.1.4: every non-dualisable unary algebra is a subalge­
bra of a dualisable algebra. In relation to the product question, it is known that 
each finite power of a dualisable algebra is dualisable. By the Independence 
Theorem, 1.4.1, any two finite algebras that generate the same quasi-variety 
must either both be dualisable or both be non-dualisable. The quasi-varieties 
ISP(M) and ]ISP(M'') coincide for each finite algebra M and each n G cj\{0}. 
So it follows that every finite power of a dualisable algebra is also dualisable. 

The range of examples of dualisable and non-dualisable algebras that are 
useful for testing conjectures is growing. But there are presently not many 
naturally occurring varieties, containing both dualisable and non-dualisable 
algebras, for which there is a complete characterisation of dualisability. There 
are many varieties in which every finite algebra is known to be dualisable. 
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Every finite lattice is dualisable [29]. Similarly, each finite abelian group, 
Boolean algebra and semilattice is dualisable [17]. We also have complete 
descriptions of dualisability for some classes that are not varieties: for example, 
the class of graph algebras [23], and the class of three-element unary algebras 
(Theorem 3.0.1). 

One variety of algebras for which there is an interesting characterisation of 
dualisability is that of commutative rings with identity. Consider an arbitrary 
finite commutative ring with identity R = {R; +,•,"", 0,1). An element r e R 
is said to be nilpotent if r^ — 0, for some n G c<;\{0}. The set J of all 
nilpotent elements of R coincides with the Jacobson radical of R. We say 
that J is self annihilating if rs = 0, for all r,s e J. Clark, Idziak, Sabourin, 
Szabo and Willard [14] have proven that the ring R is dualisable if and only 
if its Jacobson radical J is self annihilating. It is now easy to check that the 
class of all dualisable commutative rings with identity is closed under taking 
subalgebras and finite products. It is also possible, though not quite so easy, 
to prove that every homomorphic image of a dualisable commutative ring with 
identity is dualisable. 

Quackenbush and Szabo [59,60] have studied dualisability within the variety 
of groups. A finite group is dualisable if all of its Sylow subgroups are cyclic. 
A finite group is non-dualisable if it has a non-abelian Sylow subgroup. These 
two results do not provide us with any examples of non-dualisable products of 
dualisable groups, or of dualisable groups with non-dualisable homomorphic 
images. 

Within any congruence-distributive variety, a finite algebra is dualisable 
if and only if it has a near-unanimity term [29, 22]. However, within most 
naturally occurring congruence-distributive varieties, either all algebras have 
a near-unanimity term (for example, lattice-based varieties), or no non-trivial 
algebra has a near-unanimity term (for example, implication algebras [49]). 
There may be congruence-distributive varieties in which dualisability is not 
always preserved by taking products. In this chapter, we choose to focus our 
efforts instead on unary algebras and p-semilattices. 

A p-semilattice is a bounded meet semilattice P = (P; A, *, 0,1) with a 
unary operation * such that 

a* = max{ b e P \ aAb = 0}, 

for every a E P. The class of p-semilattices forms a variety: a finite equa-
tional basis was found by Balbes and Horn [2]. A p-semilattice is said to 
be boolean if it satisfies the equation x** ^ x. We will prove that a finite 
p-semilattice is dualisable if and only if it is boolean. So the class of dual-
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isable p-semilattices is closed under taking subalgebras, homomorphic images 
and finite products. The class of non-dualisable p-semilattices is closed under 
taking finite products. But, as the following example shows, it is not closed 
under taking non-trivial subalgebras or non-trivial homomorphic images. The 
two-element p-semilattice P2 == ({0,1}; A,*,0,1) is duahsable, and the three-
element p-semilattice P3 — ({0, \, 1}; A, *, 0,1) is not dualisable. However, 
there is a retraction 7 : P3 —> P2, given by 7(a) := a**. 

In general, the dualisability of an algebra depends on the structure of the 
quasi-variety it generates. If M and N are arbitrary algebras of the same type, 
then the quasi-variety ISP(M x N) may be quite different from ISP(M) and 
ISP(N). So the algebra M x N might be non-dualisable, even if both M and 
N are dualisable. In this chapter, we find two dualisable unary algebras whose 
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product is not dualisable. We also determine whether or not dualisability is 
preserved by various other algebraic constructions. The results are summarised 
in Tables 5.1 and 5.2, which also list some relevant results from other chapters. 
During our investigations, we demonstrate that algebras which generate the 
same variety do not have to share dualisability or non-dualisability. 

Section 5.2 is based on a paper by both authors [26]. Section 5.3 is based 
on part of a paper by the first author [51], and Section 5.1 is an extension of 
another part of this paper. 

5.1 Coproducts of unary algebras 

In this chapter, we will show that the coproduct of two dualisable algebras can 
be non-dualisable. Before doing this, we need to clarify what we mean by 
the coproduct of two algebras of the same type. Let A and B be algebras of 
type F, There are three natural classes of algebras within which we can look 
for a coproduct of A and B: 

• the class of all algebras of type F\ 

• the variety generated by A and B; 

• the quasi-variety generated by A and B. 

We shall show how to construct coproducts of unary algebras within varieties. 

The following two general lemmas are part of the folklore of algebra. 

5.1.1 Lemma Let Abe a quasi-variety of algebras, and let A be any algebra 
of the same type. There is a largest homomorphic image of A in A, 

5.1.2 Lemma Let G be a class of algebras of the same type, let Abe a quasi-
variety contained in G and let A^B e A. Assume that C is the coproduct of 
A and B in G. Then the coproduct of A and B in A exists and it is the largest 
homomorphic image of C that belongs to A. 

In fact, the previous lemma is a special case of a very general result from 
category theory: left adjoints preserve colimits [46]. 

Now assume that A and B are unary algebras of type F, The disjoint union 
A U B is obtained by putting A and B next to each other: 

A U B : - ( (A X {0}) U ( 5 X {1}); F 
where 

A U B 

U ((a ,0)) :=(«A(a) ,0) and ^^^^((6,1)) := («B(6), 1), 

for sdlue F,ae A and b e B. 
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Next, let A' ^ A and B ' ^ B, and let a : A' -^ D and /? : B ' -» D be 
surjective homomorphisms. The amalgamated union A 1)^(3 B is obtained by 
pasting A and B together on D: 

A U a ^ B : - ( A U B ) / ^ a ^ , 

where 9^(3 is the congruence on A U B whose non-trivial blocks are precisely 
those of the form 

{a-\d)x{Q})u{l3-\d)x{l}), 

for some d E D. 
The algebra built most freely from A and B is the disjoint union A U B. 

Clearly, A U B is the coproduct of A and B in the class of all algebras of 
type F. Now let V be any variety containing A and B. We have to be a little 
more careful when constructing the coproduct of A and B in V. The disjoint 
union A U B will not belong to V if there is a constant equation r{x) ^ r{y) 
in the theory of V, for some unary term r of type F, We shall see that the 
coproduct of A and B in V is generally an amalgamated union of A and B. 

The variety V is determined by the one-variable equations a{x) ^ r{x) and 
the constant equations r{x) ^ T{y) in its theory. So the equational theory of V 
is the same as the equational theory of the free algebra Fv(2). Define Fv(0) to 
be the set of all k G Fy{2) such that k is the value of a constant term function 
of Fv(2). Then Fv(0) is a subuniverse of Fv(2). If Fv(0) is non-empty, then 
the algebra Fv(0) is an initial object in the category V: for all C G V, there is 
a unique homomorphism IQ : Fv(0) —> C. 

5.1.3 Lemma Let V be a variety of unary algebras and let A, B G V. 

(i) Assume that F^p(fS) is empty. Then the disjoint union A U B /̂  the co-
product of A and B in V. 

(ii) Assume that Fv(0) is non-empty. Define the congruence 9 on the algebra 
Fv(0) by 9 : - ker(^A) V ker(zB). Let a : ^A(Fv(0)) ^ Fv(O)/0 and 
P : ^B(Fv(0)) -^ Fv(O)/0 be the natural homomorphisms. Then the 
amalgamated union A Uaf3 B is the coproduct of A and B in V. 

Proof Define Th(V) to be the equational theory of V. We will be using two 
easy facts. One, the variety V is determined by the one-variable equations 
and the constant equations in Th(V). Two, an algebra satisfies the one-variable 
equations in Th(V) if and only if each of its one-generated subalgebras belongs 
toV. 

First assume that Fy{0) is empty. Since A, B G V, every one-generated 
subalgebra of A U B belongs to V. So A U B satisfies all the one-variable 
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equations in Th(V). As there are no constant equations in Th(V), it follows 
that A U B is a member of V. So A U B is the coproduct of A and B in V. 

Now assume that Fv(0) is non-empty. First we want to check that the amal­
gamated union C :== A U /̂? B belongs to V. Every one-generated subalgebra 
of C is a subalgebra of a homomorphic image of A or B. So C satisfies all the 
one-variable equations in Th(V). 

Now choose a unary term r such that r(x) ?̂  r(y) belongs to Th(V). We 
want to show that r ^ is a constant term function of C. There is some A; G Fv(0) 
such that k is the value of the constant term function r^^^^^ of Fv(2). Since 
A, B G V, we know that r ^ and r ^ are constant, with values ipj^k) and i^{k), 
respectively. To see that r ^ is constant, it is enough to show that ipj^k) and 
i^{k) are identified in C = A U /̂? B. More precisely, we want to show that 
(^A(^) ' 0) ^a/3 (^B(^) ' !)• But this holds, since Fv(0)/6> G V, and therefore 

So r ^ is a constant term function of C, whence C satisfies all the constant 
equations in Th(V). We have shown that C belongs to V. 

We shall now show that C is the largest homomorphic image of A U B that 
belongs to V. By Lemma 5.1.2, it will then follow that C is the coproduct of 
A and B in V. Let ( / p : A U B - ^ D b e a surjective homomorphism such that 
D G V. We just need to check that 6ap ^ ker((/9) in the congruence lattice 
C o n ( A u B ) . 

Let 77̂  : A -̂̂  A U B and ry^ : B -̂> A U B be the natural embeddings. 
Since V̂  o '^A ^ Â • Fv(0) -^ D is a homomorphism and D G V, we have 
Zj3 =: (ŷ  o 77̂  o ij^. This impUes that ker(zA) ^ ker(2i3) and, using a similar 
argument, ker{i^) ^ ker(zj3). So we have 

9 = ker(z^) V ker(23) ^ kev{t-^). 

To prove that 9ap ^ ker((/p), we will show that every non-trivial block of 
6ap is contained in a block of ker((/9). Let S be a non-trivial block of i9ĉ .̂ Then 

S = {a-\k/e) X {0}) U {p-\k/e) X {1}), 

for some/c G Fv{0), Now let a G a~^{k/0). There exists^ G Fv(0) such that 
a = ^A(^)- Since a : ZA(FV(0)) -» Fv(0)/^ is the natural homomorphism, 
we have 

= a{ijs^{i)) = a{a) - k/O, 
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We have already shown that 9 ^ ker(zj3). So this implies that i^i^tj — 2D(/C). 

Since '^ ^VA^^A~ '^D' î  follows that 

if {{a, 0)) - (/9 o 77A o ^A(^) = ^D(^) ^ ^D(^)-

So we obtain 

^{a-\k/e)x{Q]) = {i^{k)] and ^{r\k/9) x [l]) = {i^{k)], 

using symmetry. Thus [(/̂ (S*)! — 1, and therefore 9^^ ^ ker((/p). Hence the 
algebra C == A Ua/? B is the coproduct of A and B in V. I 

In Section 5.3, we shall find a pair of duahsable unary algebras K and L, 
with L G IH[SP(K), such that the disjoint union K U L is non-dualisable. To 
finish this section, we give an example of a similar coproduct construction on 
unary algebras that does preserve dualisability. 

Consider a finite unary algebra M, and let N be a finite algebra in ISPfM). 
The quasi-varieties ISP(M) and ISP(M U N) are not necessarily the same. 
Indeed, they must be different if M has a constant term function. Nevertheless, 
we shall prove that, if M is dualisable, then the disjoint union M U N is also 
dualisable. This is true even if N is non-duahsable. 

One important special case of this result is when \N\ — 1. Let 1 be a one-
element algebra of the same type as M. Then the one-point extension of M 
is the disjoint union M U1 . So it will follow that the one-point extension of a 
dualisable unary algebra is also dualisable. A similar result, that the one-point 
extension of a finitely duahsable unary algebra is also finitely dualisable, was 
proved directly by Clark, Davey and Pitkethly [13]. 

We begin by investigating the precise difference between the quasi-varieties 
ISP(M)andI§P(MuN) . 

5.1*4 Lemma Let M and N be finite unary algebras, with N G ISP(M). 
Then every connected algebra in ISP(M U N) belongs to ISP(M). 

Proof Assume that M DN = 0, Then we can work with the union M U N, 
rather than the disjoint union. Let C G ESP(M U N), with C connected. We 
want to show that C is separated by homomorphisms into M. So assume that 
a^b e C with a 7̂  6. Since C is separated by homomorphisms into M U N, 
there is a homomorphism x : C —> M U N such that x{a) ^ x{h). As C 
is connected, we must have x{C) C M or x{C) C Â . We can assume that 
x{C) C N, Since N G I§P(M), there exists a homomorphism ^ : N -^ M 
with y{x{a)) ^ y{x{b)). Thus y o x : C —> M separates a and b. Using the 
ISP Theorem, 1.1.1, it now follows that C G ISP(M) • • 
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5.1.5 Corollary Let M be a finite unary algebra and let Ibe a one-element 
algebra of the same type as M. 

(i) An algebra A of the same type as M belongs to E§P( (M U1) U1) if and 
only if every connected component of A belongs to ISP(M). 

(ii) The class ISP((M U1) U1) is the largest quasi-variety that is generated 
by a disjoint union of algebras from ISP(M). 

Proof Let A be of the same type as M- Assume that A G ISP( (M U 1) U 1). 
Using the previous lemma twice, every connected component of A belongs to 
ISP(M). Conversely, if every connected component of A belongs to ISP(M), 
then A is separated by homomorphisms into (M U1) U1 . So (i) holds. 

For (ii), let B be a disjoint union of algebras from ISP(M). Then B belongs 
to ISP((M U1) U1), by (i). So the quasi-variety generated by B is contained 
in the quasi-variety ISP( (M U 1) U 1). I 

The following lemma compares quasi-varieties that are generated by disjoint 
unions of M's and I 's . 

5.1.6 Lemma Let M be a finite unary algebra and let Ibe a one-element 
algebra of the same type as M. Then 

ISP(M) Q ISP(M U M) e ISP(M U 1) C ISP((M U l ) U l) , where 

(i) the first inclusion is an equality if and only if there is no element of M 
that is fixed by every endomorphism of M, 

(ii) each of the second and third inclusions is an equality if and only if M 
has a one-element subalgebra, 

(iii) all four quasi-varieties are equal if and only if M has at least two one-
element subalgebras. 

Proof This lemma is easy to prove using the following consequence of the ISP 
Theorem, 1.1.1: for all finite algebras A and B, we have ISP(A) C E§P(B) if 
and only if A is separated by homomorphisms into B. I 

The next easy lemma slots ISPfM U N) into the chain of quasi-varieties 
given in the preceding lemma, in the case that |A |̂ > 1. 

5.1.7 Lemma Let M be a finite unary algebra and let N be a finite non-trivial 
algebra in IISP(M). Then ISP(M) Q ISP(M U N) C 1I§P(M U M). 

To illustrate the previous collection of results, we consider a particular three-
element unary algebra. 
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5.1.8 Example Define the unary algebra 

M : = ({0,1,2};001,111), 

and let N be the subalgebra of M on the set TV := {0,1}. Then there is no 
homomorphism from M into N; indeed, the only endomorphism of M is the 
identity. With the help of the previous two lemmas, it is now easy to check that 

ISP(M) c I§P(M u N) c ISP(M u M) 
c ISP(M u 1) c I[SP((M u 1) u 1), 

where every inclusion is proper. To see the differences between these quasi-
varieties, consider an algebra A of the same type as M. By Corollary 5.1.5, we 
know that A G ISP((M U 1) U 1) if and only if every connected component 
of A belongs to I§P(M). Now assume that A G I§P((M U 1) U 1). Then, as 
explained below, we have: 

(i) A G ISP(M U1) if and only if at most one connected component of A 
has only one element; 

(ii) A G ISP(M U M) if and only if A is trivial or A has no one-element 
connected components; 

(iii) A G ISP(M U N) if and only if A G ISP(M U M) and at most one 
connected component of A has a subalgebra isomorphic to M; 

(iv) A G ESP(M) if and only if A is connected. 

Claims (i) and (ii) follow since M has no one-element subalgebras. Claim (iv) 
follows since M has a constant term function. Claim (iii) requires some knowl­
edge of the structure of the algebras in ISP(M)- In particular, claim (iii) uses 
the fact: for every non-trivial algebra C G ISP(M), if C does not have a sub­
algebra isomorphic to M, then there exists a homomorphism from C into N. 

We now turn to proving that the finite unary algebra M U N is dualisable, 
whenever M is dualisable and N G ISP(M). The following preliminary 
lemma is similar to Lemma 3.1.5, which was used to obtain the Petal Duality 
Lemma, 3.1.6. 

5.1.9 Lemma Let M be a finite unary algebra and let A belong to the quasi-
variety A :— ISP(M). Assume that a : yi(A, M) —^ M has a finite support 
and that a agrees with an evaluation on each subset of A{A, M) with at most 
four elements. Then there is a connected component C of A such that C is a 
support for a. 
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Proof There is a finite non-empty support S for a. Let C i , . . . , C^ be the 
connected components of A that contain a member of S, where n e ^ \{0} , 
and define the subuniverse S of A by 5 := Ci U • • • U C^. 

We can assume that the map a is not constant. So there are y^z e A{A, M) 
such that a{y) ^ a{z). Define the sequence yo,... ,yn of homomorphisms in 
y i (A,M)by 

yo := y and y^+i ~ yi\A\Ci+i ^ ^b .+i ' 

for alH G {0, . . . ,n - 1}. Then y^ — y\A\B ^ ^\B- As 5 C 5 and 5 is a 
support for a, we have 

a{yo) =- a{y) ^ a{z) = a{yn). 

This implies that a{yj) ^ a{yj^i), for some j G {0 , . . . , n — 1}. 
To prove that Cj^i is a support for a, let i(;,x G yi(A,M) such that 

K;f(7.̂ ^ = X\Q . There is some a G .A such that a is given by evaluation at 
a on {w,x,yj,yj+i}. So 

yj{a) - a(%-) 7̂  a(y^-+i) - yj+i(a), 

and therefore a G Cj+i. Thus 

a(t6') — w{a) = x{a) — a{x), 

whence Cj+i is a support for a. I 

5.1.10 Theorem Let M ^̂ <̂  N be finite unary algebras, with N G I§P(M). 
//" M Ẑ" dualisable, then M U N Ẑ* dualisable. 

Proof Assume that MnN = 0 and that M is dualisable. We shall show that 
the union M U N is dualisable. Define the two quasi-varieties 

A := ISP(M) and S := ESP(M U N). 

Then A is contained in S . 
Let ^ ( N , M) = {e i , . . . , e/e}, where fc G CJ. For every i G { 1 , . . . , A:}, 

define the endomorphism 

e ^ i M U N - ^ M u N by Ci := idM ^ ei. 

Then ei(M U Â ) C M, for each i G { 1 , . . . , fc}. Since N G I§P(M), the 
endomorphisms e i , . . . , e/e of M U N separate the elements of N. So, in the 
case that I A'l > 1, we have fc > 0. 
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Now let B E S and let (5 : S ( B , M U N) -> M U Â" be a brute-force 
morphism. Then (3 preserves every endomorphism of M U N, since the graph 
of an endomorphism is an algebraic relation on M U N. Using the Brute Force 
Lemma, 1.4.5, we know that /? has a finite support and is locally an evaluation. 

We will know that M U N is dualisable once we have proved that /? is an 
evaluation. The proof splits up into three cases. 

Case 1: ^ is constant and lÂ "! = 1. Let 0 denote the unique element of N, and 
let 2: : B —> M U N denote the constant homomorphism with value 0. The 
brute-force morphism /? must preserve the unary algebraic relation N — {0} 
on M U N. So I3{z) — 0, and therefore 0 is the value of the constant map /?. 

The map (3 preserves the unary algebraic relation M on M U N. Since the 
value of /3 is 0 ^ M, this implies that x[B) ^ M, for all x G S ( B , M U N). 
So there are no homomorphisms from B into M. But we know that every 
connected component of B belongs to ISPfM), by Lemma 5.L4. It follows 
that there is some h £ B that determines a one-element connected component 
of B, and that M has no one-element subalgebras. For all x G 3 ( B , M U N), 
we have /3(x) = 0 == x{h). Thus (3 is an evaluation. 

Case 2: j3 is constant and |A |̂ > L We must have /c > 0. Let m denote the 
value of/? in M U A/". For any x G S ( B , M U N), we have 

m = (3{ei ox)^ ei{(3{x)) G M, 

since /3 preserves the endomorphism ei of M U N. Thus the value m of 13 
belongs to M. 

Define the set Bjsi to be the union of all the connected components of B that 
have at least one homomorphism into N. If Bjsi is non-empty, then it forms a 
subalgebra Byv of B. In this case, there is a homomorphism z^^ : BAA -^ N. 
If Bjsi is empty, we will just define z^ : Bjsi —> Â  to be the empty map. As 
(3 preserves the unary relation Â  and has constant value m E M, there is no 
homomorphism from B into N. So Bjsf 7̂  B. 

Now define BM '-= B\BN' Then BM is the union of all the connected com­
ponents of B that do not have any homomorphisms into N. Since Bj\i ^ B, the 
set BM is the universe of a subalgebra B M of B. As B is separated by homo­
morphisms into M U N, it follows that B M is separated by homomorphisms 
into M. So B M e ISP(M) = A, by the ISP Theorem, LLL 

Now define the constant map a : ^ ( B M , M) —^ M with value m. We shall 
prove that a is a brute-force morphism. Since M is dualisable, it will then 
follow that a is given by evaluation at some element of BM ^ B. We shall 
then show that /? is given by evaluation at the same element. 
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Clearly, the constant map a has a finite support. To prove that a is locally 
an evaluation, let Y" be a finite non-empty subset of */1(BM, M)- Define 

Y-^ '^{y\Jzj^\yeY} C S ( B , M u N ) . 

Since /? is locally an evaluation, there is some b e B such that /3 is given by 
evaluation at b on Y^. For all y G F , we have 

{y U ^;v)(^) = P{y Uz^)=meM. 

Since Zj^{B]\i) C N, this tells us that b G BM- NOW, to see that a is given by 
evaluation at b on Y, let y EY. Then 

a{y) - m - ^(y U ẑ v) ^{v^ ^yv)(^) == 2/(&). 

So a is locally an evaluation. Thus a is a brute-force morphism, by the Brute 
Force Lemma. 

As M is duaUsable, it now follows that a : ^ ( B M , M ) —> M is given by 
evaluation at some a G BM ^ B. There are no homomorphisms from any of 
the connected components of B M into N. So, for all x G !B(B, M U N), we 
have X\Q^ G » / 1 ( B M , M ) and therefore 

P{x) ^m = a{x\Bj - x\B^{a) = x{a). 

So P is an evaluation. 

Case 3: /? is not constant. There are i;,!^ G S ( B , M U N ) with/?(?;) y^ P{w). 
By Lemma 5.1.9, there is a connected component C of B such that (7 is a 
support for /?. Define the map 

7 : S ( C , M U N ) - . M U 7 V by j{y) := p{y UW\B\C)' 

Then 7 has a finite support, since /? does. 
To check that 7 is locally an evaluation, let y be a finite subset of the hom-set 

!B(C, M U N). As /3 is locally an evaluation, there is some b e B such that /3 
is given by evaluation at 6 on the finite set 

{yUw\B\c \yeY}u {V\CUW\B\C.w}c^{B,MuN). 

Since C is a support for /3, we have 

{v\c^w\B\C){b) = P{v\c^^\B\C) = Piv) ^ PH =^ib)^ 

and therefore b e C. For all ^ G y , we now have 

7(y) = p{y UW\B\C) = {y ^^\B\c)ib) - y{b)-
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So 7 is given by evaluation at h on Y, We have shown that the map 7 has a 
finite support and is locally an evaluation. 

The connected algebra C belongs to yi = ISP(M), by Lemma 5.1.4. For 
all z e A{C,M), we have z G ®(C, M U N) and j{z) G M, since 7 agrees 
with an evaluation on the set {2:}. We can now define 

7 ' : y l ( C , M ) - M by y :=7U(C,M)-

The map 7' has a finite support and is locally an evaluation. Therefore 7̂  is 
a brute-force morphism, by the Brute Force Lemma, As M is dualisable, the 
map y is given by evaluation at some c E C C B. 

We shall complete the proof that M U N is dualisable by showing that /? 
is also given by evaluation at c. To this end, choose any x G S ( B , M U N). 
Since the algebra C is connected, we have either x{C) C M or x{C) C N, 

Case 3.1: x{C) C M. We must have 

P{x) = P{x\c UW\B\C) = l{x\c) = l\x\c) = x{c), 

as C is a support for /?. So P is given by evaluation at c. 

Case 3.2: x{C) C Â . First we will check that /3(x) G N. Since P is locally 
an evaluation, the map P is given by evaluation at some a e B on the finite set 
{x, W,V\QUW\B\C}- We know that a e C, because 

{v\c Uw\B\c){a) - P{v\c UW\B\C) = P{V) 7̂  PH - w{a). 

Therefore P{x) = x{a) G N, as we are assuming that x{C) C Â . 
We now have P{x) G A" and x{c) G A". So, if |A |̂ ^ 1, then P{x) =- x{c), 

We can now further assume that | A"! > 1, giving k > 0. Let i G { 1 , . . . , A:}. 
The homomorphism Ci o x e S ( B , M U N) satisfies ê  o x{C) C M. Thus 
P{ei o x) —'CiO x{c), since Case 3.1 applies to ê  o x. This gives us 

ei{p{x)) == P{ei ox) = eiO x{c) = ei(x(c)), 

as P preserves the endomorphism ê  of M U N. Since /3(x), x(c) G A' and 
e i , . . . , e/j; separate the elements of Â , it follows that P{x) — x{c). Thus P is 
given by evaluation at c. I 

5.1.11 Corollary Let M be a finite unary algebra. If M is dualisable, then 
the one-point extension of M is also dualisable. 

The following result gives us a partial converse for the previous theorem. 
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5.1.12 Theorem Let M and N be finite unary algebras, with N G ISP(M). 
^ M U N is finitely dualisable, then M is finitely dualisable. 

Proof Assume that M fl A/" = 0 and that M U N is finitely dualisable. We 
want to show that M is finitely dualisable. Define 

A := ISF(M) and 3 : - ISP(M U N). 

As in the proof of the previous theorem, there is a collection of endomorphisms 
e i , . , . , e/e of M U N, for some /c G cj, such that e i , . . . , e/̂  each map into M 
and together separate the elements of Â . 

Since M U N is finitely duahsable, there exists some n G cc;\{0} such that 
i?^(M U N), the set of all n-ary algebraic relations on M U N, yields a duality 
on each algebra in S . Define m := max(n, nk). We shall show that Rm.(M.) 
yields a duality on each finite connected algebra in A, Each petal of A is 
connected. So it will then follow, by the Petal Duality Lemma, 3.1.6, that M 
is finitely duahsable. 

Let C be a finite connected algebra in A, and let a : / l ( C , M ) —> M 
preserve i?m(M). We wish to prove that a is an evaluation. Since */l C S , we 
know that C G ®. We want to define ^ : S ( C , M U N) -^ M U Â  by 

t3{x) 

a{x) ifx{C) CM, 

x{c) if x{C) C N, where c is any element of C such that 

a is given by evaluation at c on {ei o x , . . . , e/̂  o x}, 

for all X G S ( C , M U N). In the following two claims, we establish that (3 is 
a well-defined map that preserves i?n(M U N). 

Claim 1 The map /? is well defined. 

For each x G S ( C , M U N), we have x{C) C M or x{C) C A/", as C is 
connected. Now let x G S ( C , M U N) with x{C) C Â . Since a preserves 
i?^(M), the Preservation Lemma, 1.4.4, tells us that the map a agrees with an 
evaluation on every subset of yi(C, M) with at most m elements. Therefore a 
agrees with an evaluation on {ei o x , . . . , e/̂  o x} C ^ ( C , M), as A: ^ m. 

To see that /? is well defined, let c^d e C such that a is given by evaluation 
at both c and d on {ei o x , . . . , e/̂  o x}. Then, for alH G { 1 , . . . , fc}, we have 

ei{x{c)) = eiO x{c) — a(e^ o x) — ê  o x{d) = ei{x{d)). 

Since x{c),x{d) G x{C) C N and e i , . . . ,6/̂  separate Â , this implies that 
x{c) — x{d). Thus P is well defined. 
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Claim 2 The map /3 preserves i?n(M U N). 

We will use the Preservation Lemma. Let X be a subset of !B(C, M U N) with 
at most n elements. Define the subset X' of yi(C, M) by 

X ^ = { X G X I x{C) C M } 

U { e i o x I z E {l , . . . , /c} andx G X with x(C) C A^}. 

The size of X' is at most max(n, nk) — m. Since a preserves Rm(NL)^ we 
know that a is given by evaluation at some a e C on X\ We shall show that 
P is given by evaluation at a on X. 

Let X e X. lfx{C) C M, then x e X' and so P{x) =^ a{x) = x{a). So 
we can assume that x{C) C N. For each z G { 1 , . . . , A:}, we have CiO x e X' 
and therefore a{ei o x) = Ci o x{a). Thus a is given by evaluation at a on 
{ei o X, . . . , e/c o a:}. This implies that P{x) =^ x{a), by the definition of /?. 
Thus P is given by evaluation at a on X. 

We have proved that p : ̂ {C.MUN) ^ M U N preserves i?n(M U N). 
As i?n(M U N) yields a duality on S , there exists b e C such that P is given 
by evaluation at b. For every y G yi(C, M), we have z/ G !B(C, M U N) with 
y(C) C M, and therefore 

Hence a is also given by evaluation at 6, whence i?m(M) yields a duality on 
every finite connected algebra in A. I 

The corollary below was proved directly by Clark, Davey and Pitkethly [13]. 

5.1.13 Corollary Let M be a finite unary algebra. If the one-point extension 
of M is finitely dualisable, then M is also finitely dualisable. 

We do not know at present whether or not there is a non-dualisable unary 
algebra M whose one-point extension M ^ 1 is dualisable (but not finitely 
dualisable). Finding such a pathological unary algebra M would also solve the 
Finite Type Problem. 

5.2 Term retractions and p-semilattices 

In Chapter 2, we used term retractions to help lift some dualities for small 
algebras up to dualities for bigger algebras. In this section, we study the general 
relationship between term retractions and dualisability. We shall prove that a 
term retract of a dualisable algebra must also be dualisable, but that a term 
retract of a non-dualisable algebra is not necessarily non-dualisable. 



150 5 Dualisability and algebraic constructions 

The proof that term retractions preserve dualisability is very easy. 

5.2.1 Theorem A term retract of a dualisable algebra is also dualisable. 

Proof Let N be a dualisable algebra and let 7 : N -^ M be a term retraction. 
We can assume that 7 fixes each element of M, by Lemma 2.3.1. Define the 
two quasi-varieties A :^ ISP(M) and S ~ ISP(N). Then A is contained 
in 3 . Let A e A and let a : A{A, M) -^ M be a brute-force morphism. In 
order to prove that M is dualisable, we must show that a is an evaluation. 

As A G S and 7 : N -^ M is a homomorphism, we can define the map 
/? : S ( A , N ) -^ N by (5{x) := a{-f ox). We want to prove that ^ is a 
brute-force morphism. Since a is a brute-force morphism, the Brute Force 
Lemma, 1.4.5, tells us that a has a finite support and is locally an evaluation. 

Let 5 be a finite support for a. To prove that S is also a support for /3, let 
x,y e B (A,N) such that x\s = y\s- Then (7 ox)\s ^ {^o y)\s, and 
therefore 

P{x) = a{-f ox) = a(7 o y) = p{y), 

So 5 is a finite support for /?. 
To see that /? is locally an evaluation, let X be a finite subset of S (A, N). 

As a is locally an evaluation, the map a is given by evaluation at some a E A 
on the finite subset { 7 o x | x G X } of A{A, M), As A G S -- ]I§P(N), 
there is a term function 7^ : A —> A of A corresponding to the term function 
7 : A/" -> Â  of N. For all x G X, we have 

P{x) — a(7 o x) == (7 o x){a) = x(7^(a)). 

Thus P is given by evaluation at 7^ (a) on X. 
We have shown that /3 has a finite support and is locally an evaluation. So, by 

the Brute Force Lemma, the map/? ; S ( A , N ) —> A'is a brute-force morphism. 
Since N is dualisable, the map /? is given by evaluation at some b e A. For all 
z Gyi(A,M) C S(A,N),wehave 

a{z) — a(7 o z) = P{z) — z{b), 

as 7 fixes M. Hence a is an evaluation. I 

The remainder of this section is devoted to finding examples of non-dualisable 
algebras that have dualisable term retracts. Our examples come from the variety 
of p-semilattices, which was defined in the introduction to this chapter. We will 
need only a few basic p-semilattice facts, all of which follow relatively easily 
from the definition. A thorough introduction to p-semilattices can be found in 
O. Frink's foundational paper [32]. 
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Recall that a p-semilattice is boolean if it satisfies the equation x** ^ x, 
As the name suggests, every boolean p-semilattice is term equivalent to a 
Boolean algebra [32]. Every finite Boolean algebra is strongly dualisable, by 
the NU Strong Duality Theorem [6, 8]. Thus every finite boolean p-semilattice 
is strongly dualisable. 

We shall finish the characterisation of dualisability for p-semilattices by 
proving that every finite non-boolean p-semilattice is non-dualisable. Our proof 
of this result illustrates the power and simplicity of the ghost-element method 
for establishing non-dualisability. The basic ghost-element method is described 
in the Ghost Element Theorem, 1.4.6. This method is adapted straight from 
the definition of the dualisability of an algebra, and is often easy to apply. In 
addition, some ghost-element proofs can be extended directly to a proof of a 
much stronger condition than non-dualisability. 

Recall that a finite algebra M is inherently non-dualisable if each finite 
algebra that has M as a subalgebra is non-dualisable. Inherent non-dualisability 
was introduced by Davey, Idziak, Lampe and McNulty [23]. They used the 
following theorem to find inherently non-dualisable graph algebras. (Later we 
will prove a stronger result, Lemma 7.1.3.) 

5.2.2 Inherent Non-duahsability Theorem [23, 8] Let M be a finite algebra 
and let f : LJ —^ CO, Assume that there is a subalgebra A of M , for some 
set 5, and an infinite subset AQ of A such that 

(i) for every n e to and every congruence 9 on A of index at most n, the 
equivalence relation 0\j^^ has a unique block of size greater than f{n), 

(ii) the algebra A does not contain the element g of M^ that is defined by 
g{s) :— ps{as), where as is any element of the unique block of keT{ps)\ y[Q 
of size greater than / ( |M|) . 

Then M is inherently non-dualisable. 

We shall apply this theorem in its simplest form, taking the bounding function 
/ to be constant with value 1. The theorem has been used in the literature with 
a non-constant bounding function [43]. 

The Inherent Non-dualisability Theorem enables us to complete the charac­
terisation of dualisability for p-semilattices. An alternative method was used in 
the text by Clark and Davey [8] to prove that every finite subdirectly irreducible 
p-semilattice is non-dualisable, except for the two-element one. 

5.2.3 Theorem If a finite p-semilattice is non-boolean, then it is inherently 
non-dualisable. 
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Proof Let M — (M; A, *, 0,1) be a finite p-semilattice. Then M satisfies the 
equations 

x * A x ^ O , x * * A x ^ x , x***^2;*, 0 * ^ 1 and 1*^0. 

Now assume that M is non-boolean. There is some a e M such that a ^ a*^. 
We will represent sequences in M'^ using the notation introduced on page 81. 

Define A to be the subalgebra of M^ generated by the set ^o. where 

Ao:={a^n\neuj\{0}}. 

We will show that, if 0 is a congruence on A of finite index, then 9 f̂^ has a 
unique non-trivial block. 

Let 0 be a congruence on A of finite index. Assume that fc, i.m^n e (^\{0}, 
with k y^ £ and m ^ n, such that a^ ^Q â  and a^ =Q a% Then 

{alr^{aly^{alY^e{alr^{a'^,Y = a\ 

By symmetry, we also have (a^)* =Q a*. So (a^)* =^ (a^)*, which gives us 

<̂/c - \^k) ^ ^k =e [Cim) A a/, - a^j^. 

By symmetry once again, we have a^ =o a^^. Thus a^ =$ ct^^ whence f̂̂ ^ 
has at most one non-trivial block. The equivalence relation 9 \j^^ has at least 
one non-trivial block, since AQ is infinite and 9 is of finite index. 

Now define g G M^ by g{n) := Pn{cn)^ where c^ is any element of the 
non-trivial block of kev^pn) \AO' Then g is the constant sequence a. It remains 
to prove that g ^ A. Using the equations given at the beginning of this proof, 
it is easy to see that the set {0,1, a, a'^.a'"'^} forms a subalgebra of M. Since 
a y^ a**, it also follows that a ^ {0,1, a^a^""}. Define the subset C of M^ by 

C := {ce {0,l,a,a*,a**}^ | c(0) 7̂  a or 0 E C(CJ)}. 

As 0 is the least element of M and a is meet-irreducible in {0,1, a, a*, a**}, 
the set C is closed under A. Since 6* 7̂  a, for all 6 G {0,1, a, a*, a**}, the set 
C is closed under *. So C is a subuniverse of M^. Thus g ^ A, ^s AQ C. C 
and g = a ^ C. Hence M is inherently non-dualisable, by the Inherent Non-
duahsabiUty Theorem, 5.2.2. I 

Since every finite boolean p-semilattice is strongly dualisable, we now have 
a characterisation of dualisabihty for p-semilattices. 

5.2.4 Theorem A finite p-semilattice is dualisable if and only if it is boolean. 
Moreover, every dualisable p-semilattice is strongly dualisable, and every non-
dualisable p-semilattice is inherently non-dualisable. 
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We can use the previous theorem to find a plethora of non-dualisable algebras 
that have dualisable term retracts. 

5.2.5 Example Every finite non-boolean p-semilattice is non-dualisable yet 

has a non-trivial dualisable p-semilattice as a term retract. 

Proof Let P be a finite p-semilattice. Then P satisfies the equations 

0**^0, 1**^1, x**A7/**^ (xAy)** and x***^x*. 

So we can define the homomorphism 7 : P —> P by 7(a) = a**. Let Q be the 
image of 7. For all a G P, we have 

7(a)**-a****-a** = 7(a). 

This implies that Q is boolean, and therefore dualisable. Moreover, every 
element of Q is fixed by 7. Thus 7 : P -^ Q is a term retraction. If we 
assume that P is non-boolean, then P must be non-trivial and therefore Q is 
also non-trivial. I 

We have seen that the ghost-element method can be very easy to use. We 
can now illustrate another advantage of this method: ghost-element proofs can 
often be extended to encompass more examples. Using the following lemma, 
we will be able to explain one way in which this can happen. 

5.2.6 Lemma Let 'M be a term reduct of a finite algebra 'Wr. Define the 
quasi-varieties A ~ ISP(M) cmd A^ :== ISP(M^). Let A be a subalgebra 
of M* ,̂ for some set S, and assume that a : yi(A, M) -^ M is a brute-
force morphism. Define the algebra B := sg/p^tiNs(^), and define the map 
(3 : yi^(B, M ' ) -^ M by p{x) := a{x\j^). Then (3 is a brute-force morphism, 
and gp = Pa-

Proof This result is a simple corollary of the Brute Force Lemma, 1.4.5. The 
brute-force morphism a has a finite support and is locally an evaluation. It 
follows easily that /? has a finite support and is locally an evaluation. So /3 is a 
brute-force morphism. For all 5 E 5, we have 

Thus gf3=^ga. • 

Say we have a ghost-element proof that the algebra M is non-dualisable. 
Then there is a brute-force morphism a : A{A, M) -^ M, for some set S and 
A ^ M* ,̂ such that ga ^ A. Now let M^ be a finite algebra that has M as a 
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term reduct. To show that M^ is non-dualisable, it is enough to check that the 
ghost element is not generated, that is, that ga ^ sg/jy[tjN5(A). This feature of 
the ghost-element method was used in the development of some of the results 
from Chapter 3. For example, the proof of Theorem 3.4.4 was adapted from a 
proof that the single algebra ({0,1,2}; 010,001,002,110) is non-duahsable. 

Ghost-element proofs can be extended not only by adding extra operations, 
but also by giving weaker conditions on the behaviour of the existing operations. 
In Chapter 3, the proof of Theorem 3.4.2 was adapted from a proof that the 
algebra ({0,1,2}; 001,010) is non-duahsable. To finish this section, we give 
an explicit illustration of this method of extending ghost-element proofs. 

The following technical lemma, adapted from Theorem 5.2.3, will be used 
to construct various examples of inherently non-dualisable algebras. 

5.2.7 Lemma Let M — (M; F U {A}) be a finite algebra such that A is a 
meet-semilattice operation on M and F is a set of unary operations on M, 
Assume that there exists * G F and a pair of distinct elements 0, a G M for 
which 

(i) a ^ a**, a* ^ 0* and 0** A a - 0, 

(ii) 0 is the least element of M, 

(iii) a is meet-irreducible in sg-^{a), 

(iv) a ^ u{b),for all u E F and all b G sg]vi(a). 

Then M is inherently non-dualisable. 

Proof This proof is basically the same as the proof of Theorem 5.2.3. Define 
A to be the subalgebra of M^ generated by AQ := {a^ | nGa ; \{0}} . Using 
(i) and (ii), the third paragraph of the proof of Theorem 5.2.3 shows that, for 
each congruence 0 on A of finite index, the equivalence relation 9 f̂^ has a 
unique non-trivial block. 

To prove that the algebra M is inherently non-dualisable, using the Inherent 
Non-dualisability Theorem, 5.2.2, it remains to check that the element g :=a 
of M^ does not belong to A. Define 

C := {ce M"^ \ c(0) GsgM(a)and (c(0) 7̂  a or 0 G C(CJ))}. 

By (ii), (iii) and (iv), the set C forms a subalgebra of M^. Since AQ C C and 
g ^ C,v/o have g ^ A. I 

Figure 5.1 gives some examples of semilattices with added unary operations 
that satisfy the conditions of the previous lemma and are therefore inherently 
non-dualisable. In contrast, Davey, Jackson and Talukder [24] have proved that 
a finite semilattice with added algebraic operations must be dualisable. So, for 
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Figure 5.1 Some inherently non-dualisable algebras 

example, for each finite p-semilattice (M; A, *, 0,1), the term reduct (M; A, **) 
is dualisable. 

5.3 Building non-dualisable algebras from dualisable ones 

In this section, we find examples to show that non-dualisable algebras can be 
created from dualisable algebras using natural algebraic constructions. 

5.3.1 Definition We shall begin by considering the two unary algebras 

P : - ( { 0 , 1 , 2, 3}; 0011, 0101) and Q := ({0,1, 2}; 001, 010), 

illustrated in Figure 5.2. Both the algebras P and Q are of type {t̂ , v], where 

^ ^ : - 0 0 1 1 , ^;^ —0101, iiS — 001 and ^Q — 010. 

The algebra Q is a subalgebra of P, and so Q G ISP(P). Note that P and 
Q do not generate the same quasi-variety, since Q satisfies the quasi-equation 
u{x) ^ v{x) =^ X ^ u{x) but P does not. 

5.3.2 Example Define the two unary algebras P and Q as in 5.3,1. 

(i) The dualisable algebra P has a non-dualisable subalgebra Q. 

(ii) The dualisable algebra P and the non-dualisable algebra Q generate the 
same variety. 

Proof We have already proved that Q is not dualisable; see Theorem 3.0.1. The 
operations of P are endomorphisms of the lattice PQ illustrated in Figure 5.2. 
So P is dualisable, by the Lattice Endomorphism Theorem, 2.1.2. 
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Q :^ 
/ \ 

0{J 1 

P * v Q 

(2,0) 

(0,0)1) 

(2,1) 

u 
V 

Figure 5.2 

It remains to show that P and Q generate the same variety. We know that Q 
belongs to Var(P). To see that P belongs to Var(Q), let A be the subalgebra 
of Q^ drawn in Figure 5.2. There is a surjective homomorphism x : A ^> P, 
given by x((a, h)) : - a + h, for all (a, h) G A. So Var(P) = Var(Q). I 

In general, it is not possible to determine whether or not a finite unary algebra 
is dualisable simply by studying its abstract monoid of unary term functions. 
The monoid of unary term functions of an algebra is isomorphic to the monoid of 
unary term functions of the one-generated free algebra in the variety it generates. 
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Since Var(P) = Var(Q), in the previous example, the dualisable algebra P and 
the non-duahsable algebra Q have isomorphic monoids of unary term functions. 

For all finite unary algebras A and B of the same type, let A *v B denote 
the coproduct of A and B in the variety Var(A, B), and let A *q B denote the 
coproduct of A and B in the quasi-variety ISP(A, B). These coproducts must 
exist, by Lemmas 5.1.2 and 5.1.3. 

5.3.3 Example Define the two unary algebras P and Q as in 5.3,1. Then the 
non-dualisable algebra Q is a retract of the dualisable algebra P *v Q. 

Proof The only element of P that is the value of a constant term function 
is 0. So we have |Fvar(P)(0)| = 1. Since Var(P) = Var(Q), it follows by 
Lemma 5.1.3 that M := P *v Q is as drawn in Figure 5.2. Let - P : P -̂> M 
and — Q : Q -̂> M be the natural embeddings. We can define a retraction 
x : M -^ Q by 

x{ap) — 0, for all a e P, and x{bQ) — b, for all b e Q. 

Define the homomorphism y : M —> P by 

y{ap) = a, for all a e P, and y{bQ) = 0, for all b e Q. 

Then x and y separate the elements of M, Since Q < P, this tells us that 
M e IISIP(P), using the ESP Theorem, 1.1.1. As P embeds into M, it follows 
that ISP(M) = I[SP(P). We know that P is duahsable. So M = P *v Q is 
dualisable, by Independence Theorem, 1.4.1. I 

The previous example is a special case of the following more general result. 

5.3.4 Example Every finite unary algebra with a one-element subalgebra is 
a retract of a dualisable algebra, 

Proof The proof of this result is almost identical to the proof of the previ­
ous example. Consider a finite unary algebra M, and assume there is some 
m e M that determines a one-element subalgebra of M. We know that M 
is a subalgebra of a dualisable algebra N, by Theorem 2.1.4. Construct the 
new unary algebra M Um N by taking the disjoint union of M and N, and 
identifying (m, 0) in the copy of M with (m, 1) in the copy of N. Then M is 
a retract of M U^ N. It is straightforward to check that M Um N is separated 
by homomorphisms into N. So the algebras M Um N and N generate the 
same quasi-variety. Therefore M Um N is dualisable, by the Independence 
Theorem, 1.4.1. I 
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5.3.5 Definition Now define the unary algebras 

K : = ({0,1, 2,3}; 0010,0001) and L := ({0,1, 2}; 001,001), 

shown in Figure 5.3. We will prove that both K and L are dualisable, but that 
the product K x L, the coproducts K *v L and K *q L, and the disjoint union 
K U L are all non-dualisable. The algebras K and L are of type {u, v], where 

^x^ —0010, i ;^ :=0001, ?i^ : - 0 0 1 and i;^ :-: 001. 

The odd-looking algebra L actually belongs to the variety Var(K): there is a 
subalgebra B of K^, drawn in Figure 5.3, that has L as a homomorphic image. 

The only element of K that is the value of a constant term function is 0. 
This impUes that |i^var(K)(0)l — 1- Using Lemma 5.1.3, it is easy to see that 
the coproduct K *v L is as depicted in Figure 5.3. The elements of K *v L 
are separated by homomorphisms into K and L. So K *v L G ESP(K, L). It 
follows by Lemma 5.1.2 that K *q L =: K *v L-

5.3.6 Lemma Define the two unary algebras K and L as in 5.3.5. Then both 
K and L are dualisable. 

Proof The dualisability of L follows easily from the Lattice Endomorphism 
Theorem, 2.1.2. To prove that K is dualisable, we use Theorem 2.2.9. The 
element 0 E K is the value of a constant term function of K. 

Both the fundamental operations of K are endomorphisms of the meet semi-
lattice Ko = {K; Ao) drawn in Figure 5.3. So Ao : K^ —> K is a binary 
homomorphism of K. We now want to show that g : K'^ -^ K, given by 

g{a,h) = < 

1 if a = 1 and b = 0, 

2 if a = 2 and 6 7̂  2, 

3 if a = 3 and 6 7̂  3, 

0 otlierwise, 

omorphism of K. To do this, let a,b e K. ' 

u{g{a,b)) = l <̂ =̂  g{a,b) = 2 

^^ a = 2 k b^2 

<;=» u{a) = 1 & u{b) = 

^=> g{u{a),u{b)) = 1. 

rhe 

= 0 

Since u{a) G {0,1}, we must have g{u{a),u{h)) e {0,1}. As we also have 
u{g{a^h)) G {0,1}, it now follows that u{g{a^b)) = g{u{a)^u{h)). Thus g 
preserves u and, by symmetry, it also preserves v. Therefore ^ is a binary 
homomorphism of K. 
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ct* ::: 
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T ^ \ T 

^ • 
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Figure 5.3 

Define the set G \— {AQ, ^} of binary homomorphisms of K and the subset 
S :— {1, 2, 3} of K. Every element of 5 is a strong idempotent of AQ. NOW 
let k G i^\{0}. As K satisfies u{v{x)) « v{u{x)), the operations u— = 0010 
and '̂— == 0001 are endomorphisms of K. So 1 G 5 H End(K)(/c). We have 

^( l ,m) - 1 m = 0, 

for all m e K. Thus G and 5 H End(K)(/c) distinguish 0 within K. By 
Theorem 2.2.9, the algebra K is dualisable. • 

The non-dualisability of K x L and K *v L will follow once we have estab­
lished that K U L is non-dualisable. 
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K U L 

2K 3K 

u 
V 

Figure 5.4 A non-dualisable disjoint union of two dualisable algebras 

5.3.7 Lemma Define the two unary algebras K and L as in 5.3.5. Then the 
disjoint union 'KuL is not dualisable. 

Proof Define the algebra M :— K U L. Then there are natural embeddings 
—K ' K ^^ M and —L • L -̂> M; see Figure 5.4. We shall prove that M is 
not dualisable by applying the Non-duahsability Lemma, 3.4.1. 

For each n G cc;\{0}, define an G M^ by 

f U if2 = 0, 

an{i) = I IK ifi^n, 

[ OK otherwise. 

For all m,n e CJ\{0} such that m ^ n, define hmn ̂  M^ by 

hmn{i) = { 

2L ifi = 0, 

2K if i — m, 

?>K ifi = n , 

OK otherwise. 

Now define two subsets of M^ by 

Ai^ := [an\n e oj\{0] } and B :— [ hmn | m, n G ct;\{0} and m 7̂  n }. 

Let A denote the subalgebra of M^ generated by ^0 U B. 
Let a; : A -^ M be a homomorphism. We want to show that ker(x f̂ )̂ has 

a unique non-trivial block. For each n G c<;\{0}, we have 

x{an) = x{u{bnn+l)) = u{x{bnn+l))' 

Therefore x{Ao) C u{M) = {OK, I K , OL, 1L} . Since we want to prove that 
ker(xfy^Q) has a unique non-trivial block, we can assume that X{AQ) ^ {0^}. 
So one of the following three cases must apply. 
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Case 1: IK G X{AO). There is some m G <^\{0} such that x{am) — IK- Let 
n G cj\{0} with m ^ n. Then 

in A. Under the homomorphism x, this gives us 

u IK <— 2/^ —> OK 

in M. So x{an) = OK, and therefore AQ\{am} is the unique non-trivial block 
ofker(xUJ. 

Case 2: OL G X{AQ). There is some m G cj\{0} for which x{am) = OL-

Choose some n G cc;\{0} such that m ^ n. Then 

u ^ V X u 
OL ^— OL,1L - ^ OL. 

This implies that x{an) ~ OL- SO AQ is the only block of ker(xfy^Q). 

Ca^^ J; 1L G X{AQ), There is some m G cc;\{0} such that a:̂ (am) = 1L- Let 
n G cj\{0} with m ^ n. Then 

2L 

and therefore x(an) = 1L- Thus AQ is the only block of ker(2:f^^^). 

Now define g G M^ by g{i) :— pi{ani), where â ^ is any element of the 
unique non-trivial block of ker(p^ f^^). Then 

..X J I L ifi = 0, 
g[i) = < 

I OK otherwise, 

for all i e (jj. To show that M is non-dualisable, it suffices, by the Non-
dualisabiUty Lemma, 3.4.1, to prove that g ^ A. Define c G M^ by 

.^ JOL i f i - 0 , 
\0K otherwise. 

We shall show that C :== {c}U AQU B forms a subalgebra of M" -̂ We have 
u{c) ^ c = v{c) and, for each n G <^\{0}, we have u{an) — c — v{an). 
Lastly, for all m,n G oj\{0} with m ^ n,wc know that u{bmn) = am ^ AQ 
and v{bmn) = ctn ̂  AQ. SO C forms a subalgebra of M^. Since A C C, we 
get g ^ A, Thus M is not dualisable. I 
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construction 

non-trivial subalgebra 
non-trivial homomorphic image 

non-trivial retract 
non-trivial term retract 

finite power 
finite product 
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one-point extension 

preserves 
non-dualisability ? 

X 
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X 
/ 
7 

7 

7 

references 
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5.2.5 
5.2.5 

5.2.5, 2.3.2 
[61,30] 

5.1.13 

Table 5.3 

5.3.8 Example Define the two unary algebras K and L as in 5.3.5. Then 
both K and L are dualisable, but the product K x L, the coproducts K *y L 
and K *q L, and the disjoint union K U L are all non-dualisable. 

Proof We have just proved that K and L are dualisable and that K U L is 
not dualisable. Let 1 be a one-element algebra of the same type as K and L. 
It is straightforward to check that the disjoint union K U L is separated by 
homomorphisms into (K *v L) U 1, and that (K *v L) U 1 is separated by 
homomorphisms into K U L. So 

ESP(K UL) = ISP((K*vL) U 1). 

Using the Independence Theorem, 1.4.1, and Corollary 5.1.11, it follows that 
K *v L = K *q L must be non-duaHsable. 

The algebra K *v L is isomorphic to the subalgebra of K x L with the 
underlying set {K x {0}) U ({0} x L). Therefore K *v L G ISF(K x L). 
As both K and L are isomorphic to a subalgebra of K *v L, we must have 
K X L G I§P(K*vL). Thus the product K x L is not dualisable, by the 
Independence Theorem. I 

It is also reasonable to ask how the property of non-duaUsability interacts with 
natural algebraic constructions. We know that non-dualisability is not always 
preserved by taking non-trivial subalgebras or non-trivial homomorphic images; 
see Example 5.2.5. The current state of our knowledge about non-dualisability 
and algebraic constructions is summarised in Table 5.3. This table reveals 
several open problems: for example, find a pair of non-dualisable algebras 
whose product is dualisable. 
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Dualisability and clones 

We show that, for any natural number n, there is a chain of n unary clones such 
that the corresponding algebras are alternately dualisable and non-dualisable. 
We also solve two other clone-related problems in duality theory. We find an 
example of a non-dualisable algebra that can be obtained by adding a nullary 
operation to a dualisable algebra, and an example of a non-dualisable entropic 
algebra. 

Of course, adding some extra fundamental operations to a finite algebra can 
change its dualisability. We gave a dramatic illustration of this in Chapter 3. 
There we found a chain of six unary clones on a three-element set, where the 
clones in the chain determine alternately dualisable and non-dualisable algebras 
(see Table 3.1). In this chapter, we extend this example by showing that there 
are arbitrarily long alternating chains of unary clones. More precisely, given 
any n e cj, there is a finite set M and a chain FQ C • • • C Fn-i of unary clones 
on M such that, for each i E n, the algebra (M; Fi) is dualisable if and only 
if i is even. There are only finitely many unary clones on any given finite set. 
So, for unary clones, this result is the best possible. 

We will not be tackling the more difficult problem of finding an infinite 
ascending chain of non-unary clones FQ C Fi C F2 C - - - such that the 
corresponding algebras are alternately dualisable and non-dualisable. At the 
moment, the longest known alternating chains of non-unary clones have length 
only two. For example, we can build an alternating chain based on the join 
semilattice S = ({0,1}; V), the impHcation algebra I == ({0,1}; ^ ) and the 
Boolean algebra B — ({0,1}; V, A, ̂  0,1). The two-element algebras S and 
B are early examples of dualisable algebras [29, 63]. The implication algebra 
I was the first known example of a non-dualisable algebra [29]. Since we have 
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a\j h — {a^h) -^h and a -> 6 == aW 6, for all a,b e {0,1}, the algebra S is 
a term reduct of I, which in turn is a term reduct of B. 

Adding a complicated fundamental operation to a finite algebra may alter its 
dualisability. But can adding something as simple as a single nullary operation 
have the same effect? It is easy to create a dualisable algebra by adding a nullary 
operation to a non-dualisable algebra. The two-element implication algebra 
I = ({0,1}; -^) is not duahsable. However, the algebra ({0,1}; ^ , 0) is term 
equivalent to the two-element Boolean algebra B and is therefore dualisable. 
There are also examples amongst unary algebras. By Theorem 3.0.1, the unary 
algebra ({0,1,2}; 010,002,001,110) is non-duahsable but the unary algebra 
({0,1, 2}; 010, 002, 001,110, 222) is dualisable. 

It is not so easy to create a non-dualisable algebra by adding a nullary op­
eration to a dualisable algebra. There are large classes of algebras for which 
dualisability is preserved by adding nullaries: for example, the classes of two-
element algebras [16], three-element unary algebras (Theorem 3.0.1), and all 
finite algebras that generate a congruence-distributive variety [22, 29]. 

Nevertheless, there are examples of non-dualisable algebras that can be cre­
ated by adding a nullary operation to a dualisable algebra. Davey and Quack-
enbush [27] have shown that, for each odd number m, the dihedral group D ^ 
of order 2m is dualisable. In an unpublished manuscript [42], P. M. Idziak 
proved that, for each odd m, the algebra obtained from D ^ by adding all the 
nullaries is not dualisable. In Section 6.3, we shall give another such example. 
There is a seven-element non-dualisable unary algebra that can be obtained by 
adding a constant operation to a dualisable unary algebra. These examples are 
significant because they show that the powerful techniques of tame congruence 
theory [36], which are unable to detect the addition of a constant to the type of 
an algebra, are unlikely to yield deep results about dualisability. 

We finish this chapter by considering another clone-related question in dual­
ity theory: Ts every finite entropic algebra dualisable?' An algebra is entropic 
if the operations in its clone of term functions preserve one another. Equiv-
alently, the algebra A is entropic if every fundamental operation / of A is a 
homomorphism / : A^ —̂  A, where n is the arity of / . Some of the first 
known examples of dualisable algebras were entropic: for instance, the finite 
cyclic groups [55, 29], and the two-element semilattice [37]. These examples 
were extended by the second author [17]: every finite abelian group is entropic 
and dualisable, and every finite semilattice is entropic and dualisable. Davey, 
Idziak, Lampe and McNulty [23] proved that a finite graph algebra is dualisable 
if and only if it is entropic. Similarly, the dualisable finite flat graph algebras 
are precisely the entropic ones [45]. 
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These results led Lampe, McNulty and Willard [45] to speculate that every 
finite entropic algebra might be dualisable. Given a finite entropic algebra 
M = (M; F), we know that we can include all the operations in F in the type 
of a potential dualising structure for M. We then aim to find a set R of algebraic 
relations on M such that M ^ (M; F, i?, T) dualises M. We shall see that 
having F as a starting point for M is not enough. There are finite entropic 
algebras that are not dualisable. 

In fact, we have already seen an example of a non-dualisable entropic algebra: 
the six-element unary algebra K*y L from Example 5.3.8. In this chapter, 
we exhibit a non-dualisable entropic unary algebra with five elements. This 
five-element algebra was the first known example of a non-dualisable entropic 
algebra. More recently, a non-dualisable entropic semigroup has been found 
by M. Jackson [43]. 

A unary algebra is entropic if and only if its monoid of unary term functions 
is commutative. It is straightforward (but tedious) to check that, up to term 
equivalence and isomorphism, there are eleven entropic three-element unary 
algebras. It follows from Theorem 3.0.1 that these algebras are all dualisable. 
It is not known whether every entropic four-element unary algebra is dualisable. 

The example in Section 6.3 comes from a paper by the first author [53], and 
the example in Section 6.4 comes from a paper by both authors [54]. The other 
results in this chapter have not appeared in print before. 

6.1 Distant unions 

In this section, we set up one of the tools that we shall use to construct our alter­
nating chains of clones. There is a way to combine two unary algebras together 
that keeps them even more separated than in their disjoint union. Consider two 
unary algebras AQ = (^o; -̂ o) and Ai = (yli; Fi), not necessarily of the same 
type. The distant union AQ B A I is obtained by putting AQ and Ai next to 
each other with their operations separated: 

Ao U Ai := ([Ao X {0}) U ( ^ x {1}); (FQ X {0}) U [Fi x {1}) >, 

where, for each i G {0,1} andall^i G F^, the unary operation (?i,z) of Ao^yAi 
is given by 

(^,z)((a,j)) - <̂  . 
I (a,j) otherwise, 

for each j G {0,1} and alia G Aj, For example, if we define the unary algebras 
P = ({0,1, 2, 3}; 0011, 0101) and Q - ({0,1, 2}; 001, 010) as in 5.3.1, then 
the distant union P B Q is as shown in Figure 6.1. 
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Figure 6.1 A distant union 

We want to find conditions under which we can guarantee that the distant 
union of two dualisable unary algebras is also dualisable. We begin by intro­
ducing a new finiteness condition on unary algebras. Let n G cj, let M be a 
finite unary algebra and define the quasi-variety A :— ISPfM). We shall say 
that M is n-separable if, for each finite connected algebra C in A and each 
c e C, there is a unary term function r of C and a subset X of yi(C, M), with 
|X| < n, such that 

& x{b) = x{c) = ^ r{b) = c, 

for all b e C. The algebra M is finitely separable if there is some n G a; for 
which M is n-separable. 

We will say that a pair of algebras A and B are term isomorphic if there is 
an isomorphic copy B^ of A such that B^ and B are term equivalent. 

6.1.1 Lemma Let MQ and M^ be finite unary algebras, not necessarily of 
the same type. Assume that MQ and M̂ ^ are finitely dualisable and finitely 
separable. Then the distant union MQ y M^ is finitely dualisable. 

Proof Say Mo is of type FQ and M^ is of type Fi. Define the unary algebra 
N := MQ y Ml and the quasi-variety A := ESP(N). For each i e {0,1}, 
there is some rii e uj such that Mz is n^-separable. Both the algebras Mo and 
Ml are finitely dualisable. So we can choose m G CJ\{0} large enough so that 
m ^ no + ui and, for each i G {0,1}, the set i?rn(MJ of relations yields a 

duality on ISP(Mz). 
We will show that Rm{N.) yields a duality on every finite connected algebra 

in A. It will then follow, by the Petal Duality Lemma, 3.L6, that N is finitely 
dualisable. Let C be a finite connected algebra in A and Itia : A{C,N_) ^ N 
preserve Rm(N.)- We want to prove that a is an evaluation. 
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Let i e {0,1}. The subset Mi x {i} of Â  forms a subalgebraM- of N. The 
only non-identity fundamental operations of M? are those of type Fi x {i}. So 
the algebra M? is term isomorphic to M^. The quasi-variety Ai := ISP(M^) 
is contained in A. By Lemma 5.1.1, there exists a smallest congruence 9i 
on C such that C/9i G Ai. Let r]i : C -^ C/9i be the natural quotient 
homomorphism. 

The map a preserves the unary algebraic relation Mi x {i} on N. So we 
can define the map 

ai:Ai{C/9i,M^.)-^MiX{i} by ai{x) := a{x or]^). 

We know that Rm{Mii) yields a duality on Ai, So, to prove that the map ai 
is an evaluation, it is enough to show that ai preserves i?m(Mi)- Assume that 
X C Ai{C/9i,Ml) with \X\ ^ m. By the Preservation Lemma, 1.4.4, there 
is some c e C such that a is given by evaluation ^tcon {xorn \ x e X } . For 
all X G X, we have 

ai{x) = a{x o r]i) = {x o r]i){c) = x{rl^{c)). 

So ai is given by evaluation at 7ŷ (c) on X, Using the Preservation Lemma again, 
it follows that ai preserves the relations in i?m(Mf)- Since i?m(Mf) yields a 
duality on Ai, the map ai must be given by evaluation at some â  G C/9i. 

The term functions of M? can all be built from operation symbols in Fi x {i}. 
Since C/9i G ISP(Mf), this implies that the term functions of C/9i can also 
be built from Fi x {i}. Now, as M? is n^-separable and C/9i is connected, 
there exists a unary term r̂  of type F^ x {i} and a set X^ C Ai(C/9i,M.l), 
with |X^| ^ rii, such that 

xeXi 

for all 6 G C M . 
As m ^ no + ni, the Preservation Lemma tells us that the map a is given 

by evaluation at some a G C on the set 

[x o r]i\ i e {0,1} and x e Xi}. 

We will show that a is given by evaluation at T(p o rp{a), 
Let 2: G yi(C, N). As the algebra C is connected, there is some j G {0,1} 

with z{C) C Mj X {j}. By the minimality of 9j, we must have 9j ^ ker(z). 
So there is a homomorphism z^ : C/6^j ^ M -̂ such that z = z^ o rjj. For all 
X e Xj, we have 
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By construction, this implies that r- ^ {rij{a)) — aj. For k G {0, l} \{ j} , the 
term r/c is of type F^ x {A;}, and consequently r^ interpreted on M"- fixes every 
element of Mj x {j}. Therefore 

a{z) = a{z' o rjj) = aj{z') = z'{aj) 

= z'{r^/''ir,jia)))=rfh^'-rjjia)) 

Thus a is an evaluation, whence N = MQ B M ^ is finitely dualisable. I 

In the previous chapter, we saw that the disjoint union of a pair of dualisable 
unary algebras does not have to be duahsable. The above lemma raises a similar 
problem: Ts there a pair of dualisable unary algebras whose distant union is 
non-dualisable?' An answer to this question would tell us whether or not the 
separation assumption in the previous lemma is really necessary. 

The next result will allow us to apply the previous lemma repeatedly. 

6.1.2 Lemma Let MQ and Mĵ  be finite unary algebras, not necessarily of the 
same type. Assume that MQ and M^ are finitely separable. Then the distant 
union MQ B M ^ is also finitely separable. 

Proof Let FQ and Fi be the types of MQ and Mi» respectively, and define 
N : - Mo ^ Ml and A := ISP(N). For each i G {0,1}, the set Mi x {i} 
forms a subalgebra M? of N that is term isomorphic to Mi- So, for each 
i G {0,1}, there is some rii e oo such that M^ is n^-separable. We will show 
that N is n-separable, where n := UQ + ni. 

Let C be a finite connected algebra in A, choose some c e C and let 
i G {0,1}. By Lemma 5.1.1, there exists a smallest congruence 0i on C such 
that C/9i G ISP(M-). Let rji : C -^ C/9i denote the natural quotient map. 
Since M? is n^-separable and C/6i is connected, there is a unary term r̂  of 
type Fi X {i} and a set Xi C A{C/9i,Ml), with \Xi\ ^ n ,̂ such that 

xeXi 

for all beC. 
Define the subset Y ofA{C, N) by 

Y :— [ X o rji \ i e {0,1} and x e Xi], 

and define the term r of type (FQ X {0}) U (Fi x {1}) by T{Z) :^ rQ{Ti{z)). 
Note that \Y\ ^ no + ni — n. Now let 6 G C and assume that y{b) — y{c), 
for all y EY. We want to show that r^(&) — c. 
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Let % 6 {0,1}. For every x € Xi, we have x o T̂J G y , and consequently 

x{r]i{h)) = x(r?i(c)). Sorf/^'(7?i(6)) = 7?i(c). Forj G {0, l}\{i}, the term r̂ -

is of type Fj x {j}, and so TJ interpreted on M J fixes each element of M, x {i}. 

As CjOi e ISP(Mf), this implies that T^^^' fixes C/Oi. We now have 

Since the algebra C is connected, each homomorphism x : C -^ N satisfies 
x{C) C Mo X {0} or x{C) C Mi x {1}, which implies that OQ ^ ker(x) or 
(9i ^ ker(x). As C is separated by homomorphisms into N, this tells us that 
the maps 770 and 771 must separate the elements of C. Thus r^{b) = c, whence 
N is n-separable. I 

Throughout the remainder of this chapter, it will be notationally convenient 
to use the usual set-theoretic construction ofthe natural numbers. For all n G CJ, 
we have n = {0 , . . . , n - 1}. Now let M be a set and let n G c<;\{0}. For 
each unary operation u : M —^ M and each i e n, define the unary operation 
{u,i) : M X n ^ M X nhy 

[{a, J) otherwise, 

for all a G M and j G n. For each unary algebra M == (M; F), we can define 
the new unary algebra 

[ U J M ~ ( M xn]Fxn). 
n 

It is easy to see that [;^n M is term isomorphic to the algebra 

(•••((M^M) ^M) •••BM) BM, 
where M appears n times. 

The next result follows from Lemmas 6.1.1 and 6.1.2. 

6.1.3 Corollary Let M be a finite unary algebra. Assume that M is finitely 
dualisable and finitely separable. Then y^i M i^ dualisable.for all n G a;\{0}. 

6.2 Alternating chains of clones 

In this section, we construct the promised alternating chains of unary clones. 
Our construction will be based on two particular three-element unary algebras: 
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the duaHsable algebra ({0,1, 2}; 001,010,002) and its non-duahsable reduct 
({0,1,2}; 001,010). Using the tools of the previous section, we will be able 
to use these two small algebras to build bigger algebras. 

6.2.1 Lemma The unary algebra ({0,1,2}; 001, 010, 002) is 2-separable, 

Proof Define M '= ({0,1,2}; 001,010,002) and A : - ESP(M). Since the 
constant map 000 is a term function of M, every algebra in A is connected. 
Let A be a non-trivial finite algebra in A, We can assume that A ^ M^, for 
some n G CJ\{0}. The set 

A * : - A n {0,1}^ 

forms a subalgebra A* of A. (The algebra A* is term equivalent to a 0-pointed 
set.) Let a G A*\{0}. Then it is straightforward to check that we can define 
the homomorphism Xg : A^ —> M by 

I 0 otherwise. 

There is only one element of A^ that does not map to 0 under Xa. So it follows 
easily from Lemma 4.2.4, (iii) =^ (i), that the homomorphism Xn. : A^ -^ M 
extends to a homomorphism Xn.\ A -^ M. 

Now let c G A. To show that M is 2-separable, we need to find a unary term 
function r of A and a subset X of yi(A,M) such that \X\ ^ 2 and, for all 
6 G A, we have 

k x{h) ^ x{c) :=> r{b) = c. 
xex 

Case 1: c = 0, Choose the term function r := 000^ of A and the subset 
X :=0 of yi(A,M). For all 6 G A, we have r(6) -= 000(6) = 0 - c. 

Case 2.- c G {0,1}''\{0}. Choose the term function r :^ 010^ and the set 
X := {xc}. Let b e A and assume that Xc(6) = Xc{c). We have 010(6) G -A*, 
with 

Xc{010{b)) = 010(^c(6)) - 010(^c(c)) = 010(1) - 1. 

This implies that r(6) = 010(6) = c. 

Case 3: c G {0, 2}^\{0}. We have 001(c) G {0,1}''\{0}. Define r := 002^ 
and X := {xooi(c)}' Let b e A such that Xooi(c)(^) — ^ooi(c)(c). Then 

^ooi(c)(001(6)) - 001(xooi(c)(^)) = 001(xooi(c)(c)) 

= 3:ooi(c) (001(c)) =: 1. 
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So 001(6) = 001(c), which impHes that 002(6) = 002(c). Therefore we have 
r(6) = 002(6) - 002(c) - c. 

Case 4: c ^ {0, l}"" U {0,2}^. There are i,j G {0, . . . ,n - 1} such that 
c(i) - 1 and c{j) = 2. So 010(c) G {0,1}^\{0} and 001(c) G {0,1}^\{0}. 
Choose r := id^ and X := {^ooi(c)?^oio(c)}' Let 6 G ^ and assume that 
x{b) == x(c), for each x e X. Then 

^ooi(c)(001(6)) = 001(xooi(c)(^^)) - 001(xooi(c)(c)) 

-^ooi(c)(001(c))- l , 

and so 001(6) = 001(c). Similarly, we have ^oio(c)(010(^)) ~ 1' which 
implies that 010(6) -= 010(c). Since 001 and 010 separate {0,1, 2}, it follows 
that r(6) = 6 = c. • 

The following general lemma takes care of the non-dualisable part of our 
construction. 

6.2.2 Lemma Let M and N be finite algebras, with M a subalgebra of N. 
Assume that, for every A G ESP(M) and every homomorphism x : A -^ N, 
we have x{A) C M or \x{A)\ = 1. T/' M is non-dualisable, then N is also 
non-dualisable. 

Proof We shall prove the contrapositive of the claim. Assume that N is dual-
isable. Let A belong to the quasi-variety A \— ISP(M) and consider a brute-
force morphism a : yi(A, M) -^ M. To prove that M is duahsable, it suffices 
to show that a is an evaluation. 

Since M is a subalgebra of N, the algebra A is a member of the quasi-variety 
S :-: ISP(N). Choose some c G ̂  and define (5 : S (A , N) -> A/" by 

^. . {a{x) ifx{A)(ZM, 
IJ[X) = < 

I x(c) otherwise. 

As a is a brute-force morphism, the Brute Force Lemma, 1.4.5, tells us that a 
has a finite support and is locally an evaluation. We shall prove that /? also has 
these two properties, and it will then follow that /3 is a brute-force morphism. 

The map a has a finite non-empty support S, To check that S is also a 
support for /?, let x,y e S ( A , N ) such that 3:f5 == y\g. First assume that 
x{S) = y{S) C M. Then x{A) C M and y{A) C M. Since 5 is a support 
for a, we have 

P{x) = a{x) - a{y) = P{y). 
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Now assume that a;(S') - y{S) ^ M. We must have \x{A)\ = 1 = |y(^)| and 
x{A) = y{A). So 

(3{x)^x{c) = y{c) = f5{y). 

Therefore 5 is a finite support for (3, 
To see that /? is locally an evaluation, let X be a finite subset of S (A , N). 

Since a is locally an evaluation, there exists some a e A such that a is given 
by evaluation at a on the set {x E X | x{A) CM}. Now let x e X. If 
x{A) C M, then P{x) — a{x) — x{a). Otherwise, we have |a;(A)| — 1 and 
therefore I3{x) = x{c) = x{a). So /? is locally an evaluation. 

We have shown that /3 is a brute-force morphism. Since N is dualisable, the 
map /3 is given by evaluation at some b e A. We can finish the proof by showing 
that a is also given by evaluation at b. Let z e A{A, M). Then z G S(A, N) 
and a{z) = P{z) = z{b). Thus a is an evaluation, whence M is dualisable. I 

We are now ready to prove the main result of this chapter. 

6.2.3 Theorem Let n G CJ\{0}. There is chain FQ C - - - C Fn-i of unary 
clones on a finite set M such that, for every i E n, the algebra (M; Fi) is 
dualisable if and only if i is even. 

Proof Let n G <^\{0} and define the set M := {0,1, 2}. We will construct a 
chain 

F^CFoQ-.-C F*_, C Fn-i 

of sets of unary operations on the set M x n. We will then prove that, for 
each i e n, the algebra N* := {M x n; F^) is non-dualisable and the algebra 
N^ :— {M X n; Fi) is dualisable. The claim will then follow. 

Recall from the previous section that, for each unary operation u : M -^ M 
and each k e n,wQ define the unary operation {u, k) : M x n -^ M x nhy 

{u,k){{aj)) = r .̂ , . 

(̂  (a, i) otherwise, 

for all a G M and i e n. Define the three-element unary algebra 

M - ({0,1, 2}; F) , where F ~ {001, 010, 002}. 

Now, for each i e n, define 

î * := (Fxz)u{(001,z),(010,z)} and Fi~Fx{i + l). 

Note that Fi = F^* U {(002, z)}, for each i G n, and that the algebra N_n-i 
determined by the largest set of operations Fn-i is equal to the distant union 
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BnM 
M x { 0 } M x { l } Mi = Mx{i) M x { n - l } 

(001,0 
(010, i) 
(002,i) 
{u,2) ueF, j en\{i} 

Mi^M X {%} 

Figure 6,2 The structure of the distant union [yjn M 

(UJn M = {M X n]F X n). The top picture in Figure 6.2 gives an idea of the 
general shape of the algebra 1^^ M- The bottom picture is a close-up of one of 
the components of (y^ M. 

Choose some i E n. First we will show that N* is non-dualisable. Let M* 
denote the subalgebra of N* on the set Mi := M x {i}. The only non-identity 
fundamental operations of M* are (001, z)^^ and (010, i ) ^ ^ So M* is term 
isomorphic to Q := ({0,1,2}; 001, 010). We already know that the algebra Q 
is non-dualisable, by Theorem 3.0.1, and so M* is non-dualisable. We will be 
using Lemma 6.2.2 to show that N* is also non-dualisable. 

Let A G ISP(M*) and let x : A -^ N* be a homomorphism. Assume there 
is some a e A with x{a) ^ Mi, The operation (000, i) = (001, i) o (001,2) is 
a term function of N*. The operation (000, i) is constant on Mi and fixes every 
element of (M x n)\Mi. As A G ]ISP(M*). the operation (000, i)^ on A is 
constant. So, for all 6 G A, we have 

(000,i)(x(6)) = :c((000,i)(6)) - x{{000,i){a)) 

= (000,2)(x(a)) = x{a) ^ Mi, 
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and hence x(6) ^ Mi with x(6) = (000,z)(x(6)) ^ x[a). So \x{A)\ = 1. As 
M* is non-dualisable, this implies that N* is non-dualisable, by Lemma 6.2.2. 

It remains to show that N^ is a dualisable algebra. The set of operations of 
N^ is Fi = F X (z + 1). So the subalgebra of N^ on the set M x (z + 1) is the 
distant union ^i+i M. The algebra M = ({0,1,2}; 001,010,002) is finitely 
duaUsable; see Theorem 3.3.9. Since M is 2-separable, by Lemma 6.2.1, it 
follows using Corollary 6.1.3 that y^+i M is dualisable. The elements of the 
set (M y.n)\{M x (i + 1)) are fixed by each operation in Fi =̂  F x (i + l) . So 
N^ can be obtained from \^i^\ M by taking 3(n — (i +1)) successive one-point 
extensions. Thus Corollary 5.1.11 tells us that N^ is duaUsable. I 

6.3 Adding constants 

In this section, we begin an investigation into the effect that adding a nullary 
operation to an algebra has on its dualisability. Since dualisability is preserved 
under term equivalence, adding a nullary operation is equivalent to adding any 
corresponding constant operation, 

In the introduction to this chapter, we saw examples of dualisable algebras 
that can be obtained by adding a nullary operation to a non-dualisable algebra. 
Here, we will see that it is possible to obtain a non-dualisable algebra by adding 
a nullary operation to a dualisable algebra. First, we shall give a condition 
under which adding a nullary does not destroy dualisability. 

Let A — (A; F) be a unary algebra and let a G A, Then the element a is 
said to be isolated in A if, for all ?i G F and 6 G A, we have 

u{jS) — a ^^=^ h — a. 

So a is isolated in A if and only if [a] is the underlying set of a connected 
component of A. 

6.3.1 Lemma Let M be a finite unary algebra. Assume that m is an isolated 
element of M, and define Mm ^̂  ^^ ^̂ ^ algebra obtained from M by adding 
the nullary operation with value m.IfM is dualisable, then M ^ is dualisable. 

Proof Define the two quasi-varieties A := ISP(M) and Am ~ ISP(M^). 
Assume that M is dualisable. We want to show that M ^ is duaUsable, so let 
A G Am and let a : Arr.JA.'M^) —> M be a brute-force morphism. By 
the Brute Force Lemma, 1.4.5, the map a has a finite support and is locally an 
evaluation. To prove that Mm is dualisable, it suffices to prove that a is an 
evaluation. 
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Case 1: a is constant. Since m is an isolated element of M, the set {m} is 
a subuniverse of Mm- ^^ there is a constant homomorphism rn\ A ^^ M ^ 
with value m. The brute-force morphism a must preserve the unary algebraic 
relation {m} on M ^ . So a{m) — m, and therefore m is the value of the 
constant map a. We have m^ G A and, for all w e y im(A,M^), we have 
a{w) — m = w{m^). Thus a is an evaluation. 

Case 2: a is not constant. Let Â  denote the reduct of A obtained by removing 
the nullary operation with value m^. Then A*̂  G A. Since m is isolated in M, 
the element m^ is isolated in A^ Thus, for each homomorphism x : Â  -^ M, 
we can define the homomorphism 

Xm'A.-^M^ by 3:^ := ^U\{mA} U mf{^A}. 

Now we can define the map 

a ^ y l ( A ^ M ) - ^ M by a\x)~a{xm)^ 

We want to check that c^ is a brute-force morphism. 
The brute-force morphism a has a finite support, and it is easy to check that 

a^ has the same finite support. To see that a^ is locally an evaluation, let X be 
a finite subset of yi(A^ M). We are assuming that a is not constant, so there 
are y^z £ yi^(A, M ^ ) with a{y) ^ a[z). We can now define 

Xm'^{xm\xeX]{j{y, z] C yim(A, M ^ ) . 

Since a is locally an evaluation, there is some a £ A such that a is given by 
evaluation at a on Xm- As 

y{a) - a{y) ^ a{z) = z{a), 

we must have a ^ m^. So, for all x G X, we get 

a^x) = a{xm) == Xmia) = x{a). 

Thus a^ is locally an evaluation. Hence a^ is a brute-force morphism, by the 
Brute Force Lemma. 

As M is dualisable, we know that a^ is given by evaluation at some b e A. 
For all w G yim(A, Mm)' ^^ have w G yi(A'^,M) with Wm = w, and so 

a{w) = a{wm) = a (w) — t(;(6). 

Hence a is an evaluation. I 
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Figure 6.3 Adding a constant can destroy dualisability 

We can combine the previous lemma with Corollary 5.1.11. Fix a finite unary 
algebra M, and let 1 be a one-element algebra of the same type. The one-point 
extension of M is the disjoint union M U1 . Now let 0̂  denote the element of 
M U 1 corresponding to the unique element 0 of 1. The pointed one-point 
extension of M is obtained from M U 1 by adding the nullary operation with 
value 0^ Since 0̂  is isolated in M U 1, we obtain the following result. 

6.3.2 Corollary Let 'Wibe a finite unary algebra. If M is dualisable, then 
the pointed one-point extension of M is also dualisable. 

The previous lemma raises several questions. Are there weaker conditions 
on unary algebras under which adding a nullary will preserve dualisability? 
What about conditions on non-unary algebras? 

We next show that it is possible to create a non-dualisable algebra by adding 
a nullary operation to a dualisable algebra. We will be building our example 
using our favourite non-duaUsable unary algebra Q == ({0,1, 2}; 001, 010) and 
its dualisable extension P = ({0,1, 2,3}; 0011,0101); see Example 5.3.2. 

6.3.3 Example There is a seven-element non-dualisable unary algebra that 
can be obtained by adding a constant operation to a dualisable unary algebra. 

Proof Define the unary algebras P and Q as in 5.3.1, and define the disjoint 
union M •= P U Q. There are natural embeddings 

- p : P ^ M and - Q : Q ^ M; 

see Figure 6.3. Define M*̂  to be the unary algebra obtained from M by adding 
the constant operation Og : M —> M with value OQ. 

The algebra P is dualisable, by the Lattice Endomorphism Theorem, 2.1.2; 
see Example 5.3.2. As Q ^ P , we know that M = P U Q is dualisable, by 
Theorem 5.1.10. We will show that M ' is not dualisable, using Lemma 6.2.2. 
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Figure 6.4 A non-dualisable entropic algebra 

Define Q^ to be the subalgebra of M^ with universe QQ — {Og, Ig, 2Q} . 
Then Q^ is term isomorphic to Q, since the term functions Og and u^ of M^ 
agree on QQ. The algebra Q == ({0,1,2}; 001,010) is non-duahsable, by 
Theorem 3.0.1. So we know that Q^ is non-dualisable. 

Now let A E ISF(Q^) and let x : A -^ M^ be a homomorphism. The term 
function u^ of A is constant with value Og. For all a G A, we have 

u\x{a))=x{u\a))=x{0$):=OQ. 

So x{A) C QQ. It follows that M ' is non-duahsable, by Lemma 6.2.2. I 

6.4 A non-dualisable entropic algebra 

We finish this chapter by showing that the five-element unary algebra drawn in 
Figure 6.4 is entropic but not dualisable. 

6.4.1 Example The unary algebra ({0,1, 2, 3,4}; 00110, 00011, 00001) is 
entropic but not dualisable. 

Proof Define M := {0,1, 2,3,4} and, for each subset S of M, define the 
operation us : M —^ M hy 

us{m) ^ 
1 i f m G S , 

0 otherwise. 

We will be using the Non-duaUsabihty Lemma, 3.4.1, to prove that 

M : = ({0,l,2,3,4};i^23,^34,t^4) 

is not dualisable. The algebra M is entropic, since us o UT = U0, for all 
5 , T C M \ { 0 , 1 } . 
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Define two subsets of M^ by 

A^:={{)l\\neu\{{)}] 
and 

B := [ OQ^^ I m, n G CC;\{0} and m 7̂  n }. 

Define A to be the subalgebra of M^ generated by the set AQ\J B, Now 
let X : A -^ M be a homomorphism. We will prove that there is a unique 
non-trivial block ofkev{x\^^). 

The constant map 0 : M —> M, with value 0, is a term function of M. So 
x(0) = 0. Now let n G CJ\{0}. Then 

0 ^' 0 - ^ 0 

in A. Applying the homomorphism x, this gives us 

0 ^ ' a:(0-) ^ 0 

in M, and consequently x(Oon) ^ {0,1}. Therefore a;(Ao) C {0,1}. 
We are trying to show that ]<.ei{x\j^^) has only one non-trivial block, so we 

can now assume that there exist m,n e <^\{0} such that ^(OOT^) = 0 and 
x(Oo^) =: 1. Let k G oj\{0} with fc 7̂  n. We will prove that x{Oll) = 0, and 
it will then follow that Ao\{Oll} is the unique non-trivial block of ker(xfy^^). 
We have 

nil 

in A. So, under x, we get 

nil } ^ n32 4 ^ nl ^ n324 ' ^ ^ nil 

E 
1̂ 34 

'̂ ^23 , 7 2 4 , ^ ^ 4 ^ U23 

in M. Thus x(Oo^) — 0, as required. 
Now define g G M^ by g{i) := Pi{ai), where â  belongs to the unique 

non-trivial block of ker(pi f^^). Then g = OQ. The set 

C :=AoUBU{aeM'^ \ a(0) = 0 } 

forms a subalgebra of M^. Since ^ C C and ^ ^ C, it follows that g ^ A. So 
M is not duahsable, by the Non-duaHsability Lemma, 3.4.1. I 
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Inherent dualisability 

Beginning from any finite unary algebra with at least two fundamental opera­
tions, there is an infinite ascending chain of finite algebras that are alternately 
dualisable and non-dualisable. We will obtain this result while characterising 
the finite algebras that can be embedded into a non-dualisable algebra. 

There is a natural way to strengthen the definition of non-dualisability. A 
finite algebra M is called inherently non-dualisable if every finite algebra that 
has M as a subalgebra is non-dualisable. Many of the algebras that are known 
to be non-dualisable are also inherently non-dualisable. For example, each 
non-dualisable two-element algebra is inherently non-dualisable, and each non-
dualisable graph algebra is inherently non-dualisable [23]. Similarly, all the 
non-duahsable p-semilattices are inherently non-dualisable, by Theorem 5.2.4. 
In contrast, there are no inherently non-dualisable unary algebras at all: every fi­
nite unary algebra can be embedded into a dualisable algebra, by Theorem 2.1.4. 

In this chapter, we shall consider the corresponding notion of inherent dual­
isability. We will say that a finite algebra M is inherently dualisable if each 
finite algebra that has M as a subalgebra is dualisable. We have already met 
algebras that are inherently dualisable simply by virtue of their type. Recall that 
a unar is a unary algebra with only one fundamental operation. Every finite unar 
is inherently dualisable, since all finite unars are dualisable, by Theorem 3.5.1. 

We shall say that a type F is small if 

• each operation symbol in F is either nullary or unary, and 

• there is at most one unary operation symbol in F. 

One of the primary aims of this chapter is to prove that a finite algebra is 
inherently dualisable if and only if it is of small type. 
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In Section 7.1, we show that every algebra that is not of small type is not 
inherently dualisable. In other words, we will prove that every finite algebra 
not of small type can be embedded into a non-dualisable algebra. We already 
know that every finite unary algebra can be embedded into a dualisable algebra, 
by Theorem 2.1.4. So we obtain an interesting corollary: for any finite unary 
algebra M with at least two fundamental operations, there exists an infinite 
chain M ^ MQ ^ M i ^ • • • such that M2^ is duaUsable and M.2i+i is 
non-dualisable, for all i ^.u. 

In Section 7.2, we will prove that every finite algebra of small type is dual­
isable. It will then follow that every finite algebra of small type is inherently 
dualisable. Each algebra of small type is term equivalent to a unary algebra 
with at most one non-constant operation. In discussion, we shall refer to such a 
unary algebra as a unar with added constants. We saw in Theorem 3.5.1 that 
it is quite easy to prove that every finite unar is dualisable, using the binary-
homomorphisms methods of Chapter 2. Unfortunately, this approach does not 
seem to work for unars with added constants. (Indeed, we saw in Chapter 6 that 
adding constant operations can sometimes destroy dualisability altogether.) 

We will use a quite different style of proof to establish the dualisability of a 
large class of unary algebras, a class that includes all finite unars and all finite 
unars with added constants. A unary algebra M is said to be linear if, for all 
unary term functions u and v of M, there exists a unary term function it; of M 
such that 

u = w o V or V = w o u. 

We shall prove that every finite linear unary algebra is dualisable. The class of 
linear unary algebras has been studied in other contexts. M. A. Valeriote [64] 
showed that a finite unary algebra (of finite type) generates a variety with a 
decidable first-order theory if and only if it is linear. J. Sichler [62] has shown 
that a finite unary algebra generates a group-universal variety if and only if it 
is not linear. 

We finish this chapter by proving that all finite linear unary algebras are 
strongly duaUsable. This generalises J. Hyndman's result that all finite unars 
are strongly dualisable [38]. We prove that all finite linear unary algebras have 
enough algebraic operations, which lifts dualisability up to strong dualisability. 
The concept of enough algebraic operations, defined in Chapter 1, is developed 
and extended in the appendix. 

The first two sections of this chapter arose from a paper by the first author [53], 
and the last section is new. 



7.7 Embeddings into non-dualisable algebras 181 

V 

Fi\{u,v} 

Figure 7.1 

7.1 Embeddings into non-dualisable algebras 

In this section, we show that every finite algebra that is not of small type can be 
embedded into a non-dualisable algebra. The following lemma deals with the 
unary case. 

7.1.1 Lemma Let F be a type such that 

(i) each operation symbol in F is either nullary or unary, and 

(ii) there are at least two unary operation symbols in F, 

Then every finite algebra of type F can be embedded into a non-dualisable 
algebra, 

Proof Let Fi denote the set of all unary operation symbols in F , and choose 
distinct symbols u,v e Fi. htiyi— (M; F—) be a finite algebra of type F 
and assume that M n cj = 0 . Define r := \M\ + 1 and 5 — {0 , . . . , r} . We 
want to define an extension N — {M U S; F—) of M. To do this, we just need 
to say how the unary operations in F— act on S. For the two chosen symbols 
u^v e Fi, set 

1 

0 

s -

ifs = 0, 

ifs = 1, 

- 1 otherwise, 

and v—{s) — 

for all s ^ S. For every other symbol w G Fi\{u, v], set w^\g = id^. Now 
let N[, denote the reduct of N with type Fi. Then S is the underlying set of a 
subalgebra S of N[,. The algebra S is illustrated in Figure 7.1. 

We will use the Non-dualisability Lemma, 3.4.1, to prove that N is not 
dualisable. Define two subsets of S^ by 

AQ := {l^\ n e oj] and Ai := { r^^ \ m,n e oo with m ^ n}. 

Let A denote the subalgebra of N^ generated by Ai, and let A* denote the 
subalgebra of (N^)^ generated by Ai. 
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The unary algebra A* is connected. To see this, let k,i,m,n E to such that 
k y^ £ and m ^ n. We shall show that there is a path between r^^ and r^\ in 
the graph G(A*). As Ai generates A*, it will then follow that A* is connected. 
First assume that k ^ m. Then 

in A*. Next assume that k = m. We have 

r - l 

^ki ^ ^k 

r-2 
-iNlO U 
^Jkm 

r-l 

' mn 

1° 
r - l 

U ^ 0 1 
' mn 

in A*. There is a path in G(A*) between rl\ and r^^. So A* is connected. 
Now let X : A —> N be a homomorphism. For every n G cj, we have 

1^ ^ u'^'^ir^ rill)' Therefore AQ C A"" C A. We want to show that there is a 
unique non-trivial block of keT{x\j^J. Since the algebra A* is connected, we 
know that x(^*) C M or x(A*) C S. 

Case 1: x(A*) C M. Let m,n E cv such that m ^ n. We shall prove that 
x{l^ = x(l^). It will then follow that ker(xf^Q) has only one block. First, 
let k G (jj\{m, n} and let £ G {m, n}. Then 

r.01 J L rr- n O l - ^ J i ^01 _U -|0 - - A 

in A*. As I a; (A*) I ^ |M| = r - 1, the map x must collapse two of the above 
elements of A*. Since x preserves u, it follows that x collapses 2^^ and 1 .̂ So 

x{2li) = x{ll) = x{2ll). 
We now have 

x{li) = x{v{2ll)) = t;(x(2D) = v{x{2ll)) = x{v{2ll)) = x(l°). 

Thus ker(a:f^Q) has only one block. 

Case 2: x(A*) C S. For all n G cj, we have ^^(x(l^)) - x(?i(l^)) - x(l^). 
Therefore x(Ao) C {0,1}. Since we are trying to prove that ker(xf^Q) has 
a unique non-trivial block, we can assume that X{AQ) ŷ  {1}. There is some 
n E u) such that x(l^) == 0. Let m e UJ with m ^ n. Then 

?i -tO ^ J ^ 9OI J:' -,0 jc n ; , ^ ^ ^ _̂ . ^ 
l-n ^ ^nm ^ ^m ^ Lr I ^ ^ ^ -'-' 

and therefore x( l^) = L Thus Ao\{l^} is the unique non-trivial block of 
ker(xUJ. 
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Now define g e N^ by g{i) := Pi{ai), where â  is any element of the unique 
non-trivial block of keT{pi\j^^). Then g is the constant sequence 1. We can 
define a subuniverse B of N'^ by 

B : - { m I m G M } U { a G 5^ I {0,1} C a{uj) }. 

Since Ai C S, it follows that ̂  C B. Thusl ^ A, whenceNisnon-duaHsable, 
by the Non-duaHsability Lemma, 3.4.1. I 

The next result highlights the complexity of dualisability for unary algebras. 
It follows from the previous lemma and Theorem 2.1.4. 

7.1.2 Theorem Let M = (M; F^) be a finite unary algebra with \F\ ^ 2. 
There is an infinite chain M ^ MQ ̂  M^ ^ • • • of finite algebras such that 
^2i ^^ dualisable and M2i+i ^^ non-dualisable, for all i E cu. 

It remains to show that each finite non-unary algebra can be embedded into a 
non-dualisable algebra. We will be building our proof around the two-element 
implication algebra 1 = ({0,!};—>), where the binary operation -^ is given as 
follows. 

-^ 

~6~ 
1 

0 
1 
0 

1 

"T 
1 

Despite its innocent appearance, the algebra I is very badly behaved. Davey, 
Idziak, Lampe and McNulty [23] proved that the algebra I is inherently non-
dualisable. We shall prove that I satisfies an even stronger version of non-
dualisability. 

Let A be any algebra. An algebra B is called a subreduct of A if there is 
a term reduct A^ of A such that B ^ A[,. We will say that a finite algebra 
M is contagiously non-dualisable if each finite algebra N that satisfies the 
following two conditions is non-dualisable: 

(i) M is a subreduct of N; 

(ii) for each k E co and each term function r : Â ^ —> A/' of N, we have 

(a) T{M^) C N\M, or 

(b) T{M^) C M and r f̂vffc : M^ -> M is a term function of M. 

Every contagiously non-dualisable algebra is inherently non-dualisable. 
The following lemma provides a method for showing that an algebra is con­

tagiously non-dualisable, based on a result due to Davey, Idziak, Lampe and 
McNulty [23, 8]; see the Inherent Non-dualisabihty Theorem, 5.2.2. 
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7.1.3 Lemma Let M be a finite algebra and let f : uj -^ LU. Assume that 
there is a subalgebra A of NL ,for some set 5, and an infinite subset AQ of A 
such that 

(i) for every n E UJ and every congruence 9 on A of index at most n, the 
equivalence relation 9\JS,Q has a unique block of size greater than f{n), 

(ii) the algebra A does not contain the element g of M^ that is defined by 
g{s) :== ps{as), where as is any element of the unique block of keT{ps)\j[Q 
of size greater than / ( |M|) . 

Then M is contagiously non-dualisable. 

Proof Let N be a finite algebra such that M is a subreduct of N and, for each 
k e oj, every term function r : Â"̂  -^ N of N satisfies 

(a) r{M^) C N\M, or 

(b) r{M^) C M and r f̂ fc : M^ -^ M is a term function of M-

We will prove that the algebra N is non-dualisable, using the Non-dualisability 
Lemma, 3.4.1, with the bound n := /(|A^|). As AC M^ C A/"*̂ , we can define 
A"̂  to be the subalgebra of N*̂  generated by A. We have AQ C A C A+, and 
so AQ is an infinite subset of A^. 

Letx : A"̂  —̂  Nbeahomomorphism. We want to show that the equivalence 
relation keT{x\j!^^) has a unique block of size greater than n. Since M is a 
subreduct of N, the algebra A is a subreduct of the algebra A"̂ . So ker(x f^) 
is a congruence on A of index at most \N\. Thus, by assumption, there is a 
unique block of the equivalence relation keT{x\j^)\y^^ = kei{x\ji^^) that has 
size greater than / ( | A |̂) == n. 

For each s e S, let p j : A+ —> N be the projection 7TS\A+- NOW define 
g~^ G Â*̂  by g'^{s) := p'^{as), where â  is any element of the unique block of 
ker(p+ f̂ Q) of size greater than n. It remains to show that g'^ is a ghost element 
of A"̂ , that is, to show that g'^ ^ A'^. 

We are assuming that AQ is infinite. For all s e S, the congruence ker(p5) on 
A is of finite index, and so the equivalence relation keT{ps) f̂^ = ker(p+ f̂ ^̂ ) 
has a unique infinite block. It follows that g'^ = g E. M^\A. We now want to 
show that A-^ C AU {N\M)^, To this end, let r : Â ^ ^ A/' be a term function 
of N, for some k E UJ, and let ao , . . . , ctk-i E A, If r(M^) C N\M, then 
r (ao , . . . , a^_i ) E {N\Mf. If T ( M ^ ) C M and T^M^ : M ^ ^ Mis a term 
function of M, then r ( ao , . . . , ak-i) E A. Thus ^+ C A U {N\M)^. Since 
g^ E M^\A, this implies that p"̂  ^ A~^. We can now use the Non-dualisability 
Lemma to conclude that N is non-dualisable. Hence M is contagiously non-
dualisable. I 
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The proof of the lemma below comes from the proof used by Davey, Idziak, 
Lampe and McNulty to show that the two-element implication algebra I is 
inherently non-dualisable [23, Lemma 5]. 

7.1.4 Lemma The two-element implication algebra is contagiously non-dual­
isable. 

Proof Let I — ({0,1}; —>) be the two-element implication algebra. We will 
use Lemma 7.1.3 to show that I is contagiously non-dualisable. Our bounding 
function will be the constant map 1:U)-^LO. Define A to be the subalgebra of 
I'̂  generated by the set 

Ao :=- {On\ neu}. 

Let 0 be a congruence on A of finite index. Assume we have 0^ =e O] and 
0^ =0 0^, for some /c, £, m, n G cj with k y^ £ and m ^ n.To prove that 6 f̂^ 
has a unique non-trivial block, it suffices to show that 0^ ^e ^m-

Using the definition of the operation —> from page 183, we have 

(Qi ^ oj) ^ 0^ = 1^ ^ 0^ = Oi^ 
and 

in A. This gives us 

11 
krrf 

By symmetry, we also have 0^ =e ^mk- Thus 0^ ^o 0^, and so 9\j^^ has a 
unique non-trivial block. 

Now define g in /^ by g{s) :— Ps{cis)^ where ag belongs to the unique non-
trivial block of ker(/9s) f̂ .̂ Then g is the constant sequence 0. The algebra 
I satisfies a —> b = 0 => 6 == 0, for all a,b E I, and so it follows that 
g = 0 ^ A. Thus I is contagiously non-dualisable. I 

We are now ready to show that every finite non-unary algebra can be embed­
ded into a non-dualisable algebra. 

7.1.5 Lemma Let M be a finite algebra that has an n-ary fundamental oper­
ation, for some n G cj\{0,1}. Then M can be embedded into a non-dualisable 
algebra. 

Proof Assume that 0,1 ^ M. Let F denote the type of M and choose an 
operation h E F such that k :— arity(/i) > 2. We want to define an extension 
N — {M U {0,1}; F—) of M. Let -^ denote the usual implication operation 
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on {0,1}. We define the operation h— : N^ -^ N by 

{ /i^(ao,.. . ,a/e_i) ifao, . . . ,a/ ,_i G M, 

ao -^ ai if ao , . . . , a/e_i G {0,1}, 

ao otherwise. 
For each / G i^\{/i} such that i := arity(/) 7̂  0, we shall define the operation 

N / /—(ao, . . . ,a£_i) ifao, . . . ,a£_i G M, 

I ao otherwise. 

The nullary operations of N have the same values as the corresponding nullary 
operations of M. 

Define the term function ^ : Â ^ —> iV of N by a *> 6 ::= /i—(a, 6 , . . . , 6). 
Then ^ agrees with the implication operation —> on / := {0,1}. So the 
two-element implication algebra I is a subreduct of N. 

We already know that I is contagiously non-dualisable. So let n G a;. To 
see that N is non-dualisable, it is enough to show that, for each n-ary term r of 
type F , one of the following conditions is satisfied: 

(a) r^{r) C M; 

(b) T^{r) C / and r^\jn : /^ ^ / is a term function of I. 

For each nullary term r of type F, the value of r— belongs to M. So we can 
assume that n 7̂  0. We will argue by induction. Every variable, viewed as an 
n-ary term of type F, satisfies (b) and every nullary operation symbol in F, 
viewed as an n-ary term of type F , satisfies (a). 

Now let / G F with i := arity(/) 7̂  0. Assume that TQ, . . . , r^-i are n-ary 
terms of type F, each of which satisfies (a) or (b). We want to show that the 
term /(TQ, . . . , r^-i) satisfies (a) or (b). 

Case 1: TI satisfies (a), for alH G {0 , . . . , £ - 1}. For all a G /^, we have 

/ ( r o , . . . , r ,_i)^(a) = f^{T^{a),.. .,T^,{a)) 

= f^{r^{a),...,r^,{a))eM, 

as M ^ N. So / ( r o , . . . , r^-i) satisfies (a). 

Case 2: Ti satisfies (b), for alH G {0, . , . ,£ — 1}. First assume that f ^ h. 
Then, for all a e I'^^WQ have 

/(TO, . , . ,T^_i)^(a) - f^{r^{a),.. .,rfzi{a)) - r^{a). 

So /(TO, . . . , T£_i) satisfies (b). 
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Next assume that / = h. Then, for every a G /^, we get 

/(ro, . . . , r^-i)-(a) = h^{T^{a),..., r^i{a)) 

= ^¥'i^) -> ^i~(«) ^ (̂ o f̂/- -> ^rf/-)(<^)-

So / ( r o , . . . , r^_i) satisfies (b). 

Cai-e J; there are i,j G {0, . . . ,£— 1} such that r̂  satisfies (a) and TJ satis­
fies (b). In this case, we have 

/ ( r o , . . . , r£_i)^(a) - / ^ ( r o - ( a ) , . . . , rfzi{a)) - ro-(a), 

for all a G /^. So / ( r o , . . . , r^-i) satisfies (a) or (b), as ro satisfies (a) or (b). 

It now follows by induction that each n-ary term of type F satisfies (a) or (b). 
Hence N is non-dualisable. I 

The next theorem follows from Lemmas 7.1.1 and 7.1.5. 

7.1.6 Theorem Each finite algebra that is not of small type can be embedded 
into a non-dualisable algebra. 

Our proof for the unary case (Lemma 7.1.1) was slightly more subtle than 
our proof for the non-unary case (Lemma 7.L5). To extend a finite non-unary 
algebra to make it non-dualisable, we simply attached the two-element impli­
cation algebra to it. But the way we extended a finite unary algebra to make it 
non-dualisable depended on its size. As the next lemma shows, there is no finite 
unary algebra that is as badly behaved as the two-element implication algebra. 

7.1.7 Lemma There does not exist a finite unary algebra N such that, for each 
finite algebra M of the same type as N, the algebra M U N /i" non-dualisable. 

Proof Suppose a finite unary algebra N exists in opposition to the lemma. By 
Theorem 2.1.4, we know that N is a subalgebra of a dualisable algebra N"^. 
As N G ISP(N+), the algebra N+ U N is duaUsable, by Theorem 5.1.10. But 
N"^ U N must be non-dualisable, by our supposition, giving a contradiction. I 

12 Linear unary algebras are dualisable 

This section is devoted to proving that every finite algebra of small type is dual­
isable. In fact, we will show that every finite linear unary algebra is dualisable. 
(Recall that the unary algebra M is linear provided that, for all unary term 
functions u and v of M, there exists a unary term function wofNl such that 
u = w o V ox V — w o u.) Each algebra of small type is term equivalent to a 
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unary algebra with at most one non-constant operation. Our first lemma shows 
that these unary algebras are all linear. 

7.2.1 Lemma Every unary algebra with at most one non-constant operation 
is linear In particular, every algebra of small type is term equivalent to a linear 
unary algebra. 

Proof Let M be a unary algebra with at most one non-constant operation, and 
let u and v be unary term functions of M. If u is constant, then u = uo v. So 
we can assume that neither u nor v is constant. There is a unique non-constant 
operation w : M -^ M ofM. So there must exist m,n e ou such that u — w^ 
and V — w'^. Assume m ^ n. Then w^~^ is a unary term function of M, and 

Thus M is linear. I 

The linearity of M implies that the algebras in ISP(M) have a very simple 
structure. To see this, we will use ordered sets to capture the overall structure 
of unary algebras. Let A be a unary algebra. Recall that, for each a e A, the 
subuniverse of A generated by a is denoted by sg/^{a). Now define 

Subi(A) : - { sgA(a) \ a e A} U {0}, 

and let Subi (A) denote the ordered set consisting of Subi (A) under set inclu­
sion. We are including 0 in Subi (A) to ensure that Subi (A) has a minimum 
element. 

7.2.2 Example Define A to be the unary algebra shown in Figure 7.2. We will 
show how the structure of A is reflected in the ordered set Subi (A). Define 
the equivalence relation ^ on ^ by 

a^b <=^ sgA(a) ==sgA(6). 

There is a natural order =̂  on A/^, given by 

a/^ =4 b/^ <=^ sgA(a) C sgjs,{b), 

The ordered set A = [A/^] 4), drawn in Figure 7.2, captures the overall 
structure of A. In particular, for each subset B of A, we have 

sg ji^{B) = M{ ci/^ I ci/^ ^ b/^ for some b e B}. 

The ordered set Subi (A) is isomorphic to 1 © A. 
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Figure 7.2 The structure of a unary algebra 

For any ordered set S — (5; ^) and 5 G 5, we define the ordered set is('^) 
to be the set 

is{s):={teS\t^s} 

equipped with the order induced from S; the ordered set tg (s) is defined dually. 
We say that an ordered set S is a tree if it is connected and the ordered set i s ("̂ ) 
is a chain, for all s e S. 

For each algebra M, define F M ( 1 ) to be the one-generated free algebra in 
the class ]ISP(M), taking the universe of F M ( 1 ) to be the set F M ( 1 ) of all 
unary term functions of M. Our next lemma demonstrates the origin of the 
name 'linear'. 

7.2,3 Lemma Let NLbe a unary algebra. The following are equivalent: 

(i) the algebra M is linear', 

(ii) the ordered set Subi ( F M ( 1 ) ) IS a chain; 
(iii) the ordered set Subi (A) is a tree, for all A E ]ISP(M). 
Proof The ordered set Subi(FM(l)) has maximum element F M ( 1 ) . SO (iii) 
implies (ii). To show that (ii) implies (i), assume that Subi(FM(l)) is a chain 
and let u and v be unary term functions of M. Then we have 

SgFM(l)(^) ^ SgFj^(i)(^) or SgF^(i)(7;) C Sg^^n^iu). 
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Figure 7.3 A linear unary algebra: M = ({0,1, 2, 3}; 1012,1212) 

This impUes that u e sg-p^(i){^) or t" G sgp^(i)(n). So there is some unary 
term function w of M such that u = w^^^^\v) orv = w'^^^^^u). This gives 
usu = wovoYv = wou, whence M is hnear. 

To prove that (i) imphes (iii), assume that M is Unear and let A G ISP(M). 
The ordered set Subi(A) is connected, since it has 0 as a bottom element. 
Choose a,b,c e A such that sg^la) 5 ^SA{^) ^^d sgji^{a) D sgj^{c). There 
are unary term functions u and t' of M such that b = u^{a) and c — v^{a), 
As M is linear, there exists a unary term function K; of M such that u = w ov 
or V ~ w o u. Since A G ISP(M), we have 

or 

b ^ u^{a) := {w^ o v^){a) = w^{c) 

c = v^{a) - {w^ o u^){a) - w^{b), 

Thus sgj^{b) C sgj^{c) or sgjs^{c) C sgj!^{b). So Subi(A) is a tree. I 

There are linear unary algebras with more than one non-constant operation. 
Using Figure 7.3 and Lemma 7.2.3, it is easy to check that, for example, the 
unary algebra ({0,1, 2, 3}; 1012,1212) is linear. 

We want to show that there is not too much variety amongst the algebras 
in ISP(M) whenever M is a finite linear unary algebra. Let A and B be 



72 Linear unary algebras are dualisable 191 

\ / / 

1 \ / 
non-minimal ^ minimal . 

^ 0 

non-minimal « ^ ^ ^ minimal ^ ^ ^ ^ 

Figure 7A Minimal and non-minimal unars 

algebras. We say that a retraction (/? : A -^ B is unbiased if there is a set 
{ ' 0 ^ : B ^ - ^ A | i G / } of jointly surjective coretractions for 99. An unbiased 
retraction (p : A -^ B does not destroy too much of the structure of A. We 
will say that the algebra A is minimal if, for each algebra C, every unbiased 
retraction (̂  : A -» C is an isomorphism. 

In some sense, a minimal algebra has no repeated structure. Figure 7.4 
gives some examples of minimal and non-minimal unars. There is an unbiased 
retraction from each non-minimal unar in Figure 7.4 onto the minimal unar 
to its right. It is easy to check that a composition of unbiased retractions is 
again an unbiased retraction. So, for each finite algebra A, there is an unbiased 
retraction (/? : A -^ B, for some minimal algebra B. We will be proving that, 
if M is linear, then, up to isomorphism, there are only finitely many minimal 
algebras in ISP(M). 

7.2.4 Example We already know enough to verify that, for the unary algebra 
R — ({0,1,2};121,010) studied in Chapter 1, there are only finitely many 
minimal algebras in ISP(R). Using Lemma 7.2.3, it is straightforward to show 
that R is linear. The petals of ISP(R) were described in Lemma 1.2.2. So it 
is easy to check that the minimal petals of ISP(R) are all shown in Figure 3.4. 
Every algebra in ISP(R) is the coproduct of its petals. It follows that every 
minimal algebra of ISP(R) is a coproduct of non-isomorphic minimal petals 
of ISP(R). Therefore !I§P(R) has finitely many minimal algebras. 
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Figure 7.5 A non-linear one-kernel algebra: M = ({0,1,2}; 001,110) 

In Chapter 3, we viewed the petals in Figure 3.4 as a gentle basis for 
ESP(R). In general, if M is a one-kernel algebra, then any gentle basis for 
ISP(M) must include all the finite minimal petals of ESP(M). This is be­
cause every gentle surjection is an unbiased retraction, by Lemma 3.2.4. There 
are certainly linear unary algebras that have more than one kernel: for exam­
ple, the unar ({0,1,2,3}; 0012). The one-kernel three-element unary algebra 
({0,1, 2}; 001,110) is not linear; see Figure 7.5. 

In our proof that each finite linear unary algebra M has only finitely many 
minimal algebras in its quasi-variety ISP(M)» we will be inducting on the 
complexity of the algebras in ESP(M). Before we can define of our measure 
of complexity, we need the following easy lemma. For each ordered set S, an 
element 5 of 5 is called a node of S if 5 is comparable with every other element 
of 5. 

7.2.5 Lemma Let M be a finite unary algebra and let A G ISP(M). 

(i) The ordered set Subi(A) has height at most |i^M(l)|-

(ii) The ordered set Subi (A) has a greatest node, 

Proof For each S G Subi (A), we have 

| i sub i (A) (5 ) |< |5 | + l ^ | F M ( l ) | + l. 

So the ordered set Subi (A) has height at most | F M ( 1 ) | . 

The minimum element 0 of Subi (A) is a node of Subi (A). The nodes 
of any ordered set always form a chain inside the ordered set. Since Subi (A) 
has finite height, it follows that Subi (A) has a greatest node. I 
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Now let M be a finite unary algebra and let A G ISF(M). By the previous 
lemma, we know that Subi (A) has finite height and a greatest node. So we can 
define the depth of A to be the height of the ordered set Tsubi(A) (^) ' where 
Y is the greatest node of Subi(A). For example, the algebra A in Figure 7.2 
has depth 2. 

7.2.6 Remark The concept of depth defined above is most useful within a 
quasi-variety that is generated by a linear unary algebra. Assume that M is 
a finite linear unary algebra. Then we know that Subi(A) is a tree of finite 
height, for all A G ISP(M), using Lemmas 7.2.3 and 7.2.5. Within a tree of 
finite height, the nodes form a covering chain from the bottom of the tree to the 
greatest node. (As an example, in Figure 7.2 the greatest node of Subi (A) is 
{0,1, 3}.) So, in a sense, the depth of an algebra A G ISP(M) gives us the 
height of the 'non-trivial' part of the ordered set Subi (A). Thus depth is a 
loose measure of complexity in ISP(M). 

Before launching into our proof that the quasi-variety generated by a finite 
linear unary algebra has a finite number of minimal algebras, we prove four 
useful lemmas. 

We shall be invoking the following technical lemma many times during the 
rest of this chapter. Figure 7.6 illustrates this lemma in a particular instance 
for the algebra A considered in Example 7.2.2. It would be helpful to keep 
Figure 7.6 in mind throughout the rest of this chapter. 

7.2.7 Lemma Let Abe a unary algebra such that the ordered set Subi (A) 
is a tree of finite height. Let Z belong to Subi (A) and let Uz denote the set 
of all upper covers of Z in Subi (A). For every S G Uz, define the sets 
5^ : - { a G ̂  I 5 C sgA(a) } and S^ : - sgA(5^). Then 

(i) A\S^ is a subuniverse of A, for each S G Uz, 

(ii) S^ = Z[JS^ and S^ n {A\S^) = ZJor each S G Uz, 

(iii) S^ n T^ = 0 and S^ nT^ = ZJor all S,T eUz with 5 ^ T, 

(iv) A=:[j{S^ \ S eUz},if Z isa node of Subi (A) and Uz + 0. 

Proof Let S G U^. To prove (i), let a G A\S^ and let h G sg^la). Then we 

have S ^ sgA(a) and sg^l^) Q ^gp^(a), which implies that S ^ sgA(^). So 

h G A\S^, and therefore (i) holds. 
To prove sgA(S'^) -=:^ Z\JS^ for (ii), first let a ^ S^ and let h G sgA(a). 

Then S C ^gpffi) and sg^C^) ^ ^Zhk^)- So 5 C ^gp^h) or sgA(&) C S, 
since Subi (A) is a tree. As Z is the lower cover of S in the tree Subi (A), 
this impUes that 6 G 5^ or 6 G Z. Therefore we have sgA(5^) C Z U 5^. 
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Figure 7.6 An illustration of Lemma 7.2.7, with Z the greatest node Y 

Clearly, S^ C sgjs^{S^). So it remains to show that we have Z C sgpJ^S^). As 
Z C S, the set S is non-empty. So there is some c e A such that S = sgj^{c). 
We have c e S^ md Z C S = sgjs^{c). This gives us Z C sgA(5'^), and 
therefore S^ - sgj^{S^) = ZUS^, 

Since Z c 5, we must have Z n 5^ = 0 . So we get 

5^ n {A\s^) = {zu 5̂ ) n {A\s^) = z\s^ = z. 

Thus (ii) holds. 
To prove (iii), let S,T e Uz such that S y^ T. First let a G 5^. Then 

S C sgjs^{a). Since 5 and T are non-comparable in the tree Subi(A), this 
imphes that T g sgA(a). So a ^ T^, giving S^ HT^ := 0 . Using (ii), it 
follows that 

5̂  n r̂  - (z u s^) n (z u T̂ ) = z u {s^ n r^) = z. 

So (iii) holds. 
Finally, for (iv), assume that Z is a node of Subi (A) and that Uz ^ 0 . Let 

a e A. We must have sgjs^{a) C Z or Z c sg/^{a). Assume that Z c sgjs^(a). 
As Subi(A) has finite height, we have S C sgj!^{a), for some S G Uz- So 
a G 5^. It now follows that 

A^Zu\J{S^\SeUz} = [j{S''\SeUz}, 

using (ii). Hence (iv) holds. • 
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Figure 7.7 An illustration of Lemma 7.2.9 

The next lemma helps with the initial step in our induction on the depth of 
unary algebras. 

7.2.8 Lemma Let M be a finite unary algebra and let A G ISP(M). Then 
A has depth 0 if and only if A is one-generated, 

Proof First assume that A has depth 0. Then the greatest node Y of Subi (A) 
is a maximal element of Subi(A). As Y" is a node, it must be the maximum 
element of Subi(A). So A is a one-generated algebra. 

Now assume that A is one-generated. Then A is the maximum element of 
Subi(A). So ^ is a node of Subi(A), and therefore A has depth 0. I 

The next lemma helps with the inductive step. An illustration of this lemma 
is given in Figure 7.7. It may be helpful to look back on this picture during the 
rather dense proofs of Lemmas 7.2.11 and 7.3.1. 

7.2.9 Lemma Let M be a finite linear unary algebra. Let A G ISPfM) and 
let Y be the greatest node of Subi(A). Assume S G Subi(A) with Y d S, 
Define the algebra S^ :— sgp^{S^), where S^ \— [a ^ A\ S C. sgj!^{a) }. 

(i) Both S and Y are nodes of Subi (S^). 

(ii) The depth of S^ is strictly less than the depth of A, 

Proof By Lemma 7.2.3, the ordered set Subi (A) is a tree. We have 

S u b i ( S ^ ) - { T G Subi(A) I r c 5 ^ } , 
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and so y, S' G Subi(S^). Let h G S^. Then h G sgA(a), for some a e A 
with 5 C sgA(a). We know that sgA(^) ^ sg^la) and y C 5 C sgA(a). 
Since Subi(A) is a tree, it follows that sgpj^h) C S or S C sgjs^{b), and it 
also follows that sgjs^{b) C y or y C sgjs^{b). Therefore S and Y are nodes of 
Subi(S^) . 

As S is above Y in Subi(A), the height of the ordered set Tsubi(s^)(5') is 
less than the height of the ordered set Tsubi(A)(^)- We have shown that S is 
a node of Subi(S^). So the depth of S^ is strictly less than the depth of A. I 

We shall prove one last lemma before we embark on our proof that the quasi-
variety generated by a finite linear unary algebra only has a finite number of 
minimal algebras. 

7.2.10 Lemma Let A be a locally finite unary algebra, and let B and C be 
subalgebras of A. 

(i) Assume that (p : A -^ 3 is an unbiased retraction and that S is a node 
of Subi(A). Then S C B, with (p{S) = S and ^'^S) = S. 

(ii) Assume that (p : C —^ 3 is one-to-one on each one-generated subalgebra 
of C and that S is a node of Subi (A) with S C C, Then S C B, with 
^{S) = Sand^-\S) = 5. 

Proof We begin by proving that every unbiased retraction is one-to-one on 
each one-generated subalgebra of its domain. Then (i) will follow from (ii), as 
a special case. 

Assume 99 : A -^ B is an unbiased retraction, and let a e A. Since (p is 
unbiased, there is a coretraction ijj : B ^-^ A for ip with a G ip{B). We have 
ipoip — id^, and therefore ip is one-to-one on '0(B) D sgpj^a). 

We now prove (ii). Assume that (̂  : C -^ B is one-to-one on every one-
generated subalgebra of C. Let 5 be a node of Subi(A) with 5 C C Then 

ip{S) GSubi(B) CSubi(A). 

As 5 is a node of Subi(A), this imphes that ip{S) C S or S C ^{S). Since 
A is locally finite, the set S is finite. So it follows that ^{S) C S, The map ip 
is one-to-one on the one-generated subalgebra S of C. So (p{S) — 5, which 
imphes that 5 C 5 and that S C (p'^{S), 

To check that <p~\S) C S, let c G ^~^{S) C C, Then (/^(sgA(c)) C S. 
The map (p is one-to-one on sgj^{c), and therefore |sgA(c)| ^ l^l. Since 5 is 
a node of Subi(A), we have sgjs^{c) C S or S C sgjs^{c). So it follows that 
^ ^ sgA(c) C S. We have now shown that (p''^{S) = 5. I 
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The following result is a major step towards proving that every finite linear 
unary algebra is duaUsable. 

7.2.11 Lemma Let M be a finite linear unary algebra. Up to isomorphism, 
there are finitely many minimal algebras in ISP(M), all of which are finite. 

Proof Define the quasi-variety A := ISP(M). We will prove, by induction, 
that there is a finite upper bound on the sizes of the minimal algebras in A. 
Every algebra in A of depth 0 is one-generated, by Lemma 7.2.8. Therefore 
| F M (1) I is an upper bound on the sizes of the algebras in A of depth 0. 

Now let n G cj. Assume that there is a finite upper bound k on the sizes of 
the minimal algebras in A of depth at most n. Let M consist of exactly one 
isomorphic copy of each minimal algebra in A of depth at most n. Since the 
quasi-variety A is locally finite, it follows that M is a finite set. Now assume 
that A is a minimal algebra in A of depth n + 1. We shall bound the size of A 
by proving that \A\ ^ k^\M\. 

By Lemmas 7.2.3 and 7.2.5, the ordered set Subi(A) is a tree of finite 
height. Let Y denote the greatest node of Subi(A) and let Uy denote the set 
of all upper covers of Y. Since A has depth n + 1, the set Uy is non-empty. 
For every S G Uy, define the set 

S^ :^{aeA\SC sgjs,{a)} 

and define the algebra S^ :== sgj!^{S^). 

Claim 1 For all S G Uy, the algebra S^ is minimal and has depth at most n. 
Let S G \iy. Since A has depth n + 1, the algebra S^ has depth at most n, 
by Lemma 7.2.9(ii). To see that S^ is minimal, let (/:? : S^ -^ B be an 
unbiased retraction. We want to show that (/? is an isomorphism. Without loss 
of generality, we can assume that B is a subalgebra of S^ and that ^\B — id^-
Using Lemma 7.2.9(i), we know that 5 is a node of Subi(S^). It follows by 
Lemma 7.2.10(i) that 5 C B, with ip{S) = S and ^'^{S) - S. 

We will be applying the results in Lemma 7.2.7 many times throughout 
this proof, with Z : - Y. By 7.2.7(i), the set B+ := B U {A\S^) forms a 
subalgebra of A. In order to use the minimality of A, we want to define an 
unbiased retraction 

(/̂ "̂  : A -» B"^ by ip'^ :— (p U id^^^^A. 

Since 5^ C S^, we have A = S^ U {A\S^). We know that A\S^ is a 
subuniverse of A, by 7.2.7(i), and that S^ D {A\S^) = Y C S,by 7.2.7(ii). 
Since 5 C S, we must have (p\s — id^. It follows that Lp~^ is a well-defined 
homomorphism. We have ip'^ f̂ + = id^+, and thus (p~^ is a retraction. 
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We now want to show that ip'^ is unbiased. The inclusion map L : B"^ -̂> A 
is a coretraction for (̂ "̂  with image S+. So choose some a G ^ \ 5 " ^ . Then 
a E S^ C. S^, Since (̂  is unbiased, there is a coretraction V̂  : B -̂̂  S^ for (/P 
such that a G '0(^). Since S C B.v^t have (̂  o /̂̂ f̂  = id5. As 9:?""̂ (5) = 5 
and ^\s — id^-, this impHes that '̂ f̂  = id^. We know that 

Bf^{A\S'') C 5 ^ n ( y l \ 5 ^ ) C 5 . 

So we can define V̂"̂  : B+ —> A b y ^ ^ :== V̂  U idyi\5A. As 

(̂ + o ?/;+ = ((/; o ̂ ) U id^\5A = id^+ , 

the homomorphism -̂ "̂  is a coretraction for 99"̂  with a G '0(5) C '0+(5+). 
Thus (̂ "̂  : A -^ B"^ is an unbiased retraction. The algebra A is minimal, 
and therefore ip'^ is an isomorphism. This implies that ^ is an isomorphism, 
whence S^ is minimal. 

Claim 2 There do not exist S,T e Uy, with S ^ T, for which there is an 
isomorphism (/; : S^ -̂» T^ such that (^fy = idy. 

Let S,T e Uy with S ^T. Suppose there is an isomorphism ip \ S^ "-^T^ 
such that 'P\Y = idy. Since A\S^ is a subuniverse of A, by 7.2.7(i), and 
S^ n {A\S^) — F , by 7.2.7(ii), we can define the homomorphism 

' 0 : A - ^ A by ^IJ \— ip\J id̂ ^̂ -A . 

By symmetry, we can define ^ : A —> A by ^ := (̂ "^ U id^\7-A. 
The set A* := A\S^ is a subuniverse of A. We must have S^ r\T^ = 0 , 

by 7.2.7(iii), and therefore 

(^(5^) ^ T^ = y u T^ c A\S^ - A*, 

using 7.2.7(ii). It follows that ?/; : A -» A* is a retraction with 7/̂  f̂* = id/i*. 
The inclusion homomorphism ^ : A* "̂ -̂  A is a coretraction for -0 with image 

A* — A\S^, The homomorphism ^ f̂̂ * : A* -^ A is a coretraction for ip with 
image <̂ (A*) D 5^. Thus 7/; : A -» A* is an unbiased retraction. But -0 is not 
one-to-one, as 

i^{S^) C ^* - A\S^ = HA\S^). 

This is a contradiction, since A is minimal. 

We can now prove that \A\ < A: |̂M|. Using 7.2.7(iv), we have 

A = |J{ 5^ I 5GUy}. 
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By Claim 1, for all S E IXy, there must be a minimal algebra B G M such that 
S^ ^ B. So 15^! ^ k, for each S G Uy, We need to bound the size of Uy. 

Let B G M and assume that 5, T G Uy, with S ^ T, such that there are 
isomorphisms (/p̂ - : S^ <̂-» Bandipj. : T^ -̂» B. Then there is an isomorphism 
ip-^ o (̂ ^ : S^ -» T^. We have Y C S C S^ mdY CT CT^. By Claim 2, 
we must have ^^^ o ^^fy 7̂  idy. So (Ps\y ¥" VT\Y^ ^^^ therefore y 7̂  0 . 
Thus (ps\y : Y -̂> B and (/p̂ f̂y : Y -̂̂  B are distinct embeddings. There are 
at most \B\ ways to embed the one-generated algebra Y into B. So 

\{S eUy I S ^ ^ B } | ^ \B\ ^k. 

It follows that \Uy\ ^ k\M\. We have shown that | 5 ^ | < k, for each S G Uy, 
and so 

1̂ 1 = | U { ^ ^ \SeUy}\ ^ X ^ d ^ ^ l | 5 G U y } ^k^\M\. 

Thus there is a finite upper bound on the sizes of the minimal algebras in A of 
depth at most n + 1. 

We know that Subi(A) has height at most | F M ( 1 ) | , for all A G ^l, by 
Lemma 7.2.5. So algebras in yi can have depth at most | F M ( 1 ) | . It now follows 
by induction that there is a finite upper bound on the sizes of the minimal algebras 
in A. Hence, up to isomorphism, there are finitely many minimal algebras in A, 
all of which are finite. I 

We can now show that a finite unary algebra is dualisable if it is linear. 

7.2.12 Theorem Every finite linear unary algebra is dualisable, 

Proof Let M be a finite linear unary algebra and define A := ISP(M)- Let 
S consist of exactly one isomorphic copy of each minimal algebra in A, Then 
S is a finite set of finite algebras, by Lemma 7.2.11. So we can choose n e UJ 
large enough so that n ^ 4 and n ^ |yi(B,M)|, for all B G S. Define an 
alter ego of M by M := {M\Rn,T). Let A be a finite algebra in A and let 
a : D(A) —> M be a morphism. By the DuaHty Compactness Theorem, 1.4.2, 
it will follow that M yields a duality on A once we have proven that a is an 
evaluation. 

There is an unbiased retraction (̂  : A -» B, for some minimal algebra B 
in !B. Let {7/;̂  : B -̂> A | z G / } be a set of jointly surjective coretractions 
for (p. We want to show that ipi{B) is a support for a, for some z G / . To do 
this, we can assume that a is not constant. We will find some S G Subi(A) 
such that 5 is a support for a. For each S G Subi(A), define 

S"" ~{aeA\ 5CsgA(a )} . 
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During this proof, we shall say that a set 5 G Subi (A) is a hold for a if there 
exist y,z e A{A, M) such that a{y) ^ a{z) and A\S^ C eq(?/, z), 

By Lemma 7.2.3, the ordered set Subi (A) is a tree with minimum ele­
ment 0 . We have 0^ — A and we are assuming that a is not constant. So 
0 is a hold for a. Since Subi (A) is finite, there is some S G Subi (A) such 
that 5 is a hold for a and there is no upper cover of S in Subi (A) that is also 
a hold for a. There are homomorphisms y,z e yi(A, M) with a{y) ^ a{z) 
m(^A\S^ Ceq{y,z). 

To see that 5 is a support for a.ltiw^x e A{A, M) such that w\g = x\g. 
Let T i , . . . , T/c be the upper covers of S in Subi (A), where k e cu. We now 
define a sequence WQ, .,. ,Wk of homomorphisms in yi(A, M). First define 
WQ := w. Then, for each i G {0 , . . . , A: — 1}, we can define 

by Lemma 7.2.7(i), (ii). Since 

s^ c 5 u r f u.-.ur^f, 

it follows that Wk f̂ A — x\gA, 
The map a : yi(A, M) —> M preserves the relations in Rn. By the Preser­

vation Lemma, 1.4.4, there is some a e A such that a is given by evaluation at 
a on {wk: X, y, z}. We must have a G 5^, as 

y{a) = a{y) ^ a{z) = z{a) 

and ^ \ 5 ^ C eq{y, z). Since Wk \s^ = ^\s^^ ^ îs implies that 

a{wk) = Wk{a) == x(a) =^ a{x), 

For each i G {0 , . . . , A: — 1}, we have a{wi) = a{wi^i), as T^+i is not a hold 
for a and -A\T^^i C eq{wi, Wi-^i). Therefore 

a{w) = cx{wo) = • • • = cx{wk) — a(x), 

whence 5 is a support for a. Since S G Subi (A) and the maps in the set 
{^pi : B "—> A \ i e 1} are jointly surjective, we must have S C ipj{B), for 
some j G / . 

We have shown that there is some j G / for which ipj (B) is a support for a. 
By the Preservation Lemma, the map a is given by evaluation at some b e Aon 
the set {tc o 99 I w G yi(B, M) }. We will show that a is given by evaluation 
at ipj o if{h) G A. Let x G yi(A, M). As (/9 o T/;̂ - = id^, we have 
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Therefore 

a[x) — a{x o ipj o (f) = X o ̂ /jj o Lp{h) — x{t/jj o (p{b)), 

Thus a is an evaluation. I 

The main result of this chapter follows immediately from Lemma 7.2.1 and 
Theorems 7.2.12 and 7.1.6. 

7,2.13 Theorem A finite algebra is inherently dualisable if and only if it is of 
small type. 

13 Linear unary algebras are strongly dualisable 

Building on the results of the previous section, we conclude this chapter by 
proving that all finite linear unary algebras are strongly dualisable. By the EAO 
Theorem, 1.5.4, it suffices to prove that all finite linear unary algebras have 
enough algebraic operations. It will be easy to accomplish this once we have 
proved the following technical lemma. The proof of this lemma is an induction 
on the depth of unary algebras, as defined in the previous section. 

A homomorphism (̂  : A -^ B is called a subretraction if B ^ A and 
^\B — id^. Every subretraction is a retraction, with the inclusion map as a 
coretraction. 

7.3.1 Lemma Let M be a finite linear unary algebra. Then there is a function 
f \ uo —^ LO for which the following condition holds: 

for all finite algebras A ^ B ^ C m E§P(M), there exists a subretraction 
V9 : C -^ D, with A ^ D ^ C, such that ip{B) C B and \D\ ^ f{\A\). 

Proof Define A :— ISP(M). For each k e to, let Ak consist of exactly one 
isomorphic copy of each algebra in A of size at most k. Since A is locally 
finite, the set Ak is finite, for each k e u. 

For each n E UJ and each function / : cj —> cj, define the condition C{n^ f) 
as follows. 

C{n^ f) For all finite algebras C in A of depth at most n and all A^B C C, 
there is a subretraction 99 : C -» D,for some D ^ C, such that 

(i) (f is one-to-one on every one-generated subalgebra of C, 
(ii) AC D and ip{B) C S, 

(iii) \D\^f{\A\). 

If we can find some f : cu —^ co such that C{n, f) holds, for all n e u, then we 
will have proved the lemma. 
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We will first define a sequence /o, / i , 72, • • • of order-preserving functions 
on Lo such that condition C(n, fn) holds, for each n G cj. We will define these 
functions inductively. 

We begin by defining the constant function /o : cj —> cj by 

/ O ( A : ) : - | F M ( 1 ) | , 

where F M ( 1 ) is the one-generated free algebra in yi. To see that C(0, /o) holds, 
choose any C in yi of depth 0 and let A^B C. C, Then idc : C -^ C is a 
subretraction. The map idc is one-to-one, with A C. C and idc(B) C B. As 
C has depth 0, we know that C is one-generated, by Lemma 7.2.8. Therefore 
\C\ < | F M ( 1 ) | = /o(l^l). Thus condition C(0, /o) is satisfied. 

Now let n G cj and assume that we have already defined an order-preserving 
function fn'.ou^uj such that C(n, fn) is satisfied. Define /n+i : a; -^ CJ by 

fn+i{k) := fnik) • {k + | F M ( 1 ) | • i^/4fc)| • 2 '̂̂ ('=)). 

Then fn+i is order-preserving, since fn is order-preserving. 
We wish to show that condition C(n + 1, /n+i) holds. To this end, let C be 

a finite algebra in A of depth at most n + 1, and let A,B C C. Since C{n, fn) 
holds and fn ^ /n+i» we need only consider the case where C has depth n + 1 . 

By Lemma 7.2.3, the finite ordered set Subi(C) is a tree. As in the proof 
of Lemma 7.2.11, we let Y denote the greatest node of Subi(C) and let Uy 
denote the set of all upper covers of Y, Since C has depth n + 1, the set Uy is 
non-empty. For every 5 G IXy, define 

5 ^ - { c G C | 5 C s g c ( c ) } 

and S^ : - sgc(5^) . Then Y CS CS^, for all S G Uy, 
Consider some S G Uy. By Lemma 7.2.9(ii), the algebra S^ has depth at 

most n. So, as we are assuming that C(n, fn) holds, there is a subretraction 
(fg : S^ -^ D^, where D^ ^ S^ ^ C, such that 

(i)s (Ps ^^ one-to-one on every one-generated subalgebra of S^, 

(u)s AnS^ CDs and ips{B n 5^) C S n S^, 

(m)s \Ds\^fn{\AnS^\), 

We know that Y" is a node of Subi(S^), using Lemma 7.2.9(i). So it follows 
thaty C L)^, by Lemma 7.2. lO(ii). Thus(/9^fy = idy, as (/P^ is a subretraction. 

We want to 'combine' the subretractions in {(/̂ ^ : S^ ^ D^ | S G Uy } to 
form a subretraction (/? : C -^ D, for some D ^ C. But we will need to bound 
the size of the algebra D by some function of the size of A. 
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Define the set 

Define the equivalence relation = on Uy \S/i by 5 = T if and only if there 
is an isomorphism from D5 onto D T that fixes each element of Y and maps 
Ds n B onto DT H B, Choose a transversal T of the blocks of =. 

For each pair (5, T) ^^ with 5 7̂  T, fix an isomorphism 77^̂  : D^ -̂̂  D T 
such that 

?7^^fy==idy and r]grj.{Ds H B) = DT H B, 

For each S G UY\§A^ we define 77̂ ^ := idos-
Now we can define the subuniverse D of C by 

D:=(j{Ds\Se§A}u(j{DT\Te7}. 

Since Y C Ds, for all S G IXy, we must have Y C D. We want to define the 
subretraction (/P : C -» D by 

V '^=[j{vs\Se§A}u[j{vsT^^s\Te7mdSeT/=]. 

During the four claims that follow, we first show that (/? is a well-defined sub-
retraction, and then use (p to show that condition C{n + 1, /n+i) holds. 

Claim 1 The relation (pis a well-defined subretraction. 

The domain of (p is 

U { 5^ I 5 G SA } U U { 5^ I r G Tand 5 G r / = } 

= U { S^ I 5 G Uy } = C, 

by 7.2.7(iv). The range of (p is D. We now want to show that (p is well defined. 
For all S,T eUy with 5 7̂  T, it follows from 7.2.7(iii) that S^ nT^ = Y. 
We know that (psly — idy, for all S G Uy, and that 77^^fy — idy, for all 
(5, T) G =. Thus (/? is a well-defined surjection. 

For each S G Uy, the map ip^ î  ^ subretraction, and so ip^ \j^^ — idjj^. For 
each r G T, we have r\j.rj. o ^P^IDT ~ '^^DT- Thus ip fixes each element of its 
range D, which implies that (/:? is a subretraction. 

Claim 2 The map (p is one-to-one on all one-generated subalgebras of C. 

For all S G Uy, the map ip^ is one-to-one on every one-generated subalgebra 
of S^, by (i)^. The map 77 ĵ. is an isomorphism, for all {S,T) G =, by 
construction. So (p is one-to-one on all one-generated subalgebras of C. 
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Claim 3 We have A C D and (p{B) C B. 

To see that ^ C D, let a G A. Since AcC = [j{S^ \ S eUy}, there is 
some S GUY such that a € 5^. By 7.2.7(ii), we get a G 5^ = y U S'^. Since 
we know that y C D, we can assume that a e S^. Then AD S^ j^ 0, and so 
S € 8^. Thus ae An S*' CDs CD,by (n)s-

We now want to show that <^{B) C B. For all S G lly, we have 

again by (ii)^. This gives us 

VsT ° "PsiB n 5*) c vsri^s r]B) = DTnB cB, 

for all (5, T) G s . It follows that ip{B) C B. 

Claim 4 We have p | ^ fn+i{\A\). 

For each 5 G Uy, we know that l^^l ^ fn{\A n 5^|), by (iii)5. Since fn is 
order-preserving, this impUes that \Ds\ ^ /n( |^ | ) , for all 5 E Uy, 

To bound the size of the algebra D, we need to bound the sizes of the set 
§A and the transversal T. Using 7.2.7(ii)-(iv), the set { 5^ | 5 G Uy } forms 
a partition of C\Y. This gives us 

| S A | - \{SeUy\AnS''^0}\^ \A\. 

We will now bound the size of T. For all T G T, we have \DT\ ^ fn{\A\), 
and so D7- is isomorphic to a member of/IJ^Q^I). NOW let K G ^ /^ ( |A | ) î̂ d 
assume that there are isomorphisms ipj^^ : D^i "-» K and iprj.^ : 07̂ 2 ^^ K, 
for some Ti,r2 G T with Ti 7̂  r2. Then ^p:^^ o T/;̂ ^ : DT, ^ DTS is an 
isomorphism. 

We know that Y C DT^ C C and that y is a node of Subi(C) . So, by 
Lemma 7.2.10(ii), we must have ip^^ o i/jrj.^{Y) = Y. Now we can define the 
subuniverse YK of K by Y/^ \= il;j.^{Y) — "ip^^iY), 

Since Ti, T2 G T with Ti 7̂  T2, we must have Ti ^ T2. This tells us that 

i^T2 o i/j^Jy ^ idy or ^:^^o^|J^^{DT,nB)^DT,nB, 

We will consider these two cases separately. 

Case 1: ip^'^ o ipj.^ ("y 7̂  idy. The two isomorphisms ipj.^ fy : Y ^^ YK and 
^T2 \Y ''^ ^~^ ^K niust be distinct. Since both Y and YK are one-generated 
algebras in A, the number of different isomorphisms from Y to YK is at most 

I^KI ^ |i^M(i)l • 
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Case 2: ^:^^ o ipni^Ti H 5 ) ^ DT^ H B. This imphes that ipni^Ti H B) 
and ijjrj.^{DT2 H B) are distinct subsets ofK. Since |K| ^ /^( | A|), the number 
of distinct subsets of i^ is at most 2-̂ (̂l̂ l). 

It now follows that there can be at most | F M ( 1 ) | • 2-̂ (̂1̂ !) distinct members 
T of T such that D T is isomorphic to K. Since K was chosen from Af^(^\A\y 
this implies that 

m < i'A/n(|A|)|-|^M(l)|-2^"^"''^. 

Finally, we have 

|i?| ^ ^ { \Ds\ \Se§>A] + Y.{ \^T\ I T G T } 

^ U\A\) • 1̂1 + Um) • {\^M\A\)\ ' \FM{1)\ ' 2 -̂(l̂ l)) 
- /n+ i ( l^ l ) . 

So l^l ^ fn+i{\A\), as required. 

Via Claims 1 to 4, we have estabUshed that C{n + 1, /n+i) holds. Hence 
there is a sequence /o, / i , /25 • • • of order-preserving functions on cj such that 
condition C(n, fn) holds, for each n e oj. WQ know that algebras in A can have 
depth at most | F M ( 1 ) | , by Lemma 7.2.5. Thus we can define / :— / |FM(I) | ' 

and condition C(n, / ) holds, for all n e cu. Hence / satisfies the condition in 
the statement of the lemma. I 

The following general result links the technical condition in the previous 
lemma to enough algebraic operations. 

7.3.2 Lemma Let M be a finite algebra. Assume that there exists a function 
f : uj —^ CO for which the following condition holds: 

for all n G <^\{0} and all algebras B ^ A ^ M^, there is a subretraction 
(̂  : M^ -^ C, with B ^ C ^ M"", such that (p{A) C A and \C\ ^ f{\B\), 

Then M has enough algebraic operations. 

Proof Define A := ISP(M). Let B ^ A ^ M"", for some n G a;\{0}, and 
let /i : A -^ M be a homomorphism. By assumption, there is a subretraction 
(̂  : M"" -» C, with B ^ C ^ M"", such that ^{A) C A and \C\ ^ f{\B\). 
Using Lemma 4.1.1, there is a non-empty subset Z of yi(M^,M) such that 
Z separates the elements of C and \Z\ ^ \C\. Now define the subset Y of 
y i (M' ' ,M)by 

Y :— {z o (f \ z ^ Z}. 
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We have 

|yK|zK|CK/(|B|). 
To prove that M has enough algebraic operations, it remains to find a homo-
morphism h' : nY'(A) -^ M such that h' o nFf^ =: /if^. 

First, we want to define a homomorphism 

ry : n y ( A ) - > V9(A) by 7?(ny(a)) ~ (^(a). 

To see that 77 is well defined, let ai, a2 G A with nY'(ai) = ny(a2). Then, for 
all 2: G Z, we have ^ o (f{ai) — zo ip[a2). But Z separates the elements of C, 
So it follows that '^(a\) = ^[(12)^ whence 77 is well defined. 

Since v^(A) ^ A, we can define the homomorphism h! : nF(A) —> M by 
h! \—ho 7]. For all b e B^WQ have 

/i^ony(6) = hor]onY{b) - /io(^(6) = h{b), 

eis B C C = (p{M^) and (/P is a subretraction. Hence M has enough algebraic 
operations. I 

Each finite linear unary algebra is dualisable, by Theorem 7.2.12. So our 
final result follows from the previous two lemmas and the EAO Theorem, 1.5.4. 

7.3.3 Theorem Every finite linear unary algebra is strongly dualisable, 
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Dualisability is a rich and complex concept. In particular, dualisability of unary 
algebras is complex. We have shown that the dualisable and non-dualisable 
unary algebras are tightly entangled: 

• non-dualisable unary algebras can be built from dualisable unary algebras 
via natural algebraic constructions, such as taking products, coproducts or 
homomorphic images (Table 5.1); 

• there are many infinite ascending chains of unary algebras (under the subal-
gebra order) such that in each chain the algebras are alternately dualisable 
and non-duaUsable (Theorem 7.1.2); 

• there are arbitrarily long finite chains of unary algebras (under the inclusion 
order on their sets of operations) such that in each chain the algebras are 
alternately duaUsable and non-dualisable (Theorem 6,2.3); 

• adding a constant operation can alter the dualisability of a unary algebra, 
making a dualisable algebra non-dualisable, or making a non-dualisable al­
gebra dualisable (Example 6.3.3 and Table 3.1). 

The results above suggest that the class of unary algebras reflects much of the 
complexity of dualisability. Indeed, dualisability is more badly behaved within 
the class of unary algebras than it is in some other classes of 'more compUcated' 
algebras. For example, dualisability is preserved under taking finite products, 
subalgebras and homomorphic images in the variety of commutative rings with 
identity [14] and the variety of p-semilattices (Theorem 5.2.4). Within the 
class of graph algebras, every finite entropic algebra is dualisable [23]. But 
there are entropic unary algebras that are non-dualisable (Lemma 5.3.7 and 
Example 6.4.1). 
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Despite the complexity of dualisability for unary algebras, we found some 
large classes of dualisable unary algebras. We used two different approaches 
for proving that particular unary algebras are dualisable. As an illustration 
of these approaches, contrast the two different ways we proved that the four-
element unary algebra M = ({0,1, 2,3}; 0010, 0321), drawn in Figure 2.2, is 
dualisable. Firstly, in Example 2.2.13, we showed that M is dualisable because 
it has two very special binary homomorphisms. Secondly, in Theorem 3.2.10, 
we showed that the algebra M is dualisable because it is a one-kernel algebra 
and therefore the quasi-variety ISP(M) is very simple. 

The first general approach for proving dualisability, developed in Chapter 2, 
is to focus exclusively on a few nice algebraic operations that we can use in 
an alter ego for the algebra. This alter-ego approach is associated with general 
conditions on the algebraic operations of the algebra: 

• a finite algebra is dualisable provided it has a pair of algebraic lattice opera­
tions (Theorem 2.1.1); 

• a finite algebra is dualisable provided each of its elements is a strong idem-
potent of a binary algebraic operation (Theorem 2.2.3). 

In some sense, the alter-ego approach ignores most of the algebras in the quasi-
variety. 

The second approach for proving dualisability, used in Chapters 3 and 7, is 
to study all of the finite algebras in the quasi-variety and their homomorphisms 
into the generator, and to just let the alter ego take care of itself. This algebras-in-
the-quasi-variety approach is associated with conditions on the term functions 
of the algebra: 

• every finite one-kernel unary algebra is dualisable (Theorem 3.2.10); 

• every finite linear unary algebra is dualisable (Theorem 7.2.12). 

There is a natural generalisation of the two conditions above. Let us say that 
a unary algebra M has a chain of kernels if the kernels of M form a chain 
under set inclusion. It is easy to check that every one-kernel unary algebra has 
a chain of kernels, and that every linear unary algebra has a chain of kernels. It 
seems reasonable to conjecture that the finite unary algebras that have a chain 
of kernels may all be dualisable. 

The secondary theme of this text was strong dualisability. We proved some 
results that we hope will lead to a better understanding of strong dualisability 
and the subtle difference between it and full dualisability: 

• for three-element unary algebras, strong dualisability is equivalent to full 
dualisability and to a weak form of injectivity (Theorem 4.0.1); 
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• every finite zero-kernel or one-kernel unary algebra is strongly dualisable 
(Theorem 4.1.3); 

• every finite linear unary algebra is strongly dualisable (Theorem 7.3.3). 

In the appendix that follows, we prove in full the two general theorems (1.5.3 
and 1.5.4) used to obtain these results. Moreover, we introduce the concept of 
the 'height' of a finite algebra, and use it to give a new characterisation of strong 
dualisability. This provides a natural and transparent path to R. Willard's con­
cept of the 'rank' of a finite algebra, a somewhat technical sufficient condition 
for strong dualisability. 

As we write, the theory of natural dualities continues to evolve. For example, 
recent work on the Full versus Strong Problem is improving our understanding 
of full dualities [18-21]. Meanwhile, new topics are arising from within the 
theory. Workable descriptions of dual categories are very important to the 
utility of duality theory. Accordingly, there has been a recent push to develop 
a general theory of the axiomatic description of finitely generated topological 
quasi-varieties [10, 9, 28, 11]. This topic has taken on a life of its own, quite 
independent of its roots in the theory of natural dualities. 

Duality theory is also evolving in more fundamental directions. The defi­
nition of an alter ego can be extended by allowing into the type non-finitary 
algebraic operations and relations. This leads to the question: Ts there a finite 
algebra that cannot be dualised using only finitary relations, but that can be du­
alised using relations of arity less than K, for some infinite ordinal KT Similar 
questions apply to full and to strong dualisability. Several papers have appeared 
that consider dualisability in these infinitary versions [41, 45, 26, 14]. 

Up to term equivalence and isomorphism, there are only 2^ finite algebras. 
Thus, there is a smallest ordinal ii such that every finite algebra that is dualisable 
at all (via a set of possibly infinitary relations) is dualisable via relations of arity 
less than JJL. The ordinal /x is called the Hanf number for dualisability. There are 
known bounds on the Hanf number for dualisability within particular classes 
of algebras, but little is known in general [45]. 

There is still a great deal of scope for investigating dualisability and strong 
dualisability through unary algebras. There are many unsolved problems in 
natural duality theory for which unary algebras might be a valuable source of 
examples and counterexamples: for instance, the Finite Type Problem and the 
Full versus Strong Problem. It may even be possible to prove that, within the 
class of unary algebras, dualisability is undecidable. 
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Appendix: Strong dualisability 

Two important general results on strong dualisability were stated in Chapter 1 
and used extensively in Chapters 4 and 7; here we prove them. Along the way, 
we find that it is natural to introduce a new concept, the 'height' of a finite 
algebra. This provides us with a characterisation of strong duality and leads 
readily to the significant but technical concept of 'rank'. 

When is a duality strong? Assume we have established a natural duality 
based on a finite algebra M and an alter ego M. To find out whether this 
duality is strong, via the definition, we need to check whether every closed 
substructure of an arbitrary non-zero power of M is term closed relative to M. 
We would prefer to have alternative, simpler conditions under which a duality 
is strong. More particularly, we want finitary conditions. 

Clark, Idziak, Sabourin, Szabo and Willard [14] have a characterisation of 
strong duality that, although not finitary, does avoid the concept of term closure; 
see Theorem 1.5.3. We relied on this characterisation in Chapter 4, to show that 
some three-element unary algebras are not strongly dualisable. In Section A.2, 
we present a direct proof of their characterisation. 

Starting from this characterisation of strong duality, we begin a journey 
that takes us first to the concept of 'enough algebraic operations', a concept 
that provides a finitary sufficient condition under which a dualisable algebra is 
strongly dualisable; see the EAO Theorem, 1.5.4. This condition, introduced by 
Lampe, McNulty and Willard [45], was used extensively in Chapters 4 and 7. 
In Section A.4, we present a direct proof that every dualisable algebra with 
enough algebraic operations is strongly dualisable. Indeed, we put the concept 
in a more general setting to obtain a stronger result. 
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The concept of 'enough algebraic operations' was born of R. Willard's more 
technical notion of 'rank' [65], We finish this text with a new way to motivate 
and develop rank. En route, we introduce the new concept of the 'height' of 
a finite algebra, and use this concept to give a new necessary and sufficient 
condition under which a duality is strong. A small step from height takes us 
to our final destination, the notion of rank, which provides a finitary sufficient 
(and nearly necessary) condition under which a duality is strong. 

A.l Term-closed sets 

The concept of term-closed sets, together with some of their important prop­
erties, was first presented by Clark and Krauss [15]. We briefly introduced 
term-closed sets in Chapter 1. Since they play a pivotal role in the theory of 
full and strong dualities, we give a slightly expanded introduction here. 

Fix a finite algebra M and a non-empty set S. Let FM{S) denote the set 
of all S'-ary term functions of M- For each 5 G 5, we use TTS : M^ -^ M to 
denote the 5th projection function. Then FM{S) is the underlying set of the 
subalgebra F M ( S ' ) of M ^ ^ generated by {TT, : M^ ^ M | s G 5 } . In 
fact, the algebra F M ( S ' ) is the 5-generated free algebra in the quasi-variety 
I§P(M), with the projection functions as the free generators. 

A subset X of M^ is said to be term closed (relative to M) if, for each 
y G M^\X, there are term functions ti , 2̂ G FM{S) that agree on X but differ 
aty. 

A.1.1 Example Let M be a finite algebra and let A belong to the quasi-variety 
A ~ ISP(M). Then the set A{A, M) of all homomorphisms from A into M 
is a term-closed subset of M^. To see this, choose some y G M^\yi(A, M). 
Since y : A -^ M is not a homomorphism, there must exist an n-ary term r of 
the type of M, for some n e UJ, and ao , . . . , a^-i G A such that 

y ( r (ao , . . . , a^-i)) 7̂  r (y(ao) , . . . , y{an-i)). 

The A-ary term functions 

^1 — 7r^(ao,...,an-i) ^^d ^2 — T ( 7 r a o , . . . , 7 r a ^ _ i ) 

of M agree on / l (A, M) but differ at y. 

Our first easy lemma gives an alternative definition of term-closed sets. 

A.1.2 Lemma Let M be a finite algebra and let S be a non-empty set. A 
subset X of M^ is term closed if and only if it is an intersection of equalisers 
of S-ary term functions of M. 
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Using the preceding lemma, the set of all term-closed subsets of M'^ is closed 
under arbitrary intersections. Thus, for each subset X ofM^, there is a smallest 
term-closed subset of M^ containing X, which we call the term closure of X 
(relative to M) and denote by tCM(X). We shall be using the description of 
term closure provided by the next easy lemma. 

A.1.3 Lemma Let M be a finite algebra and let S be a non-empty set. For 
each subset X of M^, the term closure tcM(-^) consists of all y G M^ that 
satisfy 

forallti,t2 e FM{S). 

The following is a special case of a result in the Clark-Davey text [8, 3.1.3]. 

A.1.4 Lemma Let M be a finite algebra and let M be an alter ego of M. 
Let X be a subset of M^,for some non-empty set S. Then the term closure 
tcM (-^) is the underlying set of a closed substructure of M.^, 
Proof We will sketch the proof. The term closure tcM (-^) is an intersection of 
equalisers of 5-ary term functions of M. Every S-avy term function of M has 
a finite support, and so is continuous. Therefore an equaliser of term functions 
is topologically closed, whence tcM(^) is topologically closed. It is easy to 
see that tcM (X) is closed under all the algebraic partial operations on M, since 
term functions and homomorphisms commute. I 

When working with strong dualities, we need to take some care with regard 
to nullary operations. Our next lemma will clarify the situation, but first we 
introduce some notation. 

Let M = (M; G, H, i?, T) be an alter ego for our finite algebra M- We 
use [G U H] to denote the enriched partial clone generated by G U H, and 
refer to it as the enriched partial clone of M. The set [G U H] is generated 
by composition from the operations in G, the partial operations in H, and all 
finitary projections on M. (When composing partial operations, the maximum 
possible domain is taken for the composition.) The adjective enriched is used 
to emphasise the fact that the usual notion of partial clone has been enriched by 
allowing nullary operations. For all k e u, the set of /c-ary partial operations 
in [G U H] is denoted hy[GUH]k- We refer to the text by Clark and Davey [8] 
for the formal definitions. 

According to our naming convention, an algebraic operation on M niust 
be a total operation, but an algebraic partial operation on M does not have to 
be a proper partial operation. All operations, including nullaries, are included 
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amongst the partial operations. For emphasis, we will occasionally refer to 
algebraic operations on M as algebraic total operations on M. 

The following easy lemma is a slightly expanded version of a result from 
Clark and Davey's text [8, 3.1.2]. Note that the empty structure belongs to the 
topological quasi-variety ]IScP^(M) if and only if there are no nullary operations 
in the type of M. 

A.1.5 Lemma Let M = (M; G, H, R, T) be an alter ego of a finite alge­
bra M. Then the following are equivalent: 

(i) for each non-empty set 5, the zero-generated substructure of M is term 
closed', 

(ii) the dual D(l) is the zero-generated substructure of M \ where 1 is the 
one-element algebra M^; 

(iii) every nullary algebraic operation on M belongs to [G U i7]o; 

(iv) every element of M that determines a one-element subalgebra of M is 

the value of a nullary term function of M. 

For brevity, we say that M strongly dualises M if the structure M yields a 
strong duality on the quasi-variety ISP(M). 

A.1.6 Corollary Let M be an alter ego of a finite algebra M. If M strongly 
dualises M, then each element of M that determines a one-element subalgebra 
of M must be the value of a nullary term function of M. 

A.2 Term closure via duals 

In this section, we present a proof of the characterisation of strong duahty, 
obtained by Clark, Idziak, Sabourin, Szabo and Willard [14], that is given in 
Theorem 1.5.3. We shall take a direct route to this result that requires the notion 
of term-closed sets only. An alternative route, via hom-closed sets, is given by 
Davey, Haviar and Willard [21], 

Recall that, whenever we have A ^ M ^ and x G X, we use px \ A -^ M 
to denote the restriction of the projection TXX ' M^ —^ M. 

A.2.1 Lemma [14, 3.9] Let M be a finite algebra and let M be an alter ego 
of M. Let X be a subset of M^,for some non-empty set S. Then there exists 
a subalgebra A of M ^ and an embedding u : D(A) ^-^ M.^ such that 

(i) i^ipx) = x.for all x 6 X, and 

(ii) the image of v is the term closure of X in M^. 
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Proof Define the quasi-variety A := ISP(M), The set 

A:={t\x\teFM{S)} 

forms a subalgebra A of M ^ . (This is true even if X is empty.) We want to 
show that we can define an embedding u : D(A) -̂> M*̂  by 

iy{z){s) ~ z{7Ts\x)^ for all 2; G yi(A,M) and 5 G S. 

It is straightforward, but tedious, to prove this directly. Alternatively, we can 
use a few basic results from the text by Clark and Davey [8]. 

It is easy to check that (f : F M ( 5 ' ) -» A, defined by (p{t) :== t\x, is a 
surjective homomorphism. So the morphism B{(p) : D(A) —̂> D ( F M ( 5 ' ) ) 

is an embedding [8, 1.5.3]. Let ip : D ( F M ( 5 ' ) ) "-^ M^ be the isomorphism 
givQnhy IIJ{W){S) :=w{7Ts)Jova\\w eA{FM{S),M) and 5 G 5 [8, 2.2.1]. 
We have now constructed the embedding ip o D{ip) : D(A) —̂> M" .̂ For all 
z G yi(A, M) and 5 G 5, we have 

iy{z){s) = z{7rs tx) ^ ^ o (p{7rs) = i){z o(f){s) = ^/JO D{ip){z){s). 

Thus u — ip o D((/9), whence v is an embedding. 
To prove claim (i), let x G X. (For (i), we only need to consider the case 

where X is non-empty.) For all 5 G 5, we have 

So i^ipx) — X, and therefore (i) holds. 
To prove claim (ii), we begin by showing that tcM(-X) Q ^(*^(A,M)). Let 

y e tcM(X) ^ M^, Then, for all ti,t2 E F M ( 5 ' ) , we have 

h\x = t2\x = ^ h[y)^t2{y), 

by Lemma A.1.3. It follows that Zy \ A -^ M, given by Zy{t\x) '= t{y), for 
all t G F M ( 5 ) , is a well-defined homomorphism. So 

Ty{Zy){s) = Zy{7Ts\x) = TTsiy) ^ y{s), 

for all s e S, whence iy{zy) = y. Thus y G z^(yi(A, M)). 
Finally, we show that u{A{A,M)) C tcM(X). Let y G u{A{A,M)); say 

y = iy{z), where z G yi(A,M). In order to estabhsh that y G tcM(X), we 
must show that, for all ti , 2̂ ^ FM{S), we have 

ti\x = t2\x "=^ ti{y) =t2{y). 
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Assume that ti and t2 are 5-ary term functions of M. Then there is some n e uj 
for which there are n-ary terms ri and T2 of the type of M and 5o, . . . , Sn-i G S 
such that 

ti = ri(7rso,.. .,7rs^_J and t2 = r2(7rso,.,. ,7r5^_ J . 

Therefore, since y = i>{z) G M^, we have 

h{y) = n(7r5o,..., ̂ sn-i){y) = n {y{so),..., y{sn-i)) 
= Ti {iy{z){sQ), . . . , u{z){Sn-l)) =- Ti {z{7Tso \x)^ " ' ^ ^i^Sn-i \x)) 

= Z{TI{7TSO \X^ ' • '^T^sn-i \x)) = z{ri{7Tso, • • • , ^ s ^ - i ) f^) 

Similarly, ^2(2/) = ^{hlx)- So, if ti f̂  == t2fx' then ti{y) = ^2(2/). Thus 
y G tcM(X). We have shown that tcM(X) — i/(yi(A, M)). Hence claim (ii) 
holds. I 

The following lemma can be extracted from the Clark-Idziak-Sabourin-
Szabo-Willard paper [14], but was first stated explicitly by Davey, Haviar and 
Willard [21]. 

A.2.2 Lemma Let M be a finite algebra and define A := ISP(M). Let A 
be a subalgebra of NL^, for some set I, For each subset X of yi(A, M), the 
following are equivalent: 

(i) X is term closed in M^ and contains the set { pi : A -^ M \ i ^ I } of 
projections', 

(ii) X is term closed in M^ and separates the elements of A', 

(iii) X is equal to A{A^ M). 

Proof Let X be a subset of yi(A, M). The implication (i) =4> (ii) is trivial. 
Since yi(A, M) is term closed in M^, by Example A. 1.1, we have (iii) ^ (i). 
To prove that -1 (iii) ^ -1 (ii), assume that X ^ ^^(A, M) and that X is term 
closed in M^, We need to show that the homomorphisms in X do not separate 
the elements of ^ . 

There is some y G y i (A,M)\X. Since X is term closed in M^, there 
are A-ary term functions ti and 2̂ of M that agree on X but differ at y. This 
implies that there exists some n G cj for which there are n-ary terms ri and T2 
of the type of M and ao , . . . , a^-i G A such that 

t̂  rrr ri(7rao,... ,7ra^_i) and 2̂ == r2(7rao, • • • ,7ra^_i). 
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Define the elements 61 :— r i (ao , . . . , dn-i) and 62 '— T2(ao,..., an-i) 
of A. Then, for all z e A{A, M), we have 

z{bi) = 2:(ri(ao,.. . ,an-i)) = n (^(ao),. . . , ^(an-i)) 

and, by symmetry, z{b2) — t2(^). 
For all X G X C yi(A, M), we have 

x{bi) = ti{x) =: t2{x) = x(62), 

as ti and 2̂ agree on X. So bi and 62 are not separated by the maps in X, But 

y{bi) = ti{y)^t2{y) = y{b2), 

which implies that bi =?̂  62- Therefore X does not separate the elements of A, 
giving -1 (iii) => -1 (ii). I 

By combining the previous two lemmas, we obtain an important result due 
to Clark, Idziak, Sabourin, Szabo and Willard. 

A.2.3 Dual Generation Theorem [14, 4.8] Let M be a finite algebra and let 
M be an alter ego of M. The following are equivalent: 

(i) each closed substructure of each non-zero power of M is term closed', 

(ii) for each set I and each subalgebra A 0/ M , the closed substructure 
of M generated by the set { pi \ A —^ M \ i £ I} of projections is 
term closed', 

(iii) for each set I and each subalgebra A of M , the closed substructure 
of D(A) generated by the set { pi : A —^ M \ i E I} of projections is 
D(A) itself', 

(iv) for each algebra A in ISP(M), the only closed substructure of D(A) 
that separates the elements of A is D(A) itself 

Proof The two implications (i) =^ (ii) and (iv) => (iii) are easy. The implication 
(ii) => (iii) follows from (i) => (iii) of the previous lemma. The implication 
(i) => (iv) follows from (ii) => (iii) of the previous lemma. It remains to prove 
that (iii) => (i). 

Assume (iii), and let X be a closed substructure of M* ,̂ for some non-empty 
set S. Let A ^ M ^ and u : D(A) ^ M*̂  be as given by Lemma A.2.1. 
Then u~^(X.) is a closed substructure of D(A). Since u~^{X.) contains the 
projections, by A.2.1(i), our assumption tells us that u~^{X.) =^ D(A). Since 
X ^ ^(D(A)), again by A.2.1(i), it follows that X - i^(D(A)). Thus X is 
term closed, by A.2.1(ii), whence condition (i) holds. I 
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We can obtain Theorem 1.5.3 as a corollary of the preceding theorem, just 
by using the definition of a strong duality. 

A.3 The Inverse Limit Lemma at work 

Our ultimate aim is to produce a sufficient condition for a duality to be strong 
that depends only upon the finite algebras in the quasi-variety. The Inverse 
Limit Lemma will play a vital role in this process. 

Let X> = (P; ^) be a directed ordered set. (This means that the set V is non­
empty and that each pair of elements in V has an upper bound in T>.) Assume 
that we have a collection of sets {Fi\i e.V} indexed by V, Assume that we 
also have a collection of connecting maps { 7 -̂  : Fj ^ Fi\ j '^ I'mT)} such 
that 

7.. - idF, and k^j^i = ^ 7̂ .̂  o j ^ . - 7^., 

for all z, j , k eV. Such a system of sets and maps is called an inverse system. 
The inverse limit of this system S is defined to be the subset of the product 
Yl{Fi | zGP}g ivenby 

lim<S :={ze mF^ \ieV}\ {\/iJ eV){j^i^ lj^{z{j)) = z[i)) }. 

(Inverse limits also have a universal-mapping characterisation [46].) 
The following result is an easy consequence of Tychonoff's Theorem on 

products of compact topological spaces [8, 1.3.3]. 

A.3.1 Inverse Limit Lemma The inverse limit of an inverse system of finite 
non-empty sets is non-empty. 

Next we will give a hand-wavy description of a typical strategy for using 
the Inverse Limit Lemma to lift a property up from finite algebras to arbitrary 
algebras. Throughout the rest of this appendix, we shall write B <C A to denote 
the fact that B is a finite subalgebra of A. 

A.3.2 Inverse Limit Lemma Strategy Let M be a finite algebra and let A 
be an infinite algebra in ISP(M). 

• Assume that, for all B <C A, we have a finite non-empty set F B of objects 
defined on B. For example: for each B <C A, the set F^ might consist of a 
finite number of tuples of homomorphisms from B to M. 

• Assume further that, given B ^ C <C A, every element x of FQ can be 
'restricted' to B, and thereby produce an element 7 C B ( ^ ) ^^ ^ B - In our 
example: for B ^ C <C A, we define the connecting map 7^3 : Fc —> F B 
by 7 C B ( ( ^ 0 , . . • , Xk-l)) ~ {XQ f̂ , . . . , Xk-l \B)' 
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• The quasi-variety ISP(M) is locally finite, and so every finitely generated 
subalgebra of A is finite. Thus P : = { B | B < C A } forms a directed set X> 
under the subalgebra order. The collection { F B | B < A }, together with 
the connecting maps { ^^^ | B ^ C <C A }, forms an inverse system S of 
finite non-empty sets. So the inverse limit Iim<S is non-empty. 

• The algebra A in ISP(M) is the union of its finite subalgebras. Since X> is 
directed, an element of the inverse limit lim < S C J ~ [ { F B | B < C A } will de­
termine an object defined on A. In our example: if (^g Q, . . . ,^g ;._^)BGr>is 
an element of the inverse limit, then we can define the /c-tuple (2:0,..., Zk-\) 
of homomorphisms from A to M by 

^ J - U { ^ B , ; | B « A } , 

for all j G {0, . . . , / c - 1}. 

This strategy has already been applied successfully in the theory of natural 
dualities. The text by Clark and Davey gives two proofs of the Duality Com­
pactness Theorem, 1.4.2, one due to R. Willard [8, 2.2.11] and the other due to 
L. Zadori [8, 10.6.4]. The two proofs are quite different, but both use variants 
of this Inverse Limit Lemma Strategy. 

Now let M = (M; G, H, R, T) be a structure that we hope will strongly 
dualise a finite algebra M. We want to show that each closed substructure 
of each non-zero power of M is term closed. Using the Dual Generation 
Theorem, A.2.3, we can focus our attention on the closed substructure generated 
by the projections within each dual. In the next section, we shall develop an 
internal description of the generation of closed substructures within powers 
of M. We will need to 'construct' maps that belong to the algebraic closure of 
the topological closure of a subset of the power. We end this section with an 
application of the Inverse Limit Lemma Strategy that will do most of the work 
for us. 

First, consider a subset Z of some structure X ^ M* ,̂ where 5 is a non-
empty set. We denote the closure of Z under the operations and partial oper­
ations in G^ U H^ by [G U H]{Z), and refer to it as the algebraic closure 
of Z (in X). This notation is consistent with our definition of [G U H] as the 
enriched partial clone of M, since the closure of Z under { p-^ | p G [G\JH]] 
is equal to the closure of Z under G^ U H^. 

As usual, the topological closure of Z in X will be denoted by Z. Indeed, 
whenever Z C M* ,̂ for some finite set M, we will use Z to denote the topo­
logical closure of Z under the product topology induced on M^ by giving the 
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set M the discrete topology. The following lemma encompasses all we shall 
need to know concerning topological closure in duals. 

A.3.3 Topological Closure Lemma [8, B.6] Let M be a finite algebra and 

let A belong to A ~ ISP(M). Assume Z C yi(A,M) and x G yi(A,M). 
The following are equivalent', 

(i) X G Z; 

(ii) for each finite subset B of A, there exists z ^ Z such that X\Q — Z\'Q\ 

(iii) for all B <^ A, there exists z E. Z such that X\Q = z\Q, 

Proof The equivalence of (i) and (ii) is a simple consequence of the definition 
of the product topology on M^, when we take the discrete topology on M. 
Since M is finite and A G ISP(M), every finitely generated subalgebra of A 
is finite. Hence (ii) is equivalent to (iii). I 

The following simple lemma allows us to give a diagrammatic interpretation 
of the conditions that arise. For every A G ISP(M) and all homomorphisms 
2:0,..., Zk~i : A —> M, where k E co,wt can define the homomorphism 

jG/c 

A - > M ^ by (\^Zj){a)'= {zQ{a),,..,Zk-i{a)), 
jek 

Note that here, as in Chapter 6, we view a natural number fc G cj as the set 
{0 , . . . , A: — 1}. For each k E co and p e [GU H]k, we use dom(p) to denote 
the subalgebra of M^ with underlying set dom(p), the domain of p. 

A.3.4 Diagram Lemma Let M be a finite algebra, let M — (M; G, if, R, T) 

be an alter ego of M and define A := ISF(M). L r̂ B ^ C ^ A m ̂ l and let 

y : B —> M Z?̂  a homomorphism. Assume that p G [G U H]k,for some k E OJ, 

and that 2:0? • • • 5 ^k-i ^ A{A^ M). Then the following are equivalent: 

(i) p^(^) {ZO\Q, ,.., Zk-i fc) • Ĉ  "^ M is a well-defined extension of y\ 

(ii) (Ujek ^j) (C') ^ dom(p) andy^po (H .̂̂ ^ Zj) f̂ ; 

(iii) the diagram 

B -> C -> A 

M^ 
P 

dom(p) ' 

rijG/c ^j 

->M^ 

is well defined and commuting. 
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A.3,5 Much Ado About Nullaries In this appendix, we will often be includ­
ing the nullary case within the general case. To see how the previous lemma is 
interpreted when fc = 0, assume p : M ^ -^ M is a nullary algebraic operation 
on M. The value of the nullary operation 

p̂ (̂ ) :yi(c,M)^^^(c,M) 

is the constant homomorphism p^(^)(0) : C -^ M with the same value as p. 
So condition (i) of the previous lemma reduces to the statement that y is a 
constant homomorphism with the same value as p. 

The homomorphism \~]0 : A -^ M ^ is the unique map from A into the 
set M^ = {0}. So the first part of (ii) reduces to the true statement 

0 ( n ^ ) ( C ) ^dom(p) = M 

The second part of (ii) is equivalent to (i), since p o (J~\0^\Q : C 
constant homomorphism with the same value as p. 

M is a 

A.3.6 Lemma Let M be a finite algebra and let M = (M; G, if, R, T) be 
an alter ego of M. Let A belong to A := ISP(M) and let Z be a subset of 
yi(A, M). Let y : B —> M /?̂  a homomorphism, for some B <C A. Assume 
there exists £ G cufor which the following condition holds: 

for all C with B ^ C <C A, there exists k e oj with k ^ i, homomorphisms 
ZQ, ..., Zk-i : A —> M m Z, and a partial operation p e [G U H]^ such 
that p^(^^ (̂ 0 f c • • • 5 ^k-i \c) '- C —> 'M.is a well-defined extension of y, 

B -> C -

{r]jek^j)\c 

-> A 

n jek ^3 

M ^ dom(p) ^ -^M^ 
p 

Then there exists an extension w : A —>'Mof y such that w E [GU H]{Z). 

Proof We shall apply the Inverse Limit Lemma Strategy. But instead of using 
the set of all finite subalgebras of A as the universe of our directed set X>, we 
use the set 

P — { C | B ^ C < A } 

of finite subalgebras of A that contain B. 
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Consider any C G P . Define FQ to be the set of all pairs 

(2:ofc,.-.,^/c-ifc)^p)' with fe ^ -̂ , ZQ,..,,Zk-i G Z and p G [G\JH]k, 

such that the conditions 

PI 2:̂ -j (C) C dom(p) and y = po[y\zjj\B 
jek jek 

hold. Using the Diagram Lemma, A.3.4, we know that the set FQ is non-empty. 

As C is finite and [GU H]k is finite, for all k ^ i, the set FQ must be finite. 

For all C, D G P with D ^ C, we may define a map ^j^^ : F D -^ FQ by 

We have created an inverse system of finite non-empty sets {FQ \ C e V} 
with connecting maps { "YDQ | D ^ C in X> }. By the Inverse Limit Lemma, 
A.3.1, this system has a non-empty inverse limit, 

Now let 

((^c,o \c^"'^ ^c,/cc-i ^c) ^ Pc) ^^^ 

be an element of the inverse limit. Since X> is a directed set, the definition of the 
connecting maps guarantees that kc = ^D and pc = Pn, for all C, D G V. 
Denote these common values by k and p, respectively. 

It is easy to check that, for each j G /c, we can define the homomorphism 

Wj'.A-^M by Wj— [j{zcj\c)^ 

cev 
and that 

n Wj ] (A) C dom(p) and y = p o f pj'? 
jek jek 

So, using the Diagram Lemma, it follows that the diagram 

B ' > A 

y Hjek^j 

M^ ->M^ dom(p) 

is well defined and commuting, and that it; := p^^'^^wo,... ^Wk-i) : A —> M 
is a well-defined extension of ?/ : B ^ M. It remains to show that w belongs 
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to [G\JH]{Z). Asp e [GUi7]/e, it is enough to show that i(;o,... ,t^A;-i ^ Z. 
We will use the Topological Closure Lemma, A.3.3. 

Let j G {0 , . . . , A: - 1} and let F be a finite subset of A. Define C to be the 
subalgebra of A generated hy BU F. Since C G P , we have Wj \Q = ZQJ \Q 
and so Wj\p = ZQjlp. AS2:QJ G Z , it follows that tLJj G Z, by the Topological 
Closure Lemma. I 

A,4 The height of a finite algebra 

Fix a finite algebra M and an alter ego M — (M; G, H, R, T). In order to 
apply the Dual Generation Theorem, A.2.3, we need conditions that will ensure 
that, for every A G SP(M), the dual D(A) is generated by the projections. 
We take our first step towards this goal in this section. As an application of the 
ideas developed here, we will give a proof that a dualisable algebra with enough 
algebraic operations must be strongly dualisable; see the EAO Theorem, 1.5.4. 

The basis of our approach will be a transfinite internal description of the 
closed substructure of a structure generated by a given subset. 

A.4.1 Definition Let M be a finite algebra and let M = (M; G, H, R, T) 
be an alter ego of M- Let X ^ M* ,̂ for some non-empty set 5, and let Y 
be a subset of X, We define an ordinal sequence [y]o, [Y]i^..., [Y]^,... of 
subsets of X inductively, as follows. Define [Y]Q :— Y and, for each ordinal 
a > 0, define 

[YU:=[GUH]{Z), where Z ~\J {[Y]p \ P < a}, 

This sequence is non-decreasing. So the construction simplifies in the case of 
successor ordinals: for each ordinal a, we have [ŷ ]a-}-i — [GU H]{[Y]a). 

The proof of the following lemma is straightforward; indeed, the lemma is a 
slightly modified version of Exercise 3.4 in the text by Clark and Davey [8]. 

A.4.2 Lemma Let M be a finite algebra and let M = (M; G, H, R, T) be 
an alter ego of M. Let X ^ M* ,̂ for some non-empty set S, and let Y be 
a subset of X. Define the non-decreasing ordinal sequence \Y]Q,\Y]I, ,,. as 
inAA.L 

(i) There is an ordinal a such that \Y]a = [Y]p,for all j3 > a, 

(ii) If \Y]a — \Y]^, with /? > a, then [yj^ is the underlying set of the closed 
substructure of X generated by Y, 

(iii) If H =:0, then [Y]i = [Y]pJorall /? > L 
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Given a subalgebra A of a power of M, this lemma leads us naturally to 
a measure of the distance of a homomorphism in D(A) from the projections, 
which we will refer to as its height. 

A.4.3 Height in Duals Let M be an alter ego of a finite algebra M. Let A be 
a subalgebra of M^. for some set / , and define ^( A) to be the set of projections: 

Q{A)-{pi:A^M\ieI]. 

Consider the non-decreasing ordinal sequence [^(A)]o, [^(A)]i,... of subsets 
of D(A), as given by Definition A.4.1. Let /i : A —> M be a homomorphism 
inD(A). 

• For each ordinal a, the homomorphism h has height at most a in D(A) if 
h belongs to [^(A)]^. 

• If /i has height at most a in D(A), for some ordinal a, then we say that h has 
a height in D(A). In this case, the height of h in D(A) is the least ordinal 
a such that h has height at most a in D(A). 

• The homomorphism h has a height in D(A) if and only if it belongs to the 
closed substructure of D(A) generated by the set ^(A) of projections. 

There are three possibilities for the algebra M. 

• If there is some ordinal a such that, for all A G SP(M) and all /i : A -^ M, 
the height of h in D( A) is at most a, then we say that M has height at most 
a relative to M. In this case, the height of M relative to M is the least 
ordinal a such that M has height at most a relative to M. 

• If there is some A G SP(M) and /i : A —> M such that h does not have a 
height in D(A), then we say that M does not have a height relative to M. 

• Otherwise, for every A G SP(M) and /i : A —> M, there is an ordinal a 
such that h has height a in D(A), but there is no bound on the class of such 
ordinals. In this case, we say that M has unbounded height relative to M. 

There are two cases in which we say that M has a height relative to M: when 
M has height a, for some ordinal a, and when M has unbounded height. 

We shall mostly find it easier to work with 'height at most' than with 'height', 
as this avoids the need to distinguish between successor and limit ordinals in 
proofs by transfinite induction. 

Let Hoj be the set of all finitary algebraic partial operations on M, Then 

is called the strong brute-force alter ego of M. If some alter ego strongly 
dualises M, then the strong brute-force alter ego M^ strongly dualises M-
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Similarly, for each ordinal a, if M has height at most a relative to some alter 
ego, then M must have height at most a relative to M^. In future, we will 
simply say 'height' instead of 'height relative to M^ ' . 

Height is completely straightforward for a homomorphism h in the dual of a 
finite algebra A G SP(M). Since the topology on D(A) is discrete, the closed 
substructure of D(A) generated by ^(A) has underlying set [G U H]{Q{A)) — 
[^(A)]i. It follows that if h has a height in D(A), then it can be at most one. 
In fact, we can say a little more. 

A.4.4 Lemma Let M be a finite algebra, let M = (M; G, H, R, T) be an 
alter ego of M and let A ^ M^, for some n e to. 

(i) The closed substructure o/ D(A) generated by the set g{A) of projections 
consists of all the homomorphisms from A toNl that have an extension 
in [G U H]n. 

(ii) Let h : A -^ 'Mbe a homomorphism. If h has an extension in [GU H]n, 
then h has height at most 1 in D(A), else h does not have a height in 
D(A). 

Proof Let /z : A —> M be a homomorphism. Since A ^ M^, we know that 
^(A) = {po,...,Pn-i} and a = {po{a),..., pn-i{a)), for each a G ^ . It 
follows that 

h belongs to [G U H]{Q{A)) 

<=> there is some p G [G U H]n for which {po,..., Pn-i) ^ dom(p^(^)) 
and/i=:p^(^)(po, . . . ,Pn-i) 

<̂ =̂  there is some p G [G U H]n for which A C dom(p) and pf̂ ^ — h 

4=^ h has an extension in [G U if ]n. 

Since D(A) is finite, the underlying set of the closed substructure of D(A) 
generated by ^(A) is equal to [G U H]{g{A)) = [^(A)]i. Both (i) and (ii) 
follow at once. I 

Using Lemma A.4.2, we can reinterpret the Dual Generation Theorem, A.2.3. 

A.4.5 Theorem Let M be a finite algebra and let M be an alter ego of M. 
The following are equivalent: 

(i) each closed substructure of each non-zero power of M is term closed', 

(ii) for each homomorphism h : A —^ M, where A G SP(M), there exists 
an ordinal a such that h has height a in D(A); 

(iii) the algebra M has a height relative to M. 
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From the definition of strong duality, we have the following consequence. 

A.4.6 Theorem Let M be a finite algebra and let M be an alter ego of M. 

(i) The algebra M is strongly dualised by M if and only if the algebra M is 
dualised by M and has a height relative to M. 

(ii) The algebra M is strongly dualisable if and only if it is dualisable and 
has a height. 

Height is defined in terms of the generation of closed substructures of duals 
from the projections. We shall next see that height is really about the generation 
of closed substructures in general. 

A.4.7 Lemma Let Nl be a finite algebra and let M be an alter ego of M. 
Let X ^ M'^,/6>r some non-empty set S, and let Y be a subset of X. 

(i) Assume that M has a height relative to M. Then the closed substructure 
of X generated by Y has underlying set tcM{Y), the term closure of Y 
relative to M. 

(ii) Assume that M has height a relative to M,/6>r some ordinal a. Then the 
closed substructure of X generated by Y has underlying set [Y]a, in the 
notation ofAA.L 

Proof Define A :-= I[SP(M). As F C X C M^, we can use Lemma A.2.1 
to find a subalgebra A of M ^ and an embedding v : D(A) -̂> M*̂  such that 

V{Q{A))=Y and i/(yi(A,M)) - tcM(^), 

where ^(A) is the set of projections {py : A —^yi\y EY}. NOW define the 
ordinal sequences [yjo, \Y]i,... in X and [^(A)]o, [p(A)]i,... in D(A), as 
inA.4.1. 

Claim If there is an ordinal a such that [^(A)]^ — A{A, M), then the under­
lying set of the closed substructure of X generated by Y is \Y]c — tcM(y). 

To prove the claim, assume that [p(A)]a — yi(A,M), for some ordinal a. 
Then, since v is an embedding, we have 

[Y]^ = [^(^(A))], = u{[g{A%) - z.(yi(A,M)) = tcM{Y), 

By Lemma A. 1.4, the term closure tcM{Y) forms a closed substructure of M* .̂ 
So it follows, by the construction of [Y]a, that the underlying set of the closed 
substructure of X generated by Y is equal to [Y]a = tcM{Y), as required. 

We can now prove the lemma. For claim (i), assume that M has a height 
relative to M. Then there exists an ordinal a such that [^(A)]^ = A(A,M.). 
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By the claim above, the underlying set of the closed substructure of X generated 
by Y is equal to tcM(^)- For claim (ii), assume that M has height a relative 
to M, for some ordinal a. Then [^(A)]^ = yi(A, M) again. Using the claim 
above, the underlying set of the closed substructure of X generated by Y is 
equal to [Y]a> • 

A.4,8 Remark Let M be an alter ego of a finite algebra M- Claim (ii) of the 
previous lemma tells us that height is an accurate measure of the complexity 
of the generation of closed substructures in the dual category IScP'^(M). As­
sume that M has height a relative to M, for some ordinal a. Then, for each 
X G IScP"^(M), the closed substructure of X generated by a subset Y can be 
constructed from the generating set Y in at most a steps. 

In order to understand the concept of height properly, we need to find an 
internal description of the set [GU H]{Z), for each subset Z of D(A), as used 
in Definition A.4.1. 

A.4.9 Lemma Let M be a finite algebra and let M = (M; G, H, R, T) be an 
alter ego of M, GivenanalgebraAinA := IE>F{M), a subset Z of A{A,M) 
and a homomorphism x G c/l(A, M), the following are equivalent: 

(i) xe [G[JH]{Z)\ 

(ii) for all B <C A, there is £ G to for which the following condition holds: 

for all C with B ^ C <C A, there exists k E CJ with k ^ i, homo-
morphisms ZQ^ ... ^ z^-i : A —̂  M m Z, and a partial operation 
p G [G U H]k such that P^^^\ZQ fc^ • • • > ^k-i fc) • C) -^ M is a 
well-defined extension of x \Q. 

B - -> C -

\B {r\jek^j)\c 

-^ A 

n ijek ^j 

M<-
P 

doni(p) -^M^ 

Proof We begin by proving that (i) implies (ii). Assume that x G [G\J H] {Z) 
and let B <C A. Then by the Topological Closure Lemma, A.3.3, there exists 
w e [GU H]{Z) with X\B — w\^. Thus there exists i e co, homomorphisms 
WQ ..,, W£-i G Z and a partial operation p e [GU H]^ such that 

(^0,. ,ii;£_i) Gdom(p^(^)) and X\B = P^^^\wo,.,.. m-i)\ B-
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By the Diagram Lemma, A.3.4, this gives us 

n ^ j ) ( ^ ) ^dom(p) and X\B = po {y\wj^\B. 
jei je£ 

Now let C be an algebra with B ^ C < A. For all j G {0 , . . . , ^ ~- 1}, we 
have Wj G Z and so, by the Topological Closure Lemma, there exists Zj G Z 
with Wj \(j — Zj \Q. Thus we have 

( n ^0 ̂^̂  ̂  ( n ^̂ •) (c') ̂  ( n ^̂O (̂ ) ̂  dom(p). 
jei jei jei 

Since 5 C C, we have Wj \Q = Zj f̂ , for all j G {0 , . . . , £ - 1}. Thus 

jei jei 

HQUCQ p^^^\zo\ Q,,.. ,Z£-i\c) : C -^ M is a well-defined extension of x tg, 
by the Diagram Lemma, whence condition (ii) holds. 

Conversely, assume that condition (ii) holds. We will use the Topological 
Closure Lemma to prove that (i) holds. Let B ^ A. Then the assumptions 
of Lemma A.3.6 hold with y :— X\Q. Thus there exists a homomorphism 
w e [G U H]{Z) such that W\Q =^ X\Q. It follows by the Topological Closure 
Lemma that x e[GU H](Z). Hence (i) holds. I 

In the next section, we will use the previous lemma to obtain a transfinite 
description of homomorphisms of height at most a in D(A), for each ordinal 
a and each A G SP(M). 

We finish this section by applying Lemma A.4.9 to show that every finite 
algebra with enough algebraic operations has height at most 2. This provides 
the promised proof of the EAO Theorem, L5.4. Indeed, we obtain a slightly 
stronger conclusion. Assume that M has enough algebraic operations and 
define A :— IISP(M). Then our next theorem says that, for every subalgebra 
A of a power of M, the set yi(A, M) can be obtained by: 

• first closing the set Q{A) of projections under all the algebraic total operations 
on M and then closing topologically, 

• next closing under all the algebraic partial operations on M and then closing 
topologically again. 

Since the proper partial operations are used only once, while the total opera­
tions are used twice, it might be said that having enough algebraic operations 
guarantees height 1^. By working with height relative to a specific alter ego, 
we can prove a little more. 



A A The height of a finite algebra 229 

Consider an alter ego M = (M; G, H, R, T) of a finite algebra M. We say 
that M has enough algebraic operations relative to Mif [GU H]Q contains 
all the nullary algebraic operations on M and there is a map f : to -^ u for 
which the following condition holds: 

for all n G cj\{0}, all B ^ C < M^ and all non-constant homomorph-
isms /i : C —> M, there exists k e UJ with k ^ /(|-B|), total operations 
^ 0 , . . . , Qk-i G [G U H]n, and a partial operation p e [G U H]k such that 
pD(C)^g^f^,..., gj^_i f(̂ ) : C —> M is a well-defined extension of hl^. 

B - -> C ->M" 

h\i {njek9j)\c r\jek9j 

M<-
P 

dom.{p) -^M' 

Recall that M^ denotes the strong brute-force alter ego of M. The enriched 
partial clone of M^ certainly contains every nullary algebraic operation on M. 
It follows that the definition of 'enough algebraic operations' given on page 24 
is equivalent to 'enough algebraic operations relative to M^ ' . 

A.4.10 Theorem Let M be a finite algebra and let M = (M; G, H, R, T) be 
an alter ego of M. Assume that M has enough algebraic operations relative 
to M. Then the height of M relative to M is at most 2. In fact, for every 
A G SP(M), the underlying set of D(A) is equal to [^(A)]^i, where 

[e{A)],._ := [GUif] (b(A)] . ) , [^(A)]: := [GU F],otai(p(A)) 

and [G U iif] total l^ the set of all total operations in [G U H], 
Proof Define the quasi-variety A :— ISP(M). Assume that M has enough 
algebraic operations relative to M, via the bounding function f : to -^ u. Now 
let A ^ M^, for some set / . It suffices to prove that 

A{AM) = [GUH]{Z), where Z := [G U if]totai(^(A)). 

We will do this by showing that every homomorphism x E A{A^ M) satisfies 
condition (ii) of Lemma A.4.9. So choose x G yi(A,M). Let B <C A and 
define i : - f{\B\). Now let C be an algebra with B ^ C < A. 

First assume that x f̂-; : C —> M is constant. Since M has enough algebraic 
operations relative to M, each nullary algebraic operation on M belongs to the 
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set [G U i7]o. So there is a nullary operation p G [G\JH]Q with the same value 
as X\Q. ThereforeP^(^)(0) : C —> M is a well-defined extension oix\Q. 

Now we can assume that x f̂̂  : C -> M is not constant. The set / must be 
non-empty. Since C is finite, the set ^(C) — {ftfc M ^ ^} of projections 
is finite and non-empty. So there exists n G cc;\{0} and zo, • • •, in-i ^ I for 
which ^(C) = {PIQ TC*, . . . , pin-i \c}' W^ ^^^ define the embedding 

V P : C ^ M " by ^ := [[]pi)\c-

Set B^ \— v^(B) and C^ :— v^(C). Then we have the following commutative 
diagram. 

B < > C< > A 

^IB sen Ph 

Define the homomorphism h : O -^ Mhy h :— X\Q o (p"^, where we have 
(p~^ : C^ -̂>> C. Since x\(j is non-constant, the map h is also non-constant. 

We can now use the technical condition in the definition of enough algebraic 
operations relative to M, with B and C replaced by B ' and C^ Therefore there 
exists k e u with k ^ / ( | ^ | ) — ,̂ operations QQ^ ... ,^/c-i • M^ —̂  M in 
[G U î ]totab and a partial operation p e [GU H]k such that 

p''^'''Hgo\c'.^.^.9k-i\c')''C' 

is a well-defined extension of h\^/. This gives us 

M 

\^ gj j (G^) Cdom{p) and h\s^ =-po (^^gjjl^;, 
jek jek 

by the Diagram Lemma, A.3.4. 
Now, for each j G { 0 , . . . , A : - l } , define the homomorphism 

Then Zj G [G U if]totai(^(A)) = Z, for all j G {0 , . . . , A: - 1}. It remains 
to show that P^^^\ZQ f c . . . , Zk-i tc*) : C ^ M is a well-defined extension 
of X f̂ . To do this, we will use the Diagram Lemma again. 
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For all c G C and j G {0 , . . . , /c — 1}, we have 

So 
( n zj) (C) = ( n 9j o^){C)=[\~] g,) [C) C dom(p). 

Since B C C, we have Zj f̂  := QJ \Q, O (̂ f̂ , for all j G {0 , . . . , A: - 1}, and 
therefore 

jG/c jG/c jG/c 

As /if /̂ -: p o (n^.^;, Qj) \B'^ this gives 

jek 

SOP^^^\ZQ\Q, ,.. ,Zk-i\c) : C —> Mis a well-defined extension of xf^, by 
the Diagram Lemma. We have shown that condition (ii) of Lemma A.4.9 holds 
for X, as required. I 

The following theorem, which includes the EAO Theorem, 1.5.4, is an im­
mediate corollary of Theorems A.4.6 and A.4.10. 

A.4.11 Theorem 

(i) Each finite algebra with enough algebraic operations has height at most 2. 

(ii) Each finite algebra with enough algebraic operations that is dualisable 
must be strongly dualisable. 

A.5 Reducing height to the finite level 

Our aim is to arrive at R. Willard's concept of the rank of a finite algebra M. 
Rank provides a sufficient condition for the algebra M to have height at most a, 
for some ordinal a, that involves only finite algebras in I§P(M). As a first step 
towards rank, we concentrate on the finite restrictions of homomorphisms in 
the duals of algebras in SP(M). 

Assume that M is an alter ego of M, and let A be an algebra in §P(M). 
For each B <^ A, we say that a homomorphism y : B -^ M is a fragment of 
a homomorphism x : A ^ M if we have y = xl^'/m this case, we say that 
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y is a D (A)-fragment. Informally, we will define Frag^^A) ^̂  be the set of all 
D(A)-fragments. 

More formally, we can consider Frag^^A) ^̂  t)^ ^^ inverse system in the 
topological quasi-variety IScIP'^(M). The set of objects is { D(B) | B < A } 
and, for all B ^ C <C A, the connecting morphism 7^3 ; D(C) —> D(B) is 
given by 7CB(X) i -xf^. 

We shall now give a definition of the height of a fragment in Frag^^A)' based 
on Lemma A.4.9. We then show that, for each ordinal a, a homomorphism has 
height at most a in D(A) if and only if all of its fragments have height at most 
ainFragc)(A). 

A.5.1 Height of Fragments Let M = (M; G, H, R, T) be an alter ego of 
a finite algebra M. Let A be a subalgebra of M^, for some set / , and let 
y : B -^ M be a D(A)-fragment. The height of y in Fragj^^^) is defined by 
transfinite induction. 

• The homomorphism y has height at most 0 in Fragj3(A) if it is a projection, 
that is, \fy — pi\Q, for some i G / . 

• For every ordinal a > 0, the homomorphism y has height at most a in 
Frag]3(A) if there is £ G cj for which the following condition holds: 

for all C with B ^ C < A, there exists k ^ u with fc ^ £, an ordinal 
/3 < a, some D(A)-fragments vo,.., ,Vk-i • C -^ M of height at 
most P in Frag^^A)' ^^^ ^ partial operation p G [G U H]^ such that 
P^^^\VQ^ . . . ,^^^-1) : C —> M is a well-defined extension of y. 

B ' > C ' > A 

Hjek^j 

M < dom(») < > M^ 
p — 

In the special case that / is the empty set, it follows from this definition that a 
nullary operation y : M ^ —> M has height 1 in Frag]3(A) if 2/ ^ [G* U H]o, and 
does not have a height in Frag^/A) otherwise. 

As one would hope, for any ordinal a, the D(A)-fragments of height at 
most a in Fragj^^^) ^̂ ^ precisely the fragments of homomorphisms of height 
at most a in D(A). 
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A.5.2 Lemma Let M be a finite algebra and let M be an alter ego of M. 
Assume that A is a subalgebra of MJ ^for some set / , and let y : 3 -^ M. be 
a D (A)-fragment. Then, for each ordinal a, the following are equivalent: 

(i) the homomorphism y has height at most a in Fragj^^^)' 

(ii) there is an extension w : A -^ M,of y that has height at most a m D (A). 

Proof The proof is a straightforward transfinite induction, once we rearrange 
the order of the universal quantifiers. Let M = (M; G, H, R, T) be an alter 
ego of M, and let A ^ M^, for some set / . For each ordinal a, consider the 
following claim. 

C{a) For each B <C A and each T>{A)-fragment y : B -^ M, the homo­
morphism y has height at most a in Fragj3(A) f^^d only if there is an 
extension w \ A -^'Nlof y that has height at most a in D(A). 

Then we can prove the lemma by showing that claim C{a) holds, for each 
ordinal a. 

Using the Topological Closure Lemma, A.3.3, it is easy to prove C(0). So 
let a > 0, and assume that C{j3) holds, for all ordinals /? < a. Define the 
ordinal sequence [^(A)]o, [^(A)]i,... as in Definition A.4.1. Let B < A and 
let y : B -^ M be a D(A)-fragment. 

For the forward direction, assume that y has height at most a in Frag]3(A)' 
with the bound I E u. To find an extension of y that has height at most a in 
D(A), we will show that the assumptions of Lemma A.3.6 hold, with 

Z:=U{[£'(A)]^ I /?<«}• 

Let C be an algebra such that B ^ C <C A. Since y has height at most a 
in Frag]3(A)' there is some /c ^ ,̂ an ordinal j3 < a, some D(A)-fragments 
'^0, . . . , Vk-i : C —> M of height at most (3 in Fragi^(A)' ^"^^ ^ partial operation 
p e [GU H]k such that p^^^\vo,... ,^/c_i) : C -^ M is a well-defined 
extension of y. We are assuming that claim C(/?) holds. Therefore, for each 
j G {0 , . . . , fc — 1}, there is an extension 2:J : A —> M of Vj that has height at 
most P in D(C). So we have ZQ, ,,., Zk-i G [g{A)]f3 C Z. 

We have now established that the assumptions of Lemma A.3.6 hold. Hence 
there is an extension w \ A —> Mof y with w e [G U H]{Z) C [^(A)]^, as 
required. 

For the reverse direction, assume that the D (A)-fragment y : B —̂  M has 
an extension w : A -^ 'M of height at most a in D(A). Then, by the definition 
of height at most a, we have 

w G{QiA)U = [GUH]{Z), where Z •.^\J{[g{A)]p \ P < a}. 
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Now let ^ G a; be the bound provided by Lemma A.4.9, where x :— w. 
To prove that y has height at most a in Fragj^^A)' 1̂ ^ ^ be an algebra with 
B ^ C <C A. Using Lemma A.4.9, there exists k ^ £, homomorphisms 
ZQ, .,., Zk-i : A —> M in Z, and a partial operation p G [GD H]k such that 
^D(C) (̂2:0 f^,..., Zk-i tc) : C —> M is a well-defined extension of t̂ ; f̂  — y. 

-> C -> A 

{njek^j)\^ c n \jek ^3 

M ^ 
P 

dom(p) ->M^ 

Since Z — [j{ [Q{A)]P \ (3 < a] and the sequence [^(A)]o, [^(A)]i,... is 
non-decreasing, there must be some ordinal (3 < a such that Zj G [^(A)]^, for 
all j G {0 , . . . , A: - 1}. So the homomorphisms 2:0,..., z^-i all have height at 
most P in D(A). As C(/3) holds, the D(A)-fragment Vj := Zj\c ' C -^ M 
has height at most /5 in Fragj^^A)' for all j G {0 , . . . , A: - 1}. It now follows 
that ?/ is a D(A)-fragment of height at most a in Fragj^^^)- ' 

This lemma has, as an almost immediate corollary, a characterisation of the 
homomorphisms of height at most a in D(A) in terms of their fragments, for 
each ordinal a. 

A.5.3 Theorem Let M be a finite algebra and let M be an alter ego of M. 
Assume that A G SP(M) and let x : A —> "Nlbe a homomorphism. For every 
ordinal a, the following are equivalent: 

(i) the homomorphism x has height at most a in D(A); 
(ii) for all B <C A, the homomorphism x \^ has height at most a in Fragi3(A)-
Proof Define the non-decreasing ordinal sequence [^(A)]o, [^(A)]i,... of 
subsets of D(A) as in Definition A.4.1, and let a be an ordinal. The imphcation 
(i) =^ (ii) follows straight from the previous lemma. 

To prove (ii) =^ (i), assume that (ii) holds. The set [̂ (A)]c^ of all homo­
morphisms of height at most a in D(A) is topologically closed. So we can 
prove that x G [^(A)]a using the Topological Closure Lemma, A.3.3. Let 
B <C A. Then X\Q has height at most a in Fragj^^^)- Thus, by the previous 
lemma, there is some w G [^(A)]^ with W\Q = x\^. Hence x G [^(A)]a, by 
the Topological Closure Lemma. I 
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We have come to the final stage of our development. To introduce rank, we 
need to make a shift from finite subalgebras of arbitrary powers to subalgebras 
of finite powers. 

To simplify our notation, we define the inverse of an embedding (/? : A -̂> B 
to be the unique homomorphism ^~^ : (/̂ (A) —> A satisfying ^~^ o ip — id/i. 

A.6.1 Associates of Fragments Let M be a finite algebra and let A be a 
subalgebra of M^, for some set / . Consider a D(A)-fragment 2/ : BQ -^ M. 
where BQ <C A. We can find an associated partial operation /i : B -^ M, for 
some B ^ M^ and n G CJ, as follows. 

Since the algebra BQ is finite, there is a finite subset J — {io, • • • ? in-i} 
of / , for some n G cj, such that ^(BQ) == [pi^ f^o' • • •' P^n-i \BO}' Thus, we 
can define the embedding 

^:Bo-^M" by ^ := [[]pr)\B,-
sEn 

Define B := v^(Bo) and h :— y o (p~'^ : B —> M. Then the following diagram 
commutes. 

The n-ary partial operation /i : B -^ M is referred to as an associate of the 
D (A)-fragment y :Bo -^M, 

Now assume that BQ ^ DQ < A and that we have a D (A)-fragment 
y+ : Do -^ M that extends y : BQ —> M- Having already constructed an 
associate of y via the embedding (̂  : BQ '—> M^, we wish to construct an 
associate /i"^ : D —> M of y"̂  that is compatible with cp, where D ^ M^"^^ for 
some t e u. 

We can choose a finite extension J+ = {ig, . . . , in-i.im • • •, '^n+^-i} of J 
in / , for some t G u, such that ^ (DQ) = {pio f^o' • • •' Pin+t-i IDQ}- NOW we 
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can define the embedding 

^ : Do -^ M"+' by 7/; :- ( PI p. 
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sE.n-\-t 
Do-

Define the subalgebra D of M "̂̂ ^ by D := '0(Do), and define the two homo-
morphisms /i+ — y+ o ̂ -^ : D -> M and ^ := V̂ f̂ ^ o (p-^ : B ^ M^'^^ 
Then the following diagram commutes. 

We say that h~^ is a (/̂ -compatible associate for y+. 
Both of the isomorphisms (̂  : BQ "-̂  B and 0̂ : Do -̂̂  D are given by 

simply 'forgetting' some repeated coordinates. The fact that 

Q{^o)^{pio\Bo^"'^Pin-i\BQ} and ^(Do) - {fto f^o-• •'ftn+.-i b o ) 

therefore guarantees that the isomorphism ^ := ^PIBQ ^ ^~^ ' B -̂» ^(B) is 
given by coordinate repetition. In general, for all n^t E: u, a homomorphism 
^ '• M^ -^ M^"^^ is called a coordinate embedding if there is a surjective map 
a : n + t -^ n such that 

<^(ao,. . . , a n - l ) = {cia{0)^- ' • 5^cr(n+t- l)) ' 

for all (ao , . . . , an-i) G M^, The surjectivity of a : n + t -
^ : M^ —> M^+^ is indeed an embedding. 

n ensures that 

By replacing fragments with their associates, we can transfer the definition 
of height for a fragment to a definition of rank for a finitary partial operation. 

A.6.2 Rank Let M be a finite algebra and let M = (M; G, H, R, T) be an 
alter ego of M. Let /i : B ^ M be an algebraic partial operation on M, where 
B ^ M^ for some n E to. The rank of h is defined by transfinite induction. 

• The partial operation h has rank at most 0 relative to M if it is a projection, 
that is, if h = 7Ti\^, for some i e n. 
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• For each ordinal a > 0, the partial operation h has rank at most a relative 
to M if there exists f G u; for which the following condition holds: 

whenever we have i G a;, a coordinate embedding (^ : M^ -̂> M "̂̂ ^ and 
algebras C and D such that < (̂B) ^ C ^ D ^ M''+^ and there is a 
partial operation /i"^ : D -^ M with K^ \i(^B) — ho ^l^ , 

e(B)< >c^ >B ^M n-\-t 

then there exists k E u with A: ^ £, an ordinal /3 < a, partial operations 
/ lo , . . . , hk-i : D ^^ M such that the restrictions /IQ f c • • • ^ ^/c-i \c ^1' 
have rank at most /? relative to M, and a partial operation p e [GU H]}^ 
such thatp^(^)(/iofc',... ,/i/c-itc) • ̂  ~^ M is a well-defined extension 

> C - -> D 

nekhj)\^ c rijek hj 

->M^ dom(p) 

• If there is no ordinal a such that h has rank at most a relative to M, then we 
say that h has rank infinity relative to M. 

• In the special case that h : M ^ —> M is a nullary operation, it follows from 
this definition that h has rank 1 relative to M if /i G [G U H]Q, and that h 
has rank infinity relative to M otherwise. 

• If M has a finitary algebraic partial operation of rank infinity relative to M, 
then we say that M has rank infinity relative to M. Otherwise, the rank of 
M relative to M is defined to be the least ordinal a such that every finitary 
algebraic partial operation on M has rank at most a relative to M. (This 
least ordinal must exist, since there is only a countable number of finitary 
partial operations on a finite set.) 

We simply say 'rank' when we mean 'rank relative to M^ ' , where M Q is 
the strong brute-force alter ego of the algebra M. This is the concept of rank 
introduced by R. Willard [65]. 
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A.6.3 Remark In the definition of rank, the homomorphism /i : B -^ M 
represents a fragment of a homomorphism x \ A -^ M, where the algebra A 
can be infinite. The algebra D should be thought of as a finite approximation 
to the algebra A, and the homomorphism /i^ : D —> M as the corresponding 
approximation to the homomorphism x \ A -^ M. The second diagram in 
A.6.1 explains the necessity of the coordinate embedding ^ : M^ ^^ M^"^^ in 
this transition. 

A.6.4 Lemma Let Nlbe a finite algebra and let M be an alter ego of M. 
Assume that A is a subalgebra of M^, for some set / , and /̂ r ?/ : BQ —> M be 
a T> {A)-fragment, where BQ <^ A. For each ordinal a, // y has an associate 
of rank at most a relative to M, then y has height at most a in Fragj^^^)-
Proof As per usual, this is proved by transfinite induction. Let M be a finite 
algebra with alter ego M = (M; G, H, R, T). Let A be a subalgebra of M^, 
for some set / . Then we want to prove the following claim, for all ordinals a. 

C[a) For each BQ <^ A and each T)[A)-fragment y : BQ -^ M. if V has an 
associate of rank at most a relative to M, then y has height at most a 
mFragD(A)-

Let Bo <C A and let y : BQ —> M be a D(A)-fragment. Then y — X\Q^, 
for some x : A -^ M. Now let /i : B —> M be an associate of y, where 
B ^ M^ and n G cj. Then, using A.6.1, there is a subset {ZQ, . . . ,in-i} of I 
for which (/:? : BQ "-» B, given by (p := (flsGn P^JI^Bc ^̂  ̂ ^ isomorphism and 
h = y o (p~^. 

To see that C(0) holds, assume that h has rank 0 relative to M. Then his a. 
projection; say h — TTJ f̂ , where j G n. So we have 

Hence y has height 0 in Fragj^^^)' whence C(0) holds. 
Now let a be an ordinal greater than 0 and assume that C(/?) holds, for all 

ordinals P < a. Assume that the associate h : B -^ Mof y has rank at most 
a relative to M. Let £ E cj be the bound given by the definition, A.6.2. We 
now want to show that y : BQ —̂  M has height at most a in Fragi3(A)' using 
the same bound i. 

Choose Co with Bo < Co < A. We need to find k e UJ with /c ^ ,̂ an 
ordinal /3 < a, some D(A)-fragments t'o, • . . , Vk-i : Co —> M of height at 
most P in Fragj^^^)' ^^^ ^ partial operation p e [G U H]k, as required by the 
definition of fragment height, A.5.1. To achieve this, we apply a variant of the 
Inverse Limit Lemma Strategy, A.3.2. 
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We aim to set up an inverse system indexed by the set 

P : - { D o I Co ^ Do « A } , 

which forms a directed set T> under the subalgebra order. To this end, let Do 
be an arbitrary algebra with BQ ^ Co ^ Do ^ A. Define FDQ to be the set of 
all tuples (tao,.. . , Wk-i) of homomorphisms from Do to M, with k e cu and 
k ^ i, for which the following three conditions hold. 

(i) There exists a (/^-compatible associate h~^ : D —> M of x f̂ ,̂ for some 
D ^ M^"^^ and t e to, with corresponding isomorphism '0 : DQ -̂̂  D 
and coordinate embedding ^ : M^ ^^ M^"^^ 

Define C :== '0(Co) and, for all j G {0 , . . . , A; - 1}, define the associate (ii) 

(iii) 

hj : D —> M of K;J : DO —̂  M by hj :— Wj o ip~^. Then there is an 
ordinal P < a such that, for all j G {0 , . . . , /c — 1}, the restriction hj \Q 
has rank at most 6 relative to M. 

There is p G [G U if ]/e such that p^(^)(/iofc'••• ^ ^/c-i fc) : C - > M i s 
a well-defined extension of h~^ \^{B)' 

> M n+t 

The set FDQ defined above is non-empty, as /i : B ^ M has rank at most a 
relative to M. The set FDQ is finite, as Do is finite. 

Now that we have defined the collection of sets { FDQ | DO G X̂  }, we need 
to set up the connecting maps. Let Eo ^ Do in J), It is straightforward to 
check that we may define the map 7^ j ^ : FEQ —̂  î Do by 

7EODO ( ( ^ 0 ' • • • ' ^k-l)) '^ {wo \DO^"'^ ^k-1 b o ) ' 

forall('u;o,...,'u;/e_i) G F^Q. 
The sets { FDQ | DO G 2̂  } and connecting maps { TEQDO I EO ^ DO in X> } 

form an inverse system of finite non-empty sets. By Lemma A.3.1, this system 
has a non-empty inverse limit. So choose an element of the inverse limit, say 

(^Do,0 ' • • • ' ' ^ D O , / C D O - I ) D O G P ' 
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As T) is directed, the definition of the connecting maps ensures that /CDQ — ^EQ^ 
for all Do, Eo G V, Let k denote this common value. Then we have /c ^ ^, by 
construction. 

For each j G {0 , . . . , fc - 1}, we can define the homomorphism 

Zj'.A-^M by Zj',^ U wj^^^., 

As Co G V, we now have 

Thus there exists a (/:?-compatible associate h'^ : C -^ Mof x\(j^, for some 
C ^ M^"^^ and t e UJ, with corresponding isomorphism i/j : CQ ^^ C and 
coordinate embedding ^ : M"̂  ^ M'^'^^ For all j G {0 , . . . , A; - 1}, define the 
associate /ij : C -^ M of Zj IQ^ : CO —> M by hj := Zj \(j^ o T/;"- .̂ Then there 
is an ordinal P < a such that, for all j G {0 , . . . , A: - 1}, the partial operation 
/ij : C —> M has rank at most /? relative to M. There is also p G [G U i7] /̂  such 
that p^(^)(/zo,..., /^/c-i) : C —> M is a well-defined extension of h'^ \^{B)' 

Since we are assuming C{P) holds, it now follows that the homomorphisms 
zo fco' • • •' ^k-i ^Co : Co —> M are D(A)-fragments of height at most /? in 
Frag]3(A) • To prove that y has height at most a in Fragj^/A) ' it remains to show 
thatp^^^o)(^ofco' • • •' ^k-i fco) • ̂ 0 ~^ M is a well-defined extension ofy. 

As p^^^\hQ,..., hk-i) : C -^ M is a well-defined extension of /i"̂  \^{B)^ 

we can use the Diagram Lemma, A.3.4, and the second picture in A.6.1 to get 

n ^j) (^0)=(n î ° ̂ ) (̂ 0) == ( n ^^) (̂ ) ̂  *̂ °"̂ (p) 
jEk jGk j£k 

and 
P''[\^^j)\Bo^P''[r\hj0^j\^^=po(^\^hj0^o ifj 

j^k jEk j£k 

== P o ( n ^ V ^^^^^ o^oip = h'^o^oip^hoip^y. 
jek 

So P^^^^\ZQ \Q^, ..., Zk-i \CQ) • CQ -^ Mis 3. well-defined extension of y, 
by the Diagram Lemma. We have proved that the D (A)-fragment y has height 
at most a in Pragc)(A). Thus C{a) holds, as required. I 

We are now able to link rank to height. 

A.6.5 Theorem Let M be a finite algebra and let M be an alter ego of M. 
For each ordinal a, if M has rank at most a relative to M, then M has height 
at most a relative to M. 



A,7 Some examples 241 

Proof Assume that M has rank at most a relative to M, for some ordinal a. 
Then every finitary algebraic partial operation on M has rank at most a relative 
to M. Now let A be a subalgebra of a power of M. Using A.6.1, every D(A)-
fragment has a finitary algebraic partial operation on M as an associate. So, by 
Lemma A.6.4, every D(A)-fragment has height at most a in Frag^^A)- Thus, 
by Theorem A.5.3, every homomorphism x : A —̂  M has height at most a 
in D(A). Hence, by definition, the algebra M has height at most a relative 
toM. I 

We now have a finitary condition that guarantees that a duality can be up­
graded to a strong duality, as an immediate consequence of Theorems A.4.6 
and A.6.5. 

A.6.6 Strong Dualisability via Rank Theorem Let yibe a finite algebra 
and let M be an alter ego of M. 

(0 If M Is dualised by M and has rank at most a relative to M, for some 
ordinal a, then M is strongly dualised by M. 

(ii) If M is dualisable and has rank at most a, for some ordinal a, then M 
is strongly dualisable, 

A,7 Some examples 

We close this appendix by looking briefly at algebras of rank at most 2. First, we 
shall see that having enough algebraic operations guarantees rank at most 2— 
this strengthens Theorem A.4.11, where we showed that having enough alge­
braic operations guarantees height at most 2. We shall then prove that a finite 
algebra must have rank at most 1 if it is injective in the quasi-variety it gen­
erates, or if it generates a congruence-distributive variety. Finally, we shall 
characterise the dualisable algebras that have rank 0. 

A.7.1 Lemma Let M be a finite algebra and let M — (M; G, H, R, T) be 
an alter ego of M. Assume that h : 'B —^ Mis an algebraic partial operation 
on M, where B ^ M^ for some n E to. If h extends to a total operation in 
[G U H]n, then h has rank at most 1 relative to M. 

Proof Assume that h extends to a total operation g : M^ —> M in [GU H]n., 
We will show that h has rank at most 1 relative to M, using the bound n. 
Assume we have ^(B) ^ C ^ D ^ M^̂ ^̂ ^ for some t e UJ and coordinate 
embedding <̂  : M^ -̂> M^"^^ Assume further that there is a homomorphism 
/i+ : D - ^ M with/i+f^(5) = ho^\-\ 
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As ^ : M^ -̂> M "̂̂ ^ is a coordinate embedding, there must be a surjective 
map a : n + t -^ n such that 

<^(ao,.. . ,an- i ) = (acr(o),. • • ,a^(n+^_i)), 

for all (ao , . . . , a^-i) G M^. As a is surjective, there is a map r : n -^ n + t 
with (J o r = id^. For each j G n, define the partial operation /ij : D —> M 
by hj :— TT^Q) f̂ . Then /lo fc' • • • 5 '^n-i fc ^̂ 1 have rank 0 relative to M, by 
definition. 

We will use g G [G U iifjn as the required partial operation. The homo-
morphism g^^^\hQ f c . . . , hn-i f(̂ ) : C —̂  M is well defined, since 5̂  is a 
total operation. For all 6 = (60, • •., ^n-i) G B, we have 

5 ° ( n ^ j (^(^))=^ ° ( n ^-0) ^D) (̂ (̂ 0' • • •' '^-i)) 

= ^'^ n ^ T ( i ) ( ^ a ( 0 ) , - " , ^ a ( n + t - l ) ) j = = ^ ( ^ 0 , . . . , ^ n - l ) 

= g{h) = h{b) = hoi\-^^{ab)) = h+\^^s){m)' 

So g^^^\ho\Q,... ,hn-i\c) : C —> M is an extension of h'^\^(B)' Thus h 
has rank at most 1 relative to M. I 

The previous lemma does not hold if we replace the assumption that h ex­
tends to a total operation in [G U H]n with the assumption that h extends to 
a partial operation in [G U i7]n. To see this, consider a finite algebra M that 
is dualisable but not strongly dualisable. (See Chapter 4 for examples of such 
algebras.) By the Strong Dualisability via Rank Theorem, A.6,6, there must 
be a homomorphism /i : B —> M, for some B ^ M^ and n e to, such that h 
does not have rank at most 1 relative to the strong brute-force alter ego M^. 
Nevertheless, the algebraic partial operation h belongs to the type of M Q . 

A.7.2 Theorem [45, 4.3] Each finite algebra with enough algebraic opera­
tions has rank at most 2. 

Proof Let M be a finite algebra, and let the map f : cu —^ u witness the fact 
that M has enough algebraic operations; see page 24. Now let /i : B -^ M be 
a homomorphism, where B < M^ for some n e CJ. We must prove that h has 
rank at most 2. 

Define i := f{\B\), Assume that we have ^(B) ^ C < D ^ NP^^ for 
some t e uj and coordinate embedding ^ : M^ -̂̂  M^"^^ Assume further that 
there is a homomorphism /i+ : D —> M such that h'^ \^{B) — ^ ^ Cf̂ -̂ ^ ^ 
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can now apply the definition of enough algebraic operations, with B, A and 
h replaced by < (̂B), D and /i"^, respectively. There exist algebraic operations 
50, . . . ,5^-1 : M^+' ^ M, for some k ^ / ( | e (5) | ) = f{\B\) - i, and a 
homomorphism p : (flj^/c 9j) C^) ~^ M such that 

jek 
For every j G {0 , . . . , A: — 1}, define hj : D -^ M by hj := gj \jj. Then, 
by Lemma A.7.1, the homomorphisms /IQ f c • • • ^ hk-i \c have rank at most 1. 
We have 

[\~]hj){C)c[\-\g^){D)=domip) 
jek jek 

and / \ / \ 
h'^ l^B) =P^[r\9j) l^B) = :P o ( n ^^'j k{B)' 

jek jek 

Sop-^(^)(/iotc',...,/i/c-ifc) • C —> Mis a well-defined extension of/i+f^(^), 
by the Diagram Lemma, A.3.4. Thus h has rank at most 2. I 

A.7.3 Remark The previous theorem can easily be generalised. If a finite 
algebra M has enough algebraic operations relative to an alter ego M, then M 
has rank at most 2 relative to M. 

Because of the order of the quantifiers in the two definitions, it is not clear 
whether 'rank at most 1' implies 'enough algebraic operations'. We will intro­
duce a new condition that is sufficient to guarantee both of these properties. 

Let M 3r (M; G, H, R, T) be an alter ego of a finite algebra M- We say 
that M has enough projections relative to M if [G U i7]o contains all the 
nullary algebraic operations on M and there is a map / : CJ ^ cj for which the 
following condition holds: 

for all n G a;\{0}, all B ^ C < M^ and all non-constant homomorph­
isms /i : C -^ M, there exists k e CJ with k ^ f{\B\), projections 
TTzQ,..., 7̂ ^̂ _̂  : M^ —> M, and a partial operation p e [GU H]k such that 
'P^^^\^IQ\C^ . . . ,7r̂ _̂̂  f^) : C -^ M is a well-defined extension of/if^. 

B - ^ C - ->M^ 

M ^ 

{V\jek^ij)\c 

'•V 

dom(p) ' > M^ 

V\jek ̂ ij 
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The algebra M is said to have enough projections if it has enough projections 
relative to the brute-force alter ego M^ of M-

Clearly, 'enough projections relative to M' impUes 'enough algebraic oper­
ations relative to M' . Next we show that our new condition also implies 'rank 
at most r . 

A.7.4 Theorem Let M be a finite algebra and let M be an alter ego of M. 
If M has enough projections relative to M, then M has rank at most 1 relative 
toM., 

Proof Assume M has enough projections relative to M = (M; G, if, R, T), 
via the bounding function f \ uj -^ uo. Let /i : B —> M be a homomorphism, 
where B ^ M^ for some n E uj. We want to show that h has rank at most 1 
relative to M. Define £ := f{\B\). Assume ^(B) ^ C < D ^ M''+^ where 
t e uj and ^ : M^ ^-> M^"^^ is a coordinate embedding, and assume there is a 
homomorphism /i"^ : D -^ M such that h'^ f̂ (̂ ) = ho ^\'^^. 

First, consider the case where h is constant. As M has enough projections 
relative to M, all the nullary algebraic operations on M belong to [G U H]Q. 
So there is some p E [G U H]o that has the same value as h, and therefore the 
same value as h'^ 1^(3)- Thus p^^^\0) : C —> M is a well-defined extension 
of h'^ \^{B)' Hence h has rank at most 1 relative to M. 

Now assume that h is not constant. We can use the technical condition in 
the definition of enough projections relative to M, with B, C and h replaced 
by <^(B), C and h'^ \Q, respectively. There exists k e to with k ^ f{\^{B)\) = 
f{\B\) = £, projections TT̂ Q, . . . , TT^ ,̂̂  : M "̂̂ ^ -^ M and a partial operation 
p e [GU H]k such thai p^^^\niQ\c:' ^ ^ ,7Ti^_ J c) • C -^ M is a well-defined 
extension of /i+ \^(B)' By definition, the homomorphism ni^ tc ' C -> M has 
rank 0, for each j G {0 , . . . , /c — 1}. Thus h has rank at most 1 relative to M. 
So we have shown that M has rank at most 1 relative to M. I 

The completion of commutative diagrams inherent in the definition of rank 
is reminiscent of the definition of injectivity. A finite algebra M is injective 
in the quasi-variety ISP(M) if, for each set / and each A ^ M^, every homo­
morphism X : A —> M extends to a homomorphism x^ : M^ -^ M. Having 
rank a, for some ordinal a, seems to be a weak form of injectivity. For example, 
it will follow from Theorem A.7.8 that, if M has rank 0, then M is injective in 
ISP(M). As we remarked in the introduction to Chapter 4, a simple application 
of Lemma 4.1.1 shows that, if M is injective in ISP(M), then M has enough 
algebraic operations and so, by Theorem A.7.2, has rank at most 2. In fact, the 
injectivity of M suffices to show that it has rank at most L 
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A.7.5 Theorem Let M be a finite algebra and assume that M is injective in 
the quasi-variety ESP(M). 

(i) Let M == (M; G, H, R, T) be an alter ego of M such that [G U H] 
contains all the algebraic total operations on M. Then M has enough 
projections relative to M, and thus has rank at most 1 relative to M. 

(ii) The algebra M has enough projections, and thus has enough algebraic 
operations and rank at most 1. 

(iii) If M is dualisable, then M is strongly dualisable. 
Proof For claim (i), we will show that M has enough projections relative to 
M using the bounding function i&^ : uj —^ uj. Let B ^ C ^ M^. where 
n G c<;\{0}, and let /z : C —> M be a homomorphism. By Lemma 4.1.1, there 
are projections TT̂Q , . . . , 7̂ ^̂ _-̂  : M^ -^ M, for some A: ^ | J5|, such that 

jek 

is an embedding. As M is injective in ISP(M), there exists an algebraic total 
operationp : M^ -^ M such that po Lp =• h\Q. So 

jek 

We must have p e [G U H]k, since [G U H] contains all the algebraic total 
operations on M. Thus M has enough projections relative to M. 

By Theorem A.7.4, it now follows that the algebra M has rank at most 1 
relative to M. (We could have used Lemma A.7.1 to prove directly that M has 
rank at most 1 relative to M.) 

We have shown that claim (i) holds. Claim (ii) follows easily, and claim (iii) 
uses the Strong Dualisability via Rank Theorem, A.6.6. I 

Next we shall prove that every finite algebra that generates a congruence-
distributive variety has enough projections, and therefore has enough algebraic 
operations and rank at most L We require the following definitions and lemma. 

Consider a finite algebra N. Every congruence on N is the meet of a finite set 
of meet-irreducible congruences. So we can define irr(N) be the least n G cj 
such that the zero congruence on N is a meet of n meet-irreducible congruences. 
Thus an algebra N is subdirectly irreducible if and only if irr(N) = L The 
irreducibility index, Irr(M), of a finite algebra M is defined by 

Irr(M) \— max{ irr(N) | N is a subalgebra of M }. 
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A variety V is congruence distributive if every algebra in V has a distributive 
congruence lattice. For example, an algebra with an underlying lattice generates 
a congruence-distributive variety [5, II.12.3]. 

The following lemma says that, for each finite algebra M that generates 
a congruence-distributive variety, every algebraic partial operation on M can 
depend on at most Irr(M)-many coordinates. 

A.7.6 Lemma Let M be a finite algebra. Assume M generates a congruence-
distributive variety and define k := Irr(M). Let h : B -^ 'Mbe an algebraic 
partial operation, where 3 ^ M^ and n G cj\{0}. Then there exist projections 
PiQ,..., Pij^_^ : B —> M and a homomorphism p : (Hje/c P^j) (•^) ~^ M ̂ i^ch 
thath==p^^'^\pi,,...,Pi,_^). 

M 4 

>M^ 

Hjek ^^. 

> M ' 

Proof We can assume h is not constant. So M is non-trivial, whence k ^ Q. 
The lattices Con(/i(B)) and Tcon(B)(ker(/i)) are isomorphic. As /i(B) is a 
non-trivial subalgebra of M» this implies that ker(/i) = AJG/C ^J ' ^̂ ^ some (not 
necessarily distinct) meet-irreducible congruences 6Q^ ,,., 6k-i on B. 

The zero congruence on B < M^ is equal to the meet of all the kernels of 
projections. Let j G {0 , . . . , A: — 1}. Then this gives us 

Oj = ejV f\ ker(p,) - / \ {Oj V ker(p,)), 
lEn lEn 

as the lattice Con(B) is distributive. Since 9j is meet-irreducible, there exists 
ij G n such that 9j = 6j V ker(pij). So keT{pi.) ^ 6j. 

We now have 

ker( n p , J = / \ ker(p,^,) ^ / \ % = ker(/i). 

Consequently, there is a homomorphism p : (f]jg/e Pzj)(B) - M such that 

• 

We can now give a new proof that every dualisable algebra that generates a 
congruence-distributive variety is strongly duaHsable [8, 3.3.7 and 3.3.8], 



A. 7 Some examples 247 

A.7.7 Theorem Let M. be a finite algebra that generates a congruence-
distributive variety and define k :— Irr(M). 

(i) The algebra M has enough projections, and thus has enough algebraic 
operations and rank at most 1. 

(ii) Let M = (M; G, H, R, T) be an alter ego of M. Assume that [GUH]^ 
contains all the nullary algebraic operations on M. Assume further 
that every k-ary algebraic partial operation on M has an extension in 
[G U H]k. Then M has enough projections relative to M, and thus has 
rank at most 1 relative to M. 

(iii) Let M be an alter ego of M that yields a duality on ISP(M). Define 
M^ to be the alter ego of M obtained from M by adding all the nullary 
algebraic operations on M and all the k-ary algebraic partial operations 
on M. Then M^ yields a strong duality on I§P(M). 

Proof Let M == (M; G, H, R, T) be an alter ego of M such that [G U H]o 
contains all the nullary algebraic operations on M and every fc-ary algebraic 
partial operation on M has an extension in [G\JH]k, It follows from the previ­
ous lemma that M has enough projections relative to M, taking the bounding 
function / : a; —> cj to be the constant map of value Irr(M). So claims (i) and 
(ii) follow from Theorem A.7.4. Claim (iii) follows from claim (ii), in tandem 
with the Strong Dualisability via Rank Theorem, A.6.6. I 

We now turn our attention to algebras of rank 0. Having rank 0 is clearly a 
very restrictive property on a finite algebra—every algebraic partial operation 
must be the restriction of a projection. Nevertheless, we will see that there are 
some well-known and intensively studied quasi-varieties that are generated by 
an algebra of rank 0: for example, the class of bounded distributive lattices. 

The following theorem completely characterises the algebras of rank 0 within 
the class of dualisable algebras. While the proof of the theorem is quite short, 
it calls on some deep results from the general theory of natural dualities. 

Our characterisation requires two definitions. First, an alter ego of a finite 
algebra is purely relational if it is of the form M = (M; R, T), for some set 
R of relations. Next, for all n ^ 3, a term t (xo, . . . , Xn-i) in the language of 
an algebra M is a near-unanimity term of M if the equations 

t ( x , . . . , X, y) ^ t{x, ...,x,y,x) ^ '" ^ t{y, x,...,x) ^x 

are satisfied by M- The most commonly occurring examples of algebras with 
a near-unanimity term are those with an underlying lattice; in this case, we can 
use the ternary term t{x^ y, z) := {x Ay) y {y A z) W {z A x), 
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A.7.8 Theorem Let Nlbe a non-trivial finite algebra. Then the following are 
equivalent: 

(i) M is dualisable and has rank 0; 

(ii) M is dualisable and has height 0; 

(iii) M is dualisable, and every duality for ISPfM) is strong', 

(iv) M is strongly dualisable via a purely relational alter ego\ 

(v) M has a near-unanimity term, every non-trivial subalgebra of M is 
subdirectly irreducible, and the only homomorphisms from subalgebras 
of M into M are the inclusion maps. 

Proof Condition (i) implies (ii), by Theorem A.6.5. To prove that (ii) im­
plies (iii), assume that (ii) holds and let M be an alter ego that dualises M. 
Since M has height 0, it follows that M has height 0 relative to M. So M 
Strongly dualises M, by Theorem A.4.6, and therefore (ii) implies (iii). Con­
dition (iii) implies (iv), since every dualisable algebra is dualised by a purely 
relational alter ego. 

To prove that (iv) implies (v), we call on a number of results that can be found 
in the text by Clark and Davey [8]. Assume that M is strongly dualised by a 
purely relational alter ego M = (M; G, H, R, T), where G = H = 0, Then 
every partial operation in G U if is at most unary, vacuously. Using the Unary 
Structure Theorem [8, 6.2,2] (Clark and Davey [7]), it follows that M has a 
near-unanimity term and that every non-trivial subalgebra of M is subdirectly 
irreducible. (Both of these conclusions are far from obvious.) 

Now let N be a subalgebra of M. There are various ways to prove that the 
inclusion map L-^ : N —> M is the only homomorphism from N into M. One 
of the simplest is to note, via the Dual Generation Theorem, A.2.3, that D(N) 
is the substructure of M ^ generated by the projection /.^ : N -^ M. Since 
GU H is empty, it follows that ^N is the only homomorphism from N into M, 
as required. Thus, (iv) implies (v). 

Finally, we will prove that (v) implies (i). Assume that (v) is true. Since M 
has a near-unanimity term, it follows that M is dualisable, by the NU Duality 
Theorem [8, 2.3.4] (Davey and Werner [29]). It also follows that M generates 
a congruence-distributive variety, by A. Mitschke [49]. As every non-trivial 
subalgebra of M is subdirectly irreducible, we must have Irr(M) = 1. 

We want to prove that M has rank 0. To this end, let /i : B -^ M be a 
homomorphism, where B < M'^ and n e to. The only endomorphism of M 
is the identity. So we know that there are no constant homomorphisms into M, 
and therefore n > 0. By Lemma A.7.6, there is a projection p̂  : B -^ M, for 
some i G n, and a homomorphism p : Pi{B) -^ M such that h = p^^^^Pz)-
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Our assumptions guarantee that p is the inclusion ip^{B) ' PiO^) ~^ M. and 
thus h = Pi. Hence (i) holds. I 

The conditions in (v) above are, of course, very restrictive on a finite al­
gebra M. They imply that M has no one-element subalgebras and that M is 
injective in the quasi-variety ISF(M) (via a Jonsson's Lemma argument, for 
instance). If ISP(M) is closed under homomorphic images, they also imply 
that every subalgebra of M is simple. 

The previous two theorems tell us that the two-element bounded distributive 
lattice ({0,1}; V, A, 0,1) has rank 0, while its unbounded cousin ({0,1}; V, A) 
has rank 1. Many other examples of algebras of rank at most 2 are known. 

• Clark, Idziak, Sabourin, Szabo and Willard [14] proved that a finite commu­
tative ring with identity is dualisable if and only if its Jacobson radical is self 
annihilating. They then showed that all these dualisable rings are strongly 
dualisable, by (implicitly) proving that they have rank at most 1 [65]. 

• Hyndman and Willard [38,65] gave an example of a dualisable algebra whose 
rank is exactly 2: the four-element unar ({0,1,2,3}; 0001). 

• The strongly dualisable three-element unary algebras are described in Chap­
ter 4. They all have enough algebraic operations, and therefore have rank 
at most 2. Indeed, Hyndman and Pitkethly [40] proved that a three-element 
unary algebra has finite rank if and only if it has enough algebraic operations. 

• In Chapter 7, we proved that all finite linear unary algebras are strongly 
dualisable by proving that they all have enough algebraic operations. 

• Lampe, McNulty and Willard [45] have shown that the dualisable graph 
algebras and flat graph algebras are strongly dualisable, again by proving 
that they have enough algebraic operations. 

We also have examples of finite algebras that do not have a height, and therefore 
have rank infinity. Any dualisable algebra that is not strongly dualisable must 
have rank infinity; see Chapter 4 for examples. 

Between 2 and infinity, nothing is currently known. Is there a unary algebra 
of rank 3? A non-unary algebra? Are there any algebras of unbounded height? 
Is there a strongly dualisable algebra of rank infinity? Much remains to be 
discovered. 
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Notation 
Notation is listed under every chapter in which it is used. 

ISP(M), ISP(B), 2 

121,010,0011, 4 

IScP+(M), 15 

yi(A,M),X(X,M), 16 

D,E, D(A),ED(A),DE(X), 16 

Rn, 20 

Qa, 21 

ISP(M), ISP(N''), 2 

Rn, R2\M\^ R\S\{M), 20 

A(A,M),-A(7(A),D), 16 

D(A), 16 

End(Mo), End(M), 27 

eA(a),eA((s,s)), 16 

End(M)(t), 33 

021,000,0010, 35 

0 0 2 
0 1 0 
0 0 0 

/2 2 2\ 
35 

Ao, 35 

*o, 39 

7N, 41 

^7? 17 9 ̂ 7» 41 

ppg,PQP,010,021, 4 

ISP(M), ISP(Q), 2 

CA? Cp, 55 

G*(P), G'*(A), 55 

yi(A,M),^(P,M), 16 

-R4, i?n> 20 

D(A), 16 

sgA(B),sgA(a),sgp(t;(a;)), 61 

-^out? -^out? -̂ irii -Mn? -^in? C)i 

eq(a;,y),eq(yj,yi+i), 22 

^M,°^^M,°2^220,02iF, 70 

/i,/2, 71 
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(2)o , (2)p , ( 2 ) M , ( 2 ) R , 71 

7{a),7{u{a)), 72 

Ai-2, Ai2, 72 

eA(A), 16 

Ps, Pn, 21 

5̂ a> 21 

2, 81 

Oon' 2A;/C+1' 81 

End(Mo) , 27 

End(M)(fc), 33 

T(a ) ,y (a6 ) , 112 

A | 2 , A i 2 , 5 | 2 , 112 

G*(A), 55 

2, 113 

MKF\ 116 

^ , =^n, ^4.>=3, 120 

P A , ^ B , 123 

"T^A, ~T^f<' "T^A> 

Di (A) , 124^ 

Ps, Pt, Pj_, PT' 126 

i : ^ ( X ) , x ^ 128 

123 

112, 212,ppg, 4 

M V ^ M L - M D - 90 

ISP(M) , 2 

y i ( M " , M ) , S ( r , 2 ) , 16 

CM", CA, 55 

ny, 24 

sgp(a ) , sgp({a ,6}) , sgA(aa) , 61 

-Pout> -Pin. 61 

dA,dp, 95 

" A ( 5 ) . " A ( ^ ) ' 1 A ( 5 ) , 96 

" M v °^^M, °^^220, 70 

/ i , /2 , 98 

( 2 ) p , ( 2 ) v L , ( 2 ) D , ( 2 ) N , 98 

in, 0, 100 

^ A , - ^ ^ ( A ) . 104 

S, 110 

D ( A ) , D ( B ) , D ( i ) , 16 

F + , T, ± , 111 

ab, cc, 111 

%,T^,% 112 

t p , t p , 112 

ISP(M) , I S P ( M X N ) , 2 

A U B . K U L , 138 

AUapB, 139 

F V ( 0 ) , Z A , 139 

M U l , 141 

001,111,0011, 4 

y i ( A , M ) , S ( B , M U N ) , 16 

ps, Pi, 21 

nO flOO 81 

a, 81 

sg(M«)^(^) 'SSM(«) ' 61 

ga,gi3, 21 

P * v Q , K * q L , 157 

End(K)(ifc), 33 

010,002,00110, 4 

M o W M i , 165 

ISP(M), ISP(N) , 2 

> l ( C , M ) , S ( A , N ) , 16 
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^m(MJ, i?^(N), 20 
l9nM, 169 
0, 81, 100 

M X n, 169 

M U l , 141 

P U Q , 138 

n i l ^ 3 2 4 o , 

Pi, 21 

|0 „ 0 1 !1 
G(A*), 4 

Pi, Ps, 21 

T, m, 81 

M U N , N + L J N , 138 

ISP(N+), ISP(M), 2 

sgA(a), sgA(-B), 61 

Subi(A), Subi(A), 188 

is(«)as(^).Ts(s)>Ts(5). 189 

F M ( 1 ) , i^M(l)' 189 

1012,1212,001, 4 

^ ( B , M ) , > l ( M " , M ) , 16 

Rn, 20 

D(A), 16 

eq(y,z),eq(w;i,u;i+i), 22 

ny , 24 

[GUi/] , 213 

[GUF]fc, [GuF]o , 213 

I§cP^(M), 15 

D(l),D(A),D(v?), 16 

Px, pi, 214 

l im5, 218 

B < A, Co ^ Do < A, 218 

[G\JH]{Z),[GUH]{Q{A)), 219 

'Z,[G\JH](Z), 219 

njefe^i'risen P»s, 220 

dom(p), dom(p), 220 

j & k, a : n + t -^ n, 220 

[y]o, [y]a, [£.(A)]i, [^(A)]^, 223 

^(A), ^(C), 224 

Prag D(A)^ 232 
, - 1 If- : (p{A) -^ A, 235 

Irr(M), 245 

Tcon(B)(ker(/z)), 189 

FM{S), FM{S), 212 

I§P(M), SP(M), 2 

AiA,M),A{C,M), 16 

tCM(^), 213 
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Page references to definitions are given in italics. 

abelian group, see group 
algebraic 

closure, 219 
operation, 14 
over, 14 
partial operation, 14 
relation, 14 
total operation, 214 

algebraic constructions 
and dualisability, look up: 

Table 5.1, 137 
Table 5.2, 137 

and non-dualisability, look up: 
Table 5.3, 162 

almost equal, 75 
alter ego, 75, 14-15 

brute-force, 27 
of finite type, 19 
purely relational, 247 
strong brute-force, 224 

alternating chains 
and dualisability, 53, 172, 183 

amalgamated union, 139 
associate of a fragment, 235, 235-236 

compatible, 236 

balanced, see hom-minimal 
binary homomorphism, 26, see also 

operation 

Boolean algebra 
Stone duality, 75 

boolean p-semilattice, 136, 151 
boolean topology, 16 
brute-force 

alter ego, 21 
strong, 224 

morphism, 21 

centre of a unary algebra, 55 
chain of kernels, 208 
clones 

and dualisability, 163-165 
chains of, 53, 172 
enriched partial, 213 

closed substructures 
generation of, 223, 226-227 

closure 
algebraic, 279 
term, 27 J, 213-216 
topological, 219-220 

column, 35 
compactness, duality, 20 
compatible associate for fragment, 236 
congruence distributive, viii, 246, 245-247 
conjugation, 70 
connected 

component of a unary algebra, 4, 143 
unary algebra, 4 
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connecting maps, 218 
contagiously non-dualisable, 183, 183-185 
coordinate embedding, 236 
coproduct of unary algebras, 138-141, 5e^ 

also algebraic constructions, disjoint 
union and petal 

coretraction, 40 
cyclic element of a unar, 86 
cyclic group, see group 

Decidability Problem 
for Dualisability, viii, 209 
for Strong Dualisability, viii 

-decreasing, 124 
depth of a unary algebra, 193 
directed ordered set, 218 
disjoint union, 138, 141-149, 162, \^l,see 

also distant union 
distance function on unary algebras, 95 
distant union, 165, 165-169 
distinguish within, 32 
distributive lattice, see lattice 
dual 

category, 15-16 
of an algebra, 16 
of a structure, 16 

dualisability, viii, 77, 14-22 
and algebraic constructions, look up: 

Table 5.1, 137 
Table 5.2, 137 
Table 5.3, 162 

and alternating chains, 53, 172, 183 
and clones, 163-165 
and finiteness, 52 
finite, 21 
full,22, 22-23, 89-91 
inherent, 779, 201 
strong, 23, 23-24, 89-91, 211-212 
within varieties, 135-137, 155 

Dualisability Problem, viii, 51 
Strong, viii 

dualisable, 77 
finitely, 27 
fully, 22 
inherently, 779 
strongly, 23 
see also dualisability 

dualises, 77 
strongly, 27^ 

dualising structure, 77 
duality, 77, 14-18 

compactness, 20 
full, 22, 22-23, 89-91 
independence of generator for, 19, 23 
infinite generators for, 18-19 
natural, vii, 77 
strong, 23, 23-24, 89-91, 211-212 
Hofmann-Mislove-Stralka, 18 
Pontryagin, 18, 79 
Priestley, 18 
Stone, 18 

empty structure, 15, 20, 214 
endomorphisms 

cyclic group, 40, 47-48 
group, 47 
lattice, 27-28 
semilattice, 83 

enough algebraic operations, 24, 91 
and congruence distributivity, 245-247 
and height, 228-231 
and injectivity, 91, 245 
and rank, 242-243 
and strong dualisability, 24, 231 
proofs of, 93, 102, 106,205 
relative to an alter ego, 229 

enough projections, 243, 243-247 
enriched partial clone, 213 
entropic algebra, 164, 164-165, 177 
equaliser, 22 
evaluation, 20 

given by, 27 
locally an, 27 
natural embeddings given by, 16, 22 

fence in a unary algebra, 95 
finite gentle basis, see gentle basis 
finite support, see support 
finite type, alter ego of, 79 
Finite Type Problem, 27, 149, 209 
finitely dualisable, 27 
finitely separable, 166, 166-171 
finiteness and dualisability, 52 
flat-semilattice operation, 34, 35, 83 
fragment of a homomorphism, 231 

associate of, 235, 235-236 
height of, 232 

Fred,see Q 
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full dualisability, 22, 22-23, 89-91 
fullduality,22, 22-23, 89-91 
Full versus Strong Problem, 23, 89-91, 209 
fully dualisable, 22, 22-23, 89-91 

gentle 
basis, 62 

finite, 64-68 
surjection, 62 

ghost element 
method, 21-22, 80-81, 151, 153-154 

applications of, 80-86, 151-154, 160, 
177,181, 184-185 

of an algebra, 22 
given by evaluation, 21 
graphs 

associated with a unary algebra, 4, 
10-13, 55, 86, 95, 123, see also unary 
algebra, structure of 

group 
abelian 

Pontryagin duality, 18,19 
cyclic, 18 

endomorphisms of, 40, 47-48 
endomorphisms, 47 
operation, 46 

Hanf number for dualisability, 209 
height, 223-241 

and enough algebraic operations, 
228-231 

and rank, 240 
and strong dualisability, 226 
at most, 224, 232 
does not have a, 224 
has a, 224 
of a fragment, 232 
of a homomorphism, 224 
of an algebra, 224, 225 
unbounded, 224 

Hofmann-Mislove-Stralka duality for 
semilattices, 18 

hold, 200 
hom-minimal 

algebra, 74 
locally, 126 
relation, 120 

implication algebra, two-element, 18, 
163-164, 183-187 

independence of generator for duality, 19, 
23 

infinite generators, duality for, 18-19 
Inherent Non-dualisability Problem, 28 
inherently 

dualisable, 779, 201 
non-dualisable, 28, 151-154, 179, 183 

injective 
algebra, 244 
structure, 23 

injectivity and strong dualisability, 23, 91, 
244-245, 249 

inner element, 61 
inverse limit, 218 

lemma, 218-219 
applicationsof, 218, 221,238 

inverse system, 218 
irreducibility index, 245 
isolated element, 174 
isoreduct, 90 

kernel of a unary algebra, 52, see also 
zero-kernel, one-kernel and chain of 
kernels 

-kernel unary algebra, 52 

lattice 
distributive 

Priestley duality, 18 
endomorphisms, 27-28 
operations, 27 

linear unary algebra, 180, 187-206, 208 
locally an evaluation, 21 
locally hom-minimal, 126 

majority operation, 83 
minimal algebra, 191, 197 
mono-unary algebra, see unar 
morphism 

brute-force, 21 
in dual category, 16 

much ado about 
nothing, 20 
nullaries, 221 

natural duality, vii, 17, see also duality 
natural evaluation embeddings, 16, 22 
near-projection operation, 39 
near-unanimity term, viii, 25,247 
node of an ordered set, 192 
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non-dualisability, 18, 21-22, 171 
and algebraic constructions, look up: 

Table 5.3, 162 
contagious, 75J, 183-185 
inherent, 2S, 151-154, 179, 183 
see also ghost-element method 

non-dualisable, see non-dualisability 
nullary 

algebra, see zero-kernel unary algebra 
operations 

and dualisability, 164 
of alter ego, 214, 221 

one-element algebra, 2, 3, 20, 214 
one-kernel unary algebra, 52, 60-69, 

92-97, 191-192,208 
one-point extension, 135,141, 142-143, 

147,149 
pointed, 176 
see also disjoint union 

one-to-one away from 0, 35 
operation 

algebraic, 14 
group, 46 
lattice, 27 
majority, 83 
near-projection, 39 
semilattice, 83, 154 

flat, 34, 35 
total versus partial, 15 

ordered set 
associated with a unary algebra, 188 
unary algebra from, 111-114 

outer element, 61 

partition 
determined by an element, 72, 112 
subuniverse determined by, 123 

permutations, see zero-kernel unary 
algebra 

petal, 55, 54-59 
pointed one-point extension, 176 
pointwise extension 

of operations and relations, 15 
Pontryagin duality 

for abelian groups, 19 
of given finite exponent, 18 

for locally compact abelian groups, 19 
Priestley duality for distributive lattices, 18 

p-semilattice, 136, 150-153 
boolean, 136, 151 

pseudo-complemented semilattice, see 
p-semilattice 

purely relational alter ego, 247 

Q, 3, 4, 8, 8-14, 53, 57, 83, 154-157, 165, 
166, 170, 173, 176-177 

quasi-equation, 2 
satisfaction of, 2 

quasi-injective, 90-91, 96, 100, 105, 118 
quasi-ordered set 

associated with a unary algebra, 95, 188 
quasi-variety, 1-3 

generated by a finite algebra, 2 
topological, 15 

R, ^, 3-8, 57, 60-62, 191 
rank, 212,2J6, 236-249 

and congruence distributivity, 245-247 
and enough algebraic operations, 

242-243 
and height, 240 
and injectivity, 244-245, 249 
and strong dualisability, 241 
at most, 237 

zero, 247-249 
one, 241, 243-249 
two, 241-249 

infinity, 237, 249 
of an algebra, 237 
of a partial operation, 236, 237, 241 

retract, 40 
term, 40 
see also algebraic constructions 

retraction, 40 
gentle, 62 
sub-, 201 
term, 40 
unbiased, 191, 190-192 

row, 35 

satisfaction of a quasi-equation, 2 
semilattice 

endomorphisms, 83 
operation, 83, 154 

flat, 34, 35 
p-, see p-semilattice 
pseudo-complemented, see p-semilattice 
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semilattice continued 
with unary operations, 154 
Hofmann-Mislove-Stralka duality, 18 

separable, 166 
finitely, 7(56, 166-171 

separated by homomorphisms, 3 
separates, 2 
smalltype, 779, 201 
Stone duality for Boolean algebras, 18 
strong brute-force alter ego, 224 
strong dualisability, 23, IT^-IA, 89-91, 

211-212 
and enough algebraic operations, 24, 231 
and height, 226 
and injectivity, 23, 91, 244-245, 249 
andrank, 212, 241 

Strong Dualisability Problem, viii 
strong duality, 23, see also strong 

dualisability 
strong idempotent, 30, 29-38 
strongly dualisable, 23, see also strong 

dualisability 
strongly dualises, 27^ 
subreduct, 183 
subretraction, 207 
subuniverse determined by a partition, 123 
support, 27,57, 143 

tame congruence theory, 164 
term 

closed, 22, 272, 212-217 
closure, 275,213-216 
isomorphic, 166 
near-unanimity, viii, 25, 247 
retract, 40, see also algebraic 

constructions 
retraction, 40 

three-element unary algebras 
dualisable, 52-53 
finitely q-based, 91 
fully dualisable, 90 

three-kernel unary algebra, 52 
three-element, 86 

topological closure, 219-220 
topological quasi-variety, 15 
topology 

boolean, 16 
product (subbasis for), 16 

tree, 189 

two-element unary algebras, 60 
two-kernel unary algebra, 52 

three-element, 69-84, 91, 97-133 
types of, 71, 98 

unar, 5(5, 86-88, 179,249 
with added constants, 180, 188 
see also linear unary algebra 

unary algebra, viii 
zero-kernel, 52, 54, 59-60, 92-97 
one-kernel, 52, 60-69, 92-97, 191-192, 

208 
two-element, 60 
three-element 

two-kernel, 52, 69-84, 91, 97-133 
three-kernel, 52, 86 
dualisable, 52-53 
finitely q-based, 91 
fully dualisable, 90 

coproducts of, 138-141, see also 
algebraic constructions, disjoint union 
and petal 

distance function on, 95 
from ordered set, 111-114 
linear, 780, 187-206,208 
mono-, see unar 
quasi-injective, 90-91, 96, 100, 105, 118 
structure of 

graphs, see graphs 
inner/outer elements, 61 
ordered sets, 188 
petals, 54-59 
quasi-ordered sets, 95, 188 

unary operation 
added to semilattice, 154 
string notation for, 4 

unbiased retraction, 797, 190-192 
unbounded height, 224 

varieties, 2 
dualisability within, 135-137, 155 

yields a 
duality, 17 
full duality, 22 
strong duality, 23 

zero-kernel unary algebra, 52, 54, 59-60, 
92-97 




