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Abstract—Computer architects are always interested in ana-
lyzing the complex interactions amongst the dynamically allocated
resources. Generally a detailed simulator with a cycle-accurate
simulation of the execution time is used. However, the cycle-
accurate simulator can execute at the rate of 100K instructions
per second, divided over the number of simulated cores. This
means that the evaluation of a complex application with complex
concurrency interactions on contemporary multi-core machine
can be very slow. To perform efficient design space exploration we
present a co-simulation environment, where the detailed execution
of concurrency instructions in the pipeline of microthreaded
cores and the interactions amongst the hardware components are
abstracted. We present the evaluation of the high-level simulation
framework against the cycle-accurate simulation framework.
The results show that high-level simulator is faster and less
complicated than cycle-accurate simulator and has reasonable
accuracy.

Keywords—High-level simulation, many-core systems, concur-
rent systems.

I. INTRODUCTION

The detailed simulation of a complex MultiProcessor
System-on-Chip (MPSoC) in software increases the wall-clock
execution time of the simulator. This cost of wall-clock time
in the cycle-accurate simulation of many-core architectures
is becoming increasingly expensive in the future many-core
systems. As the modern interpretation of Moore’s law implies
that: The number of cores will double every next generation.
The number of cores in a system are scaling up to hundreds
or thousands, we believe that the detailed simulation of the
components in the core become less interesting. Instead, the
focus is shifting towards the overall behavior of the chip, where
the simulation of creation, communication and synchronization
of concurrency are more important.

In this article, we explore specifically the microthreaded
many-core architecture also known as the Microgrid [15], [17],
[14], [19] which implements the microthreading model [16]
in hardware. This requires special attention, because existing
simulation techniques do not yet account for the combined use
of multiple cores, data-flow scheduling and hardware multi-
threading. Every core in the Microgrid supports fine-grained
multi-threading and implements the concurrency management
of the model in its instruction set (ISA). There exists a cycle-
accurate simulator for the Microgrid, named as MGSim [20],
[26], [19], [25], [20]. It simulates all the low-level details
of the architecture and therefore becomes very slow in the
execution of large applications. The detailed simulation of the

architecture is not suitable for design space exploration [29]
and therefore a high-level simulator is desirable as a com-
plementing tool. The techniques presented in this paper for
scheduling, resource management and abstraction may be used
to simulate other many-core architectures e.g. Intel SCC,
Sun Sparc Tx, Tile64 etc. The high-level simulator of the
Microgrid is named as HLSim [34], [28], [33], [32], [31] and
is developed to make quick and reasonably accurate design
decisions in the evaluation of the architecture using multiple
runs of benchmarks which can consist of billion of instructions
execution.

The objective of HLSim is to evaluate applications and
make system-level decisions to the architecture and if nec-
essary these decisions can be validated using MGSim. The
applications used for the evaluation expose dynamic behavior
as they adapt to the resources available at run-time, in order to
improve efficiency in the architecture or application. HLSim
provides help to the designers of the Microgrid, in investigating
the implementation of operating system services to support the
dynamic adaptation, in particular dynamic resource allocations
and mappings.

The rest of the paper is organized as follows. We will give
a background to the Microgrid in section II. We present the
high-level simulation technique for the Microgrid in section III.
The high-level simulation of concurrency constructs is given
in in section IV and the evaluation of the framework against
MGSim is given in section V. The related work is presented
in section VI and the paper is concluded in section VII.

II. BACKGROUND

The Microgrid [15], [3], [13], [30] is a general-purpose,
many-core architecture that implements hardware multi-
threading using data-flow scheduling and a concurrency man-
agement protocol in hardware to create and synchronize
threads within and across the cores on chip. The suggested
concurrent programming model for this chip is based on
fork-join constructs, where each created thread can define
further concurrency tree hierarchically. This model is called
the microthreading model and is also applicable to current
multi-core architectures using a library of the concurrency
constructs called svp-ptl [35] built on top of pthreads. Our
work focus on the microthreaded architecture where each
core contains a single issue, in-order RISC pipeline with
an ISA similar to DEC/Alpha, and all cores are connected
to an on-chip distributed memory network [14], [4]. Each
core implements the concurrency constructs in its ISA and is
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able to support hundreds of threads and their contexts, called
microthreads and tens of families (i.e. ordered collections of
indexed microthreads) simultaneously. The channels for the
communication and synchronization of the family introduced
in the microthreading model are implemented in registers
of the Microgrid. The registers allocated to a thread are
categorized as; globals, locals, shareds and dependents.

To program this architecture, we use a system-level lan-
guage called SL [18] which integrates the concurrency con-
structs of the microthreading model as language primitives. It
works as an intermediate language for high-level programming
languages (such as SAC [12]), a compiler [11] or with little
effort by the programmer.

III. HIGH-LEVEL SIMULATION

The high-level simulator for the Microgrid is implemented
in C++ using POSIX threads. We have introduced separation of
concerns between application and architecture models, mean-
ing that we have separate application and architecture models
and either can separately be modified in order to improve
performance. The application model simulates microthreads in
the microthreading model [16] on the host machine and the ar-
chitecture model simulates resources of the Microgrid. HLSim
is an implementation of a discrete-event simulation [22]. The
threads in the application model generates events to represent
the concurrency or the computation in the code. These events
are mapped to the architecture model which simulates the
cycles required by the events on the architecture and advances
the simulated time. The cycles represent the load on the
multi-processor based on per instruction timing weight. The
framework of HLSim consists of three parts.

• Application model: It is the microthreaded program
that executes on the host machine, but generates
events with the estimates for concurrency and block of
computational constructs. It provides fully functional
execution of the program and there are parameters that
can be changed for performance based on simulation
results e.g. place size, window size etc.

• Mapping function: The events generated by the ap-
plication model are stored in an ordered queue where
the top of the queue represent the event with the least
workload. This layer is responsible to pass timing
information to the architecture model and can be
changed implicitly with changing in the application
model.

• Architecture model: This layer simulates the hardware
of microthreaded many-core architecture. It provides
location of execution, simulated time, distribution of
threads on cores etc. to the application model. We
are using different models for the architecture model;
One-IPC HLSim, Signature-based HLSim, Cache-
based HLSim and Analytical-based HLSim.

The events for the concurrency constructs are blocking and
computational constructs are non-blocking. By blocking we
mean that the application model stops execution until notified
by the architecture model, and by non-blocking we mean
that the application model keeps sending events without any

acknowledgement until the next blocking event is generated
and blocked by the architecture model.

In order to evaluate the performance of an instruction
stream, we do not implement the instruction issue mechanism
(as in MGSim), rather we estimate the number of cycles re-
quired for the execution of the instruction stream and simulate
these cycles in the high-level simulator to demonstrate the
behavior of threads executing in the Microgrid [34], [28],
[33]. We estimate the performance using basic blocks in
every thread in the application model. In order to extract
concurrency constructs from the instruction stream, a basic
block is logically divided into two parts:

• Computational constructs: The part of the basic block
which consists of instructions that perform computa-
tion. These instructions are executed natively on the
host machine and the estimated number of instructions
in the basic block is sent in the form of events
to the architecture model. The estimated number of
instructions represent the number of cycles required
for their computation. The technique of estimating the
workload of instruction is given in [34], [33].

• Concurrency constructs: The part of the basic block
which does not perform any computation but takes
care of concurrency management known as concur-
rency constructs (i.e. allocate, create, sync, read from
shared, write to shared etc.). The time taken by
concurrency constructs are calculated based on the
dynamic state of the system. For example a sync event
will take time based on the number of cores where the
family is distributed. The time is estimated and then
mapped to the architecture model of HLSim which
advances the simulated time.

IV. HIGH-LEVEL SIMULATION OF CONCURRENCY
CONSTRUCTS

The concurrency constructs in microthreaded many-core
systems are explained in detail in [30]. In this section we
describe the latency of concurrency constructs simulated in
HLSim.

A. Allocation

The allocate message is sent from the parent core to the
group of cores where the family is delegated. The message
travels to all cores in the group to see if it can allocate at least
one thread table entry, one family table entry and 31 registers
in each core. When all the cores succeed the message goes
backward from the last core to the first core in the group and
these entries are allocated asynchronously. The allocate process
for a family of four cores is shown in fig. 1.

The latency of the allocate message from the parent core
to the first core is 14 cycles. The allocation to any additional
core will increase the latency by 5 more cycles given in Eq: 1,
where nc is the number of cores in the given place.

latency = 14 + 5× nc (1)

In case of balanced strategy (c.f. [30]), the allocate process
has a latency of 2 cycles compared to 5 cycles, as the message
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Fig. 1: The allocation process of a family on a group of four cores.

travels one way; from the parent core to the first core and then
keeps on going until the last core. On the return the message
goes directly to the selected core via delegation network, which
is the least loaded and takes 3 more cycles. The allocation
process takes one cycle on the parent core, and the rest of the
latency can actually be tolerated given that there are enough
threads in the pipeline.

B. Configuration

After the family is allocated, some parameters need to be
passed to the first core for the configuration of the family.
These parameters are start, limit, step and window size. Every
parameter sends a separate message, but they are optional and
in many cases there will be less than 4 messages. The latency
of the configuration process depends on the parameterised
creation. There are three possible cases:

• In the create construct, if no parameter or a constant
or variable is used the default value is assumed. Then
no message is passed for configuration and therefore
no cycle is consumed.

• When some constants or variables are used, which are
different than the default values. In that case 1 to 4
instructions create messages, where every message has
the latency of one cycle.

• When some variables are used where the values are
not known at compile time and not the same as default.
Then for every parameter one message is passed,
where the latency of every message is one cycle.

The configuration process completes asynchronously i.e.
as soon as the configure messages are sent, the create process
can start on the parent core. In the high-level simulation we do
not consider the individual messages as per every parameter
in the configuration. We group the 1-4 messages into a single
high-level message which takes 4 cycles.

C. Creation

After the configuration messages have been sent on the
delegation network, the creation process starts on the parent

core. The parent core sends the create message to the first
core in the group of cores where the family is delegated. As
soon as the threads are created on the first core the parent core
is notified, where the parent core can then send the message
to write the shared and global channels. The latency of create
message is independent of the number of cores allocated, mode
or strategy and it is always 20 cycles. However it takes only
one cycle on the parent core and the rest of the cycles can be
tolerated.

D. Synchronization

The parent thread completes the creation process and
continues with other instructions (if any). After that the syn-
chronization message is issued, but depending on whether the
threads of the family are still executing, the parent thread
can be suspended. When all the threads of the family are
terminated the synchronization is activated to synchronize the
family.

Actually the time the sync message is issued by the parent
thread, the sync message travels from the parent core to the
first core. Every core knows the number of threads allocated
from a family. As soon as all the threads allocated to the
core terminate, the core passes this information to the next
core. At the last core when all threads are terminated, the
message is acknowledged to the parent core that the family
can be synchronized. This process of synchronization is shown
in fig. 2.

The synchronization process takes 14 cycles when the
family is allocated to only one core. Any additional core takes
two more cycles. This is given in Eq: 2, Where uc is the
number of cores used by the family. The synchronization takes
1 cycle on the parent core, and the rest of the cycles can
actually be tolerated given a sufficient amount of threads in
the pipeline.

latency = 14 + 2× uc (2)
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Fig. 2: The synchronization of a family created on a group of four cores.

E. Release

Once the family is synchronized, the memory modified
by the created thread is defined in the parent core and their
context are released. A message can then be sent from the
parent core to the first core on delegation network to release
the resources. The message then travels from the first core
to the last core on the distribution network. This process is
completed asynchronously and therefore we do not simulate
this timing in HLSim.

V. RESULTS

In this section we present results to evaluate One-IPC
HLSim against MGSim.

A. Ratio in simulated time

We show the ratio of simulated time in One-IPC HLSim
over MGSim in fig. 3. A ratio closer to 1 means that the simu-
lated time in MGSim and One-IPC HLSim are converging. In
the given graph, the ratio does not stay close to 1 and illustrates
the inaccuracy in One-IPC HLSim. This inaccuracy is mainly
because of the assumption in simulation that every instruction
takes one cycle to complete all the time, while in MGSim the
assumption can be true only if there are sufficient threads in
the pipeline.

B. The effect of window size on simulated time

The simulated time of both simulators based on the window
size is shown in fig. 4. The One-IPC HLSim always takes one
cycle per instruction, and therefore the increased number of
threads per family does not have any effect on the performance,
resulting in a straight line for all window sizes. MGSim,
however, shows an increase in the performance when the
size of the window increases because of latency tolerance.
However, the performance line in MGSim does not even touch
the line of One-IPC HLSim. It means that MGSim never gets to
the point where the latency of instructions is one cycle, because
it has the overhead of concurrency and long latency operations.
After a window size of 16, we do not see any change in cycles
because the number of threads that can be created is reached.
There are 256 threads in total (i.e. 28 = 256) and concurrency
is 128 threads (i.e. 256/2), therefore the maximum number of
threads per core is 16 ( i.e. 128/8 = 16).

C. Simulation time

In this experiment, we execute an approximation of the
Mandelbrot set using different complex plane sizes and differ-
ent number of cores. We show two experiments of simulation
time; in the first experiment we execute a complex plane of
different sizes using selected number of cores, and in the
second experiment we execute a particular complex plane on
different number of cores. In the first experiment the X-axis
shows the size of the complex plane and Y-axis shows the
simulation time in the range of program execution. In the
second experiment the X-axis shows the number of simulated
cores and the Y-axis shows the simulated time in the range
of program execution. There is no particular reason to use
Mandelbrot instead of FFT for simulation time, but to give a
different application for evaluation.

The simulation of large number of cores in MGSim in-
creases the complexity of the simulator and therefore has
an impact on the simulation time, because of the interaction
between simulated cores. But in HLSim, the complexity does
not change with increasing the number of simulated cores, and
therefore the simulation time remains close to a straight line
shown in fig. 5. This is one of the key benefits of HLSim, that it
does not effect the simulation time with the increased number
of simulated cores. In design space exploration, we can use
HLSim with a large number of cores on the chip to execute
large applications with little impact on simulation time.

D. IPC - Simulation accuracy

Instructions Per Cycle (IPC) shows the efficiency (not
performance, as that also depends on the clock frequency) of
the architecture. For each core the IPC should be as close
to the number of instructions the architecture is capable of
issuing in each cycle. In case of the Microgrid, with single
issue, the IPC of each core should be as close to 1 as possible.
However, for c cores, the overall IPC may be up to c, i.e.
each core may issue 1 instruction per cycle. We can measure
the average IPC, i.e. sum of the IPC of c cores divide by
c. Because of the pressure on memory and load balancing
MGSim can perform with different efficiency level in different
applications. The IPC in HLSim depends on the abstraction
over the detailed instruction execution in MGSim. In order to
see a direct comparison we can compute the percentage error
of One-IPC HLSim to MGSim and this is shown in table I.
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Application One−IPC HLSim − MGSim
MGSim ∗ 100

GOL (Torus) 6.4%
GOL (Grids) 30.84%

FFT 58.39%
LMK7 42.66%

Mandelbrot 0.90%
MatrixMultiply 14.15%

Smooth 32.11%

TABLE I: Percent error in the average IPC of different cores in MGSim and One-IPC HLSim.
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E. IPS - simulation speed

Instructions per second (IPS) is used to measure the basic
performance of an architecture i.e. we measure the simulated
instructions per second using a known contemporary processor.
The average IPS (average across all the cores) achieved by
One-IPC HLSim and MGSim is shown in fig. 6. We can see
that the IPS of MGSim is approximately 100 KIPS, and the
IPS of One-IPC HLSim is approximately 1MIPS. Different
simulators used in industry and academia with their simulation
speed in terms of IPS are; COTSon [1] executes at 750KIPS,
SimpleScalar [2] executes at 150KIPS, Interval simulator [5]
executes at 350KIPS and Sesame [8] executes at 300KIPS. and
MGSim [4] executes at 100KIPS. Compared to the IPS of these
simulators the IPS of HLSim is very promising. It should be
noted that the referenced simulation frameworks given above
simulate only small (2-4 cores) number of cores on the chip. In
MGSim and HLSim we have simulated 128 cores on a single
chip, given this large number of simulated cores on a chip,
1MIPS indicates a high simulation speed.

VI. RELATED WORK

High-level simulator avoids unnecessary details of execu-
tion and communication in the architectures at the expense
of losing accuracy. High-level simulators are commonly used
in the domain of embedded systems e.g. [21], [24], [27].
However, these type of simulators are rarely used in general-
purpose multi- or many-core systems. Eeckhout et al. have
worked on statistical simulation of single-core general-purpose
processors [7], [6], [9] and multi-core processors [10]. Simi-
larly, Nussbaum and Smith [23] has also worked on statistical
approaches to provide high-level simulation of multi-core
processors.

RAMP [36] is an open-source, community-developed,
FPGA-based emulator of parallel architectures. It is not just a
hardware architecture project, but the most important goal is
to support the software community to take advantage of the
potential capabilities of parallel microprocessors, by providing
a platform through which the software community can col-
laborate with the hardware community. It provides multiple
levels for evaluation, where one of the level provides the
implementation of distributed memory network and hence a
framework to experiment with the memory architecture.

In One-IPC HLSim we have focused on the abstraction
of concurrency operations in the microthreaded many-core
architecture. The detailed execution of concurrency operations
require that all instructions are executed in the pipeline, which
can be very slow, given the number of concurrency opera-
tions in a complicated application. The abstraction of these
constructs reduces the execution of complexed applications in
HLSim which is required in the early design space exploration
of many-core architectures.

VII. CONCLUSION

We have presented a high-level simulation framework
which integrates the architecture model to the application
model in a concurrent system. The architecture model abstracts
the instruction stream from the detailed execution of the
instructions in the pipeline and the details of communica-
tion in the concurrency of the microthreading model. These

abstractions improve the simulation speed of the high-level
simulator. The architecture model is based on the assumption
that every instruction takes one cycle to complete and can be
true only when there are sufficient threads to tolerate latency.
In the case of inefficient threads the latency of long latency
operation can not be tolerated and hence One-IPC HLSim
can not be considered as an accurate simulation model. The
future research will address the areas to provide the simulation
of fine-grained latency tolerance to improve the accuracy of
HLSim.
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