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Abstract
Social perception relies on different sensory channels, including vision and audition, which are specifically important for 
judgements of appearance. Therefore, to understand multimodal integration in person perception, it is important to study both 
face and voice in a synchronized form. We introduce the Vienna Talking Faces (ViTaFa) database, a high-quality audiovisual 
database focused on multimodal research of social perception. ViTaFa includes different stimulus modalities: audiovisual 
dynamic, visual dynamic, visual static, and auditory dynamic. Stimuli were recorded and edited under highly standardized 
conditions and were collected from 40 real individuals, and the sample matches typical student samples in psychological 
research (young individuals aged 18 to 45). Stimuli include sequences of various types of spoken content from each person, 
including German sentences, words, reading passages, vowels, and language-unrelated pseudo-words. Recordings were made 
with different emotional expressions (neutral, happy, angry, sad, and flirtatious). ViTaFa is freely accessible for academic 
non-profit research after signing a confidentiality agreement form via https://​osf.​io/​9jtzx/ and stands out from other databases 
due to its multimodal format, high quality, and comprehensive quantification of stimulus features and human judgements 
related to attractiveness. Additionally, over 200 human raters validated emotion expression of the stimuli. In summary, 
ViTaFa provides a valuable resource for investigating audiovisual signals of social perception.
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Real-life encounters with other individuals occur in various 
sensory modalities and involve dynamic changes in sensory 
signals over time. Our interactions extend far beyond mere 
facial expressions, as we engage with voice, body, and scent 
in a dynamic perception of our counterparts that drives our 
impressions. In order to empirically study the integration of 
different types of person appearances, we require stimulus 
material that is multimodal and dynamic. An overview of 
existing stimulus material will show that existing stimulus 

material is relatively scarce in terms of publicly available 
resources that combine multiple sensory modalities and offer 
realistic dynamic stimuli. This might have limited the study 
of interactions between and integration of sensory channels. 
Our new database provides synchronized dynamic audio-
visual material that enables the investigation of two sensory 
channels by incorporating dynamic information from voice 
and face.

Despite acknowledging the necessity for a more compre-
hensive understanding of the complex signaling of attrac-
tiveness, previous studies have predominantly focused on 
examining single modalities in isolation, with a particular 
emphasis on face (Little, 2014), voice (Hill & Puts, 2016; 
Pisanski & Feinberg, 2018), or scent (Ferdenzi et al., 2020). 
While these studies provide valuable insights into the 
contributions of specific sensory modalities to attractive-
ness judgements, they are limited in their ability to capture 
the complexity of real-life encounters, which involve the 
simultaneous processing of several sensory modalities. 
Studies using visual and auditory stimulus material (e.g., 
Mook & Mitchel, 2019; Raines et al., 1990) suggest that 
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the perception of attractiveness relies on the interplay of 
multiple modalities, motivating the need for multisensory 
stimulus material.

Even more surprising than the lack of attention given to 
multisensory processing of attractiveness is that many studies 
rely on static stimuli, even though previous work has high-
lighted issues with external validity of findings with static 
stimuli to real-life situations (Garrido et al., 2017; Horstmann 
& Ansorge, 2009). We perceive others in motion, with con-
tinuously changing input about temporal aspects of facial 
movement (Fujimura & Suzuki, 2010) and intermodal cues 
such as lip movement (Sumby & Pollack, 1954), rate (Munhall 
et al., 1996), and rhythm (Bahrick & Lickliter, 2004), which 
are all fundamental components of nonverbal communication. 
However, these features are all absent in static images or static 
images paired with voice recordings (Lander, 2008). Moreover, 
previous work has highlighted differences in identifying emo-
tional expressions between dynamic and static face presenta-
tions, underscoring the importance of motion as a crucial fac-
tor in how humans perceive other people (Fiorentini & Viviani, 
2011; Horstmann & Ansorge, 2009). Collectively, these studies 
suggest that previous findings in person perception based on 
static stimulus material might not translate to real-world sce-
narios, urging the use of dynamic stimuli in future studies.

We developed a new database to allow for more ecologically 
valid research on multimodal attractiveness and person percep-
tion in general. Creating such stimulus material can be costly 
and time-consuming, and existing databases are often unsuitable 
for studying multimodal processing of attractiveness because 
they only contain unimodal and/or static material and target 
other research fields, such as person or emotion recognition. Our 
database provides face and voice material of 40 actors in vari-
ous expressions (neutral, happy, angry, sad, flirtatious) and con-
tent (vowels, words, sentences), available in multiple formats: 
unimodal in the form of static images, voice recordings, and 
muted dynamic videos; and multimodal in the form of dynamic, 
synchronized audiovisual videos. Below, an overview of avail-
able databases for face and voice research and their limitations 
highlights the importance of our new database in advancing the 
study of multisensory processing of attractiveness.

Available face and voice databases

Face image databases are used to study face processing, rec-
ognition, identification, emotion recognition, memorability, 
social perception, and attractiveness in human participants 
and for the development of automated computational solu-
tions. Different research areas require stimulus material with 
specific properties, which are reflected in the design and 
composition of available databases. An overview of all the 
databases reviewed in the following sections can be found 
in the data repository of this paper (https://​osf.​io/​6rdb3).

Databases developed for the investigation of facial or per-
son recognition often contain multiple stimuli of the same 
person recorded under various conditions to acknowledge 
variation in how faces appear (Bruce, 1994). Images of 
people have been recorded at several different time points, 
e.g., in the AT&T database (Samaria & Harter, 1994), the 
CMU Multi-PIE database (Gross et al., 2008), or the FERET 
database (Phillips et al., 1998). Varying lighting conditions 
have been employed, e.g., in the CAS-PEAL face database 
(Gao et al., 2008), and target samples recorded from differ-
ent viewpoints, e.g., in the CMU Multi-PIE database (Gross 
et al., 2008) or in the Face Place(s) database (Righi et al., 
2012). Photographs of different facial expressions have been 
provided, e.g., in the Face Place(s) database (Righi et al., 
2012), the FG-NET network (Wallhoff et al., 2006), and 
the Meissner African American and Caucasian Male Sets 
(Meissner et al., 2005), with different facial details, acces-
sories, or disguises, e.g., in the AT&T database (Samaria & 
Harter, 1994), the CAS-PEAL database (Gao et al., 2008), 
and the Face Place(s) database (Righi et al., 2012), or with 
varying poses, e.g., in the CAS-PEAL database (Gao et al., 
2008). Some of these large-scale databases have repurposed 
pre-existing material such as photographs of celebrities 
(FaceScrub database by Ng & Winkler, 2014), algorithm-
derived sets of images of the same person retrieved from the 
Internet (Labeled Faces in the Wild by Huang et al., 2008), 
or even millions of hours of utterances retrieved from inter-
view uploads to YouTube (VoxCeleb database by Nagrani 
et al., 2020) to investigate speaker recognition under noisy 
and unconstrained conditions.

Databases created for the purpose of emotion recogni-
tion research mainly contain facial images expressing the 
six basic emotions – angry, disgusted, fearful, happy, sad, 
surprised – and a neutral condition, whereby the emotion 
could either be spontaneous, as for instance in the FACES 
database (Ebner et  al., 2010), or posed as in the Child 
Affective Facial Expression Set (LoBue & Thrasher, 2015), 
Karolinska Directed Emotional Faces database (Calvo & 
Lundqvist, 2008), Montreal Set of Facial Displays of Emo-
tion (here, surprised is swapped with embarrassed; Beaupré 
et al., 2000), NimStim Set of Facial Expressions (includ-
ing a calm condition; Tottenham et al., 2009), Radboud 
Faces Database (Langner et al., 2010), or in the Yonsei 
Face Database (Chung et al., 2019). The Complex Emotion 
Expression Database (Benda & Scherf, 2020) additionally 
includes images of complex emotions such as flirtatious, 
attracted, or desirous, allowing the investigation of emotions 
related to more nuanced social behavior and inner thoughts. 
Apart from these databases relying on static images, more 
recent publications offer dynamic muted video material of 
emotional expressions, e.g., Amsterdam Dynamic Facial 
Expression Set (van der Schalk et al., 2011), Belfast Natural 
Induced Emotion Dataset (Sneddon et al., 2012), Dynamic 

https://osf.io/6rdb3
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FACES dataset (artificial videos generated from images; 
Holland et al., 2019), Faces and Motion Exeter Database 
(Longmore & Tree, 2013), Ryerson Audio-Visual data-
base of Emotional Speech and Song (Livingstone & Russo, 
2018), or the SAVE database (Garrido et al., 2017).

However, few databases contain dynamic audiovisual 
material of emotional expressions, i.e., videos simultane-
ously containing visual information from the face and audi-
tory information from the voice. The MMI Facial Expres-
sion Database (Pantic et al., 2005) contains video clips of 
spontaneous (and therefore unstandardized) emotional reac-
tions of 75 subjects to a given stimulus, whereas the SAVEE 
Database (Haq & Jackson, 2010) contains video clips of four 
subjects reading out 15 different sentences in seven different 
posed expressions.

Other databases have been developed to study social 
perception in a broader framework including attractive-
ness, whereby most rely on unimodal stimuli. Most of 
these databases are characterized by the fact that they 
include extensive validation data on the perception 
of the stimulus material (cf. Chicago Face Database 
by Ma et  al., 2015; Bogazici Face Database by Sari-
bay et al., 2018; Face Research Lab – London Set by 
DeBruine & Jones, 2021; SAVE database by Garrido 
et al., 2017; Geneva Faces and Voices by Ferdenzi et al., 
2015). These validation data include subjective ratings 
on dimensions such as attractiveness, trustworthiness, 
femininity, health, and assessments of age, gender, or 
ethnicity. They further include objective measures such 
as facial landmarks, face measurements, symmetry, or 
averageness. Different ethnicities and their perceptions 
also matter when it comes to social perception (Lord 
et al., 2019; McKone et al., 2021), which is why some 
databases specifically include people from different eth-
nic backgrounds, such as the American Multiracial Face 
Database (Chen et al., 2021), Japanese and Caucasian 
Facial Expression of Emotion and Neutral Faces data-
bases (Matsumoto & Ekman, 1994), or the MR2 Face 
Database (Strohminger et al., 2016). Recently, computer-
generated databases have become increasingly important 
because they allow precise manipulation, for example of 
individual facial features, with a high degree of standard-
ization. The AI Generate Faces database (Karras et al., 
2018) was created using generative adversarial networks, 
whereby images can be manipulated using a wide range 
of dimensions. The Todorov Synthetic Faces Databases 
(e.g. validated in Todorov et al., 2013) contain computer-
generated images manipulated in face shape, reflectance, 
ethnicity, or different trait dimensions in various degrees. 
Software has also been developed that can be applied 
to existing databases in order to manipulate 2D or 3D 
face models to change identity, pose, and expression and 

to create caricatures, average face models, or standard-
ized stimulus sets (Face Research Toolkit by Hays et al., 
2020; Psychomorph, Tiddeman, 2011). While offering 
relevant validation data for attractiveness research, most 
of these social perception databases rely on static images. 
For voices, there are very few available databases which 
contain voice recordings of different speakers. These 
include the Jena Speaker Set (Zäske et al., 2020), the 
Montreal Affective Voices database (Belin et al., 2008), 
the Oxford Vocal Sounds Database (Parsons et al., 2014), 
and the UCL Speaker Database (Markham & Hazan, 
2002), which all allow investigation of voice perception 
in social contexts.

This survey of existing databases shows that the focus 
is on unimodal stimulus presentation, mainly still images 
of faces, although in real-world social encounters, we 
rarely, if ever, encounter only static facial images. Nota-
ble exceptions are the Geneva Faces and Voices database 
(Ferdenzi et al., 2015) and the VidTIMIT Audio-Video 
Dataset (Sanderson & Lovell, 2009), which offer mul-
timodal material in the form of muted videos and voice 
recordings, and the SAVE database (Garrido et al., 2017) 
which contains dynamic muted videos and still images. 
Interestingly, their comparison between both stimulus 
types (still images and dynamic muted videos) revealed 
significant differences regarding assessments of attrac-
tiveness, familiarity, genuineness, and intensity. Further 
studies showed facilitation effects in affective processing 
for dynamic facial stimuli compared to still images (Cun-
ningham & Wallraven, 2009; Rubenstein, 2005; Wehrle 
et al., 2000). These results suggest that still images and 
muted videos are processed differently, possibly due to 
variations in evaluative criteria or the relative saliency of 
specific features. This emphasizes the need for dynamic 
stimulus material in social perception research. Since 
real-life expressions involve action, they are most likely 
to be processed like dynamic material rather than static 
material (van der Schalk et al., 2011). Audiovisual data-
bases are rare and mainly developed for other research 
purposes such as speech perception (GRID audiovisual 
sentence corpus by Cooke et al., 2006), deception detec-
tion (Miami University Deception Detection Database; 
Lloyd et al., 2019), or emotion recognition (SAVEE data-
base with videos over a longer time period of only four 
subjects, Haq & Jackson, 2010; RAVDESS database, 
Livingstone & Russo, 2018).

In this context, our goal was to create and provide a 
new high-quality audiovisual database, the Vienna Talking 
Faces (ViTaFa) database, with a special focus on the study 
of multimodal signals of attractiveness but also applicable 
to a broader field of face and voice processing research. 
The ViTaFa database meets the following criteria:
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(a)	 Original stimuli were collected from real individuals, 
including various types of stimuli from the same indi-
vidual.

(b)	 Different stimulus modalities were included: unimodal 
visual static and dynamic; unimodal auditory; multi-
modal audiovisual dynamic.

(c)	 Various content was recorded, including German sen-
tences, words, reading passages, vowels, and language-
unrelated pseudo-words.

(d)	 Content was recorded with different emotional expres-
sions – neutral, happy, angry, sad – and flirtatious 
expression.

(e)	 Stimuli originate from a sample that matches most stu-
dent samples in psychological research: young females 
and males aged 18 to 45.

(f)	 All stimuli were collected under highly standardized 
recording and editing conditions.

(g)	 The database is freely accessible for academic non-
profit research.

Among publicly available databases, ViTaFa is therefore 
characterized by its multimodal format, high quality, and 
usefulness for research into social communication includ-
ing attractiveness. Our selection of emotional expressions 
was purposefully designed to create a versatile multimodal 
database, tailored to address various aspects of research into 
person perception. Extensive prior research has underscored 
the significant impact of facial and vocal cues to emotional 
expressions on person perception. Notably, happy facial 
expressions have consistently been associated with a multi-
tude of positive social attributions, encompassing qualities 
such as sincerity, competence, sociability (Reis et al., 1990), 
trustworthiness (Calvo et al., 2018), familiarity, and overall 
positivity (Garrido et al., 2017). This influence extends to 
attractiveness perception, where studies have consistently 
shown that individuals tend to rate happy facial expressions 
as more attractive than neutral or angry expressions (Calvo 
et al., 2018; Garrido et al., 2017; Ho & Newell, 2020; Kai-
sler et al., 2020; Lindeberg et al., 2019; Reis et al., 1990; 
Ueda et al., 2016). Moreover, these investigations suggest 
that attractiveness perception is intricately linked to emo-
tional expression, with the valence (positive or negative) 
and intensity of the emotion further shaping these judgments 
(Ueda et al., 2016). This motivated our decision to incorpo-
rate not only a neutral emotional condition but also condi-
tions with positive valence (happy) and negative valence 
(sad, angry). In recognition of the importance of flirting 
as a pivotal behavior in mate choice, intimately linked to 
mating success and the development of relationships (Apos-
tolou, 2021; Apostolou et al., 2019), we have included an 
additional flirtatious condition. This addition underscores 
our dedication to furnishing a comprehensive resource for 

investigating attractiveness and for broader research into per-
son perception in various social and interpersonal contexts.

Beyond visual/auditory material, it contains comprehen-
sive quantification of standard stimulus features and human 
judgements of dimensions of social perception related to 
attractiveness research, as well as validation of emotion 
expression and recognizability by over 200 human raters. 
Below we describe how we collected and processed the 
stimuli, and the process of creating subjective evaluations 
and objective measurements of the stimulus material.

Materials and methods

Actors

We included material from 20 women and 20 men in the data-
base. Individuals were recruited through Facebook advertise-
ments, acting schools, and the researchers’ circle of acquaint-
ances. During the recruitment process we targeted amateur 
actors as well as people we believed would reliably be able 
to produce credible stimulus material. We required actors 
to be fluent German speakers between the age of 18 and 45 
(M = 28.55 years, SD = 6.40), to identify as male or female, 
and to be heterosexual and without any facial deformities 
such as plasters or wounds. Heterosexuality was required, 
as we included a flirting condition in the ViTaFa database. 
Literature on different sexual orientations revealed differ-
ences in sociosexual behavior across orientation (Schmitt, 
2013), which could confound behavior in the flirting condi-
tion (Back et al., 2011). We excluded psychology students 
from the University of Vienna to avoid that they might be 
recognized in future studies with student participants. All 
actors either wore their own black shirts or were provided 
with a black shirt by the researcher and were asked to wear 
no make-up or simple make-up. To keep natural variance, 
we allowed visual ornaments. Nine actors wore earrings, 
one wore a visible hairclip, two had piercings, and 16 had a 
beard. Four wore simple make-up. Actors received financial 
compensation of 10€ per hour. Of 47 people that were invited 
to the experiment, we had to exclude seven: one requested 
exclusion of her videos, two were accidentally recorded with 
a wrong frame rate, one was too tall to fit the camera set-
up, two showed insufficient acting skills, and one because 
the camera system crashed. Two actors were recorded twice 
because of wrong camera settings in the first session such 
that their second recordings were included in the database.

A printed information sheet notified actors that their 
faces, voices, and the upper parts of their bodies were 
going to be recorded, that this material could be used for 
future studies, and that this material would be saved in a 
database accessible to other researchers upon request and 
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for academic research only. We emphasized that future use 
requires researchers to sign a confidentiality agreement and 
accept terms of use (available via https://​osf.​io/​bmsye) in 
which they commit to only use the database for scientific 
purposes, to not distribute it to other researchers, and to not 
depict any material in publications except provided sample 
material. Actors were also informed that the material could 
be manipulated in the future for research purposes. We also 
informed them that they can withdraw their consent to be 
included in the database at any point, which would, how-
ever, occur only for future downloads of the database after 
their stimulus material is withdrawn, as we cannot guaran-
tee that other researchers have not already downloaded and 
used the material in previous studies. All actors gave written 
informed consent.

Development of the stimulus set

Apparatus

For stimulus collection, we employed the setup visualized 
in Fig. 1. Three cameras (Basler acA1920-155uc) were 
mounted on tripods so that the camera lenses were cen-
tered on the average height of the actors in a seated posi-
tion (110 cm). The cameras were positioned to record from 
a frontal, a profile, and a ¾ perspective with an approxi-
mate distance to the actor of 100 cm for the frontal and 
profile perspectives (25-mm camera lenses) and 110–115 
cm for the ¾-perspective (35-mm camera lens). Profile and 
¾ perspective were always recorded from the same side, 
capturing mainly the left half of the face. The video frame 
rate was set to 30 frames per second, exposure to 0.02 s. 
Audio was recorded using Sennheiser SK 100 G3 pocket 

transmitter microphones and a Zoom H5 Handy recorder 
with a sampling rate of 48 kHz and quantization of 16 bits. 
The volume was set individually for each actor and nor-
malized later in post-processing. The cameras and audio 
recorder were connected to a Motif Video Recording Sys-
tem (Loopbio GmbH, Vienna, Austria) for synchronized 
recording, which was controlled remotely via a wireless 
connection (for a more detailed description of the recording 
system see Janisch et al., 2021). Four lighting soft boxes (set 
at 5500 Kelvin to simulate daylight) were installed facing 
the actors (see Fig. 1). A green screen was placed behind 
the actors to have a consistent background in all camera 
angles. The actor’s chair was height adjustable, and its posi-
tion could be adjusted to the front or back depending on the 
height of the actors; sometimes, it was necessary to adjust 
the camera positions. Behind the frontal camera, we placed 
a whiteboard with the instructions clearly readable. During 
the entire recording, the experimenter sat behind this white-
board, monitored the camera settings using the recording 
software, and gave instructions.

Procedure

After the potential actors registered interest in participation, 
we sent them information material about the database and 
their tasks during the recordings. All actors agreed to par-
ticipate and were invited to the Faculty of Psychology at the 
University of Vienna, where the filming environment was set 
up. Several days before the appointment, the actors received 
an exact script containing the spoken content and emotional 
conditions under which they would be filmed to familiarize 
them with the procedure. They were instructed to prepare 
and to rehearse the script at home if needed. Upon arrival, 

Note. Participants were seated on a chair that could be adjusted in height and position to fit 
camera positions. In some cases, the camera recording from the ¾ perspective had to be 
adjusted in distance. The microphone was clipped to participants’ T-Shirts. All spoken 
content was listed on the whiteboard behind the frontal camera. 

Fig. 1   Filming setup

https://osf.io/bmsye
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the actors were asked to read through the consent form and 
to fill out a demographic questionnaire (results are available 
via https://​osf.​io/​87n3x). We assessed their current age, prior 
acting experience, relationship status, and, for females, cur-
rent stage of their menstrual cycle. The inclusion of the latter 
two variables was motivated by ViTaFa's intended use in 
attractiveness research, as they have previously been demon-
strated to influence attractiveness perception (e.g., O’Hagen 
et al., 2003; Puts et al., 2012). We also asked how often 
actors had rehearsed the script. Twenty actors reported one 
to two training sessions, 13 actors reported no training ses-
sions, and seven actors reported three or more training ses-
sions. The experimenter additionally orally informed them 
about the aim of the study and usage rights of the produced 
material to avoid any misunderstandings before the consent 
form was signed. The actors were then asked to sit on the 
chair in the filming setup in a comfortable position. Doors 
and windows were closed and all light sources except the 
light boxes were shut down. Chair height and distance to the 
green screen, and if necessary camera height and distance, 
were adjusted to reach a similar video composition for all 
actors. In video post-processing, this was further adjusted 
through video cropping. The actors were then instructed 
on the procedure, which was identical for all recording ses-
sions. We recorded the same order of emotion conditions 
with short breaks in between: neutral, happy, sad, angry, 
and flirtatious. During the entire filming process, the actors 
were given the opportunity to take breaks whenever they 
needed. We used semi-standardized instructions for each 
emotional condition offering example situations that actors 
should imagine while performing.

Within each emotion condition, actors were asked to 
perform a variety of tasks. Therefore, each task was per-
formed in all five emotion conditions. The first task involved 
reciting two commonly used German phrases, Hallo, ich 
bin’s [Hello, it’s me] and Wie geht’s dir? [How are you?]. 
This was followed by two neutral sentences, Morgens ist 
auf den Straßen viel los [The streets are busy in the morn-
ing] and Die Leute sitzen vor der Tür [People sit outside the 
door]. Two words from these sentences, Straße [street] and 
Tür [door], were repeated by the actors after the sentences. 
Next, the actors were asked to recite two language-unre-
lated words, bido and gali. These words are phonetically 
and orthographically correct but have no existing meaning 
in German language. Bido has no widely recognized mean-
ing in any other major language, and Gali only in a few 
languages (Hindi/Gujarati/Lithuanian) making them suitable 
for studies across cultures. Actors were then instructed to 
recite the vowels a [aː], e [eː], i [iː], o [oː], and u [uː]. To 
include a sentence where the actor shows interest in the pos-
sible receiver, they were instructed to recite the phrase Willst 
du mit mir einen Kaffee trinken gehen? [Do you want to go 
for a coffee with me?]. Finally, the actors were instructed to 

read the first three sentences from the German version of the 
fairy tale Snow White (Grimm & Grimm, 1812/1815) dis-
played on the whiteboard behind the camera. Every content 
was repeated a minimum of three times until the researcher 
was convinced that at least one of the recorded takes would 
be suitable for the database. The decision was made based 
on factors such as grammatical accuracy, the ability to rec-
ognize the conveyed emotion, as well as the actor’s eye gaze 
and body movement. Once filming was completed, the actors 
were thanked and provided with their financial compensa-
tion. Overall, we captured each person performing five sen-
tences, four words, and five vowels, as well as reading a pas-
sage from Snow White, from three different camera angles 
and under five different emotion conditions each, resulting 
in a total of 9000 short videos clips. However, at present, 
the database contains only the 3000 videos captured from 
the frontal perspective, but uncut videos from the other two 
angles can be made available. Moreover, of the clips from 
the frontal perspective, 93 recordings were affected by tech-
nical issues, as the recording crashed or files were broken, 
which was noticed after filming and could not be repeated. 
Therefore, 2907 audiovisual video files are currently avail-
able. An overview of all available data files is visualized in 
Fig. 2 and can be found here (for optimal readability down-
load the file and open with suitable software for .xlsx files): 
https://​osf.​io/​5epmg.

Post‑processing

Instead of recording each piece of content individually, we 
recorded a single video and audio file respectively per emo-
tion and post-processed it as follows to end up with the short 
audiovisual videos (.mp4 files), video-only videos (.mp4 
files), audio tracks (.wav files), and, for the neutral condi-
tion, static images (.png files). Original audio files contained 
the audio track and a synchronization signal track from the 
Motif camera system hardware synchronizer (one pulse per 
frame), which allowed cutting of corresponding portions of 
the full audio track and video recording. Background noise 
of the audio track was repeatedly reduced by 5 dB using 
Audacity’s (2016) noise reduction to remove a thumping 
sound originating from the synchronization signal. However, 
care was taken to preserve the natural sound of each voice 
by removing only those sounds that do not naturally occur in 
it. Using FFmpeg (The FFmpeg Developers, 2020), a loud-
norm filter was applied to normalize audio clips according 
to the EBU R128 standard, a loudness measurement based 
on the integrated loudness calculated over the entire dura-
tion of the audio recording (European Broadcasting Union, 
2020). Afterwards, audio tracks were synchronized with the 
video files with an accuracy of ± 1 video frame (33.33 ms). 
Subsequently, all video files were converted to .mp4 format, 
and each onset and offset frame of each spoken content was 

https://osf.io/87n3x
https://osf.io/5epmg
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manually marked using the behavioural scoring function in 
the software Loopy (Loopbio GmbH, Vienna, Austria) in 
order to later automatically extract short videos from long 
videos. The videos were edited using the Ultra-Key func-
tionalities of Adobe Premiere Pro CC (2018) to substitute 
the green screen backdrop with a grey background and to 
rectify any color inaccuracies caused by reflections of the 
green screen on the participants’ faces. Next, a square grid 
was superimposed on the videos, with the face occupying 
precisely three-quarters of the height of the square and the 
nasion aligned in the center. The width of the faces varied 
accordingly. The videos were then segmented into short clips 
using FFmpeg (The FFmpeg Developers, 2020), which was 
embedded in MATLAB (The MathWorks, 2020) for batch-
processing, such that each clip contained a single piece of 
content, such as a sentence or a word. To prevent abrupt 

starts or endings, each clip commenced 15 frames (0.5 s) 
before the onset of the content and concluded 15 frames 
(0.5 s) after the offset of the content. However, there were 
several instances where participants did not pause for a suf-
ficient duration between two pieces of content, blinked, or 
moved their gaze away from the camera, resulting in the 
need to slightly adjust this time frame before or after the 
content. All clips are in a square format and have been 
reduced in size to a resolution of 1000 × 1000 pixels. Files 
are available in .mp4 format. FFmpeg (The FFmpeg Devel-
opers, 2020) was used to extract video-only files and audio 
files from these short audiovisual clips, respectively. Video-
only files are available in .mp4 format, audio files are avail-
able in .wav format. Static images of neutral facial expres-
sions were retrieved by defining a video frame using Loopy 
(Loopbio GmbH, Vienna, Austria), in which the actor did 

Note. An overview of existing stimuli is presented. There are 14575 stimuli in total, which are 
divided into the different presentation styles: auditory, visual dynamic (videos), audiovisual, 
and visual static (images), and further divided into the different emotion conditions (neutral, 
happy, angry, sad, and flirting). For further division into the different spoken contents see 
https://osf.io/5epmg. Numbers in brackets represents the number of actors of which content is 
available in the respective selection. 

Fig. 2   Overview of available stimuli
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not speak, their mouth was closed, their head was not tilted, 
and facial expression was neutral. These frames were then 
exported using FFmpeg (The FFmpeg Developers, 2020) 
and are available in .png format.

Objective measurements

Several features have been related to attractiveness such as 
averageness, symmetry, or sexual dimorphism for the face 
(Little et al., 2011) and averageness (Bruckert et al., 2010) 
or fundamental frequency for the voice (Mook & Mitchel, 
2019). In order to increase the utility of this database for 
attractiveness research, we quantified a selection of these 
features according to established methods listed below, 
using landmarks from the neutral still images for faces and 
analysis of .wav files for voices. Moreover, the annotated 
facial landmarks allow further processing with established 
face manipulation software (e.g., Psychomorph; Tiddeman, 
2011).

Facial landmarks

Facial landmarks were positioned on each neutral face 
image of all 40 participants using Webmorph (DeBruine, 
2018), a web-based version of Psychomorph with several 
additional functions. We placed 189 points on each face, 
following Sutherland’s guideline (Sutherland, 2015), shown 
in Fig. 3. The resulting files are provided as .tem files with 
identical titles to the corresponding face images. They can 
be uploaded to Webmorph (DeBruine, 2018) for editing or 
to perform further transformations such as averaging, scram-
bling, symmetrizing, or morphing. It should be noted that 
some annotations are merely estimations due to hair-covered 
portions of the face, with the facial shape and position of the 
ears not being fully visible.

Sexual dimorphism

Following Lee et al. (2014), we measured face-shape sex-
ual dimorphism from the neutral face images using a subset 
of 132 out of 189 facial landmarks described above. We 
employed a discriminant analysis method (Lee et al., 2014) 
and a vector analysis method (Holzleitner et al., 2014). Both 
methods use generalized Procrustean analysis (GPA) and 
principal component analysis (PCA) to extract facial shape 
from landmarks and to calculate either the probability of the 
face being categorized as male (discriminant analysis) or to 
locate the face on a continuum from female to male (vector 
analysis method). In both cases, a higher score indicates a 
more masculine face shape. The model used to calculate 
these scores was built within the dataset, i.e., on the faces 
from the current dataset. Therefore, values of sexual dimor-
phism are relative to each other and represent masculinity/

femininity compared to other stimuli within the dataset. 
Code for calculating sexual dimorphism is available via 
https://​osf.​io/​tbkp7 (Holzleitner et al., 2019) and all scores 
for our sample can be accessed via https://​osf.​io/​hdgmz.

Distinctiveness

Following Lee et al. (2016), we measured face-shape dis-
tinctiveness using GPA and PCA on facial landmarks. 
This method measures the distance of the individual face 
shape from the mathematical average face shape of the 
sample images. Higher scores represent more distinctive 
face shapes. Distinctiveness values of facial shape can be 
inversed to retrieve averageness values of facial shape. Code 
for calculating distinctiveness is available via https://​osf.​io/​
wvxut (Holzleitner et al., 2018) and all scores for our sample 
can be accessed via https://​osf.​io/​hdgmz.

Fundamental frequency

Fundamental frequency is closely related to voice pitch, 
whereby fundamental frequency refers to the physical phe-
nomenon and voice pitch to our perception of it, i.e., how 
high or low we perceive a voice. Fundamental frequency was 
measured for each voice with the spoken content Morgens ist 
auf den Straßen viel los [The streets are busy in the morn-
ing]. We used Praat’s (Boersma & Weenink, 2007) autocor-
relation function (Boersma, 1993) with input parameters 

Note. Facial landmarks were manually annotated according to
Sutherland’s (2015) tutorial. 

Fig. 3   Example face image annotated with 189 facial landmarks 
according to Sutherland’s guidelines (Sutherland, 2015)

https://osf.io/tbkp7
https://osf.io/hdgmz
https://osf.io/wvxut
https://osf.io/wvxut
https://osf.io/hdgmz
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set at 100 Hz for pitch floor, 600 Hz for pitch ceiling, and 
0.0075 s as measurement interval. Fundamental frequency 
ranged from 171.36 to 266.78 Hz in female speakers, and 
from 104.78 to 157.94 Hz in male speakers. An overview of 
fundamental frequencies in our sample can be accessed via 
https://​osf.​io/​hdgmz.

Subjective ratings

To provide an extensive validation of the database, we also 
report subjective ratings. We conducted two online valida-
tion studies via Labvanced (Finger et al., 2017), one with the 
purpose of collecting measurements of several dimensions 
of social perception specifically important for the study of 
attractiveness and one to validate the different emotional 
expressions requested of the actors and their recognizability.

Ratings of social perception

In this first validation study, we collected ratings of multi-
ple dimensions of social perception, including attractive-
ness, beauty, and other relevant factors, to provide a com-
prehensive overview of the various qualities that contribute 
to social perception. All analyses were conducted using R 
(version 4.2.2; R Core Team, 2022) and RStudio (version 
2022.12.0; Posit team, 2022). For each dimension of social 
perception, we provide common descriptive statistics. We 
also report independent t tests comparing audiovisual video 
and static image ratings across all dimensions. Moreover, we 
will report correlations between all dimensions (aggregated 
over raters). Throughout, we present p values that are con-
sidered significant at the level of α = 0.05 unless otherwise 
specified. All analyses are available via https://​osf.​io/​u893v.

Raters  A total of 202 raters with a mean age of 24.53 years 
(SD = 6.33 years; 126 female, 74 male, one diverse, one 
other gender) contributed rating data, of which 175 were 
psychology students receiving course credit for their partici-
pation (Sona Systems, n.d.) and 31 were recruited through 
the Vienna CogSciHub: Study Participant Platform, which 
uses the hroot software (Bock et al., 2014), where they 
received a monetary compensation of 5€. There were no 
restrictions on sexual orientation as all raters rated all female 
and male video or image stimuli (Nheterosexual = 169, Nbisexual 
= 22, Nhomosexual = 6, Nother sexual orientation = 5). Most raters 
were German native speakers (n = 182) or indicated very 
good (n = 17) or good (n = 2) German language skills. 
Raters were randomly assigned to either a picture group 
rating neutral face images or a video group rating neutral 
videos with audio, leading to a slightly different group size 
with 105 raters assigned to the picture group (64 female, 39 
male, one diverse, one other gender; M = 23.97 years, SD 

= 4.90 years) and 97 raters assigned to the video group (62 
female, 35 male; M = 25.13 years, SD = 7.57 years).

Stimuli and rating scales  As the different emotional condi-
tions were validated in a subsequent study, in this validation 
study, participants only rated images and videos from the 
neutral condition. We used 40 neutral still images (of 20 
male and 20 female participants) and 40 neutral dynamic 
videos (also of 20 male and 20 female participants) with the 
phrase Hallo, ich bin’s [Hello, it’s me]. Videos were played 
with sound. We included dimensions of social perception 
that have been closely linked to attractiveness in previous 
studies (e.g., Kuraguchi et al., 2015, investigated attractive-
ness, sexual attractiveness, and beauty; Little et al., 2011, 
review distinctiveness, sexual dimorphism, and health). All 
dimensions were rated on a seven-point Likert scale ranging 
from 1 “not at all” to 7 “extremely”. We included ratings 
of general attractiveness (How attractive do you find this 
person?), of sexual attractiveness (How sexually appealing 
do you find this person?), and of beauty (How beautiful do 
you find this person?). Additionally, we measured perceived 
distinctiveness by assessing memorability to keep the scale 
comparable and instructions short (How memorable do you 
find this person compared to others?), sexual dimorphism 
(How typically female or male do you find this person?), 
and health (How healthy does the person appear to you?). 
Moreover, we included personality ratings that have been 
shown to be related to attractiveness, such as likeability 
(Zäske et al., 2020), trustworthiness (McGloin & Denes, 
2018), and dominance (Bryan et al., 2011). Hence, we asked 
raters to indicate perceived likeability (How likeable do you 
find this person?), trustworthiness (How trustworthy does 
the person appear to you?), and dominance (How dominant 
does the person appear to you?).

Procedure  After reading a welcome message and giving 
informed consent, participants were randomly assigned to 
either the picture group or the video group. In the video 
group, there was an additional headphone task with three 
trials at the beginning, in which participants were asked to 
indicate whether they could hear a particular sound. After-
wards, participants of both groups filled out the demographic 
questionnaire. They received the experimental instruc-
tions and continued then with three practice trials, which 
were designed to familiarize them with the task and, for 
the video group, to adjust the volume of their headphones 
if needed. Instructions were similar for both groups: Par-
ticipants were told to first fixate the fixation cross and that 
they will be then presented with a picture (or a video) of a 
person, that they should subsequently rate based on various 
questions. They were also told that the order of these ques-
tions will vary between pictures (videos). After the practice 

https://osf.io/hdgmz
https://osf.io/u893v
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trials, participants were informed that the actual experiment 
would start. Each participant completed 40 experimental tri-
als. Each trial began with a fixation cross that lasted for 
2000 ms, continued with the presentation of an image (with 
a fixed duration of 5000 ms) or the presentation of a video 
(duration depending on video length, which varied between 
1734 and 3000 ms). Afterwards, a rating page appeared with 
all nine questions in randomized order, each to be rated on 
a seven-point Likert scale. Participants did not receive any 
instructions on how long they should take for the ratings. 
Finally, after all trials were completed, participants were 
asked several questions about the experimental procedure 
to control for confounding variables in online experiments. 
They indicated whether they knew any of the depicted per-
sons, experienced any technical difficulties or other distur-
bances, if their way of rating changed over time, and they 
described their understanding of the experimental task. They 
could also report other feedback to the researchers.

Results  Analyses for this study were mainly descriptive. Our 
goal was to provide a detailed validation of ratings related 
to attractiveness, the main research purpose of the database. 
Moreover, as one of the most valuable characteristics is its 
multimodality, this validation data was gathered for different 
stimulus modalities – static images and audiovisual videos. 
Table 1 summarizes means and standard deviations for each 
rating dimension, averaged across stimuli, within stimulus 
gender, and stimulus modality and for all stimuli. Descrip-
tive statistics of each rated stimulus were also calculated 
and can be accessed via https://​osf.​io/​yu3wb. Moreover, 
Welch's two-sample t  tests were used to compare mean 
ratings given for dynamic audiovisual videos and ratings 
given for static images, i.e., comparing the average rating 
given by each participant in the audiovisual video group to 
the averages given by the static image group participants. 
Due to the exploratory nature of this validation study, we 
did not correct for family-wise error. Sexual attractiveness 
was rated significantly higher, however only slightly, in the 
image group compared to the video group. None of the other 
comparisons were significant.

To examine correlations between each rating dimension 
(see Fig. 4), Pearson’s correlation coefficient (r) was calcu-
lated (function rcorr in Hmisc package; Harrell, 2023) and 
a two-tailed significance level of α = .05 was used. Audio-
visual and image rating were pooled together. We used mean 
scores per participant for each rating dimension respectively 
to calculate correlation scores. Due to the exploratory nature 
of this validation, significant results are reported for both 
uncorrected and Bonferroni-corrected significance levels 
(for Bonferroni-correction, significance level was corrected 
by diving by the number of calculated correlations: α = 
.05/36 = .001). The strongest positive correlation was found 

between likeability and trustworthiness, r = .87, p < .001, 
followed by attractiveness and beauty, r = .84, p < .001. 
All correlations showed at least a trend into the positive 
direction and most correlations remained significant after 
Bonferroni correction (indicated by *** in Fig. 4). These 
results suggest that our judgements of personality traits such 
as likeability, trustworthiness, or dominance or other under-
lying qualities such as health are closely linked to external 
feature ratings such as of attractiveness, beauty, or sexual 
dimorphism.

Emotion validation ratings

In this second validation study, our aim was to evaluate how 
accurately our audiovisual video stimulus material repre-
sents different intended emotional expression categories and 
how well these emotions are recognized by participants. All 
analyses are available via https://​osf.​io/​kbuq3.

Raters  Fifty-four raters with a mean age of 25.80 years 
(SD = 5.96 years; 44 female, two diverse, eight male) were 
recruited through the Vienna CogSciHub Study Participant 
Platform which uses the hroot software (Bock et al., 2014), 
and received a monetary compensation of 5€. There were no 
restrictions on sexual orientation as all raters rated all female 
and male stimuli (Nheterosexual = 41, Nbisexual = 7, Nhomosexual = 
2, Nother sexual orientation = 3, Nnot specified = 1). Most raters were 
German native speakers (n = 53), one rater indicated very 
good (n = 1) German language skills.

Stimuli  To validate emotional expressions, we used one of 
the phrases without deeper meaning Hallo, ich bin’s [Hello, 
it’s me] to offer a variety of prosodic features that are rel-
evant to emotional expression without semantic confounds 
(Koolagudi & Rao, 2012). Of this spoken content, 195 vid-
eos of 36 people with five different expressions (neutral, 
happy, sad, angry, flirtatious) were available. Three videos 
are not available in the database (broken files), and two vid-
eos were not yet available at the time of the validation.

Procedure  Participants were welcomed and gave informed 
consent. Then, they completed a headphone task with three 
trials where they were required to indicate if they could hear 
a specific sound. Next, participants filled out a demographic 
questionnaire. The experiment began with two practice trials 
to familiarize participants with the task and adjust head-
phone volume if necessary. Participants were instructed 
to watch a 3-s video and select the emotional expression 
that best matched the person in the video: neutral, happy, 
sad, angry, flirty, or if they thought none of the expres-
sions applied, they could select “not applicable” and input 
their own answer. Each participant completed 195 trials, 
illustrated in Fig. 5, and the duration of each video varied 

https://osf.io/yu3wb
https://osf.io/kbuq3
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between 1734 and 5248 ms. Answer options were presented 
simultaneously in a randomized order on the screen, and 
there was no time limit for participants to complete their 
ratings. Finally, participants answered questions about the 
experimental procedure to control for possible confounds, 

including whether they knew any of the depicted persons, 
whether they experienced any technical difficulties or other 
disturbances, whether their way of rating changed over time, 
and to describe the experimental task. Participants could 
also provide other feedback to the researchers.

Table 1   Means and standard deviations of social perception ratings for neutral audiovisual video stimuli (AV) and neutral static image stimuli (I) 
and t test mean comparison between stimulus modalities (AV and I for all stimuli)

Note. Ratings were given on a 7‐point Likert scale from 1 to 7 and the range of rating data for each dimension and subset of data was always 1 
to 7. Stimuli were rated by n = 202 participants. Participants were randomly assigned to either the audiovisual or the image condition and rated 
always both female and male stimuli. Audiovisual videos were rated by n = 97 participants, static images were rated by n = 105 participants. 
We report summary statistics for both stimulus gender and for each stimulus modality as well as averaged across all participants and stimulus 
modalities. AV = audiovisual video stimulus, I = static image stimulus. Independent-samples t  tests were calculated to compare mean ratings 
between stimulus modalities across all stimuli (AV and I). Due to the exploratory nature of these comparisons, no family-wise error correction 
was applied. Significance level was set to α = 0.05. * p < .05, ** p < .01, *** p < .001

Rating Female stimuli Male stimuli All stimuli

M (SD) M (SD) M (SD) t(df)
Attractiveness
  AV 3.82 (1.64) 3.14 (1.65) 3.48 (1.68) – 0.02 (190.24)

p = .984  I 3.73 (1.61) 3.24 (1.66) 3.48 (1.65)
  Total 3.77 (1.63) 3.19 (1.65) 3.48 (1.66)

Beauty
  AV 4.27 (1.57) 3.48 (1.60) 3.88 (1.63) 0.68 (183.82)

p = .500  I 4.09 (1.52) 3.52 (1.57) 3.80 (1.57)
  Total 4.17 (1.55) 3.50 (1.58) 3.84 (1.60)

Dimorphism
  AV 5.18 (1.24) 5.18 (1.28) 5.18 (1.26) 1.86 (188.34)

p = .064   I 4.97 (1.37) 5.07 (1.31) 5.02 (1.34)
  Total 5.07 (1.31) 5.13 (1.30) 5.10 (1.30)

Distinctiveness
  AV 4.32 (1.53) 4.20 (1.51) 4.26 (1.52) 1.00 (198.17)

p = .319  I 4.26 (1.59) 4.10 (1.51) 4.18 (1.55)
  Total 4.29 (1.56) 4.15 (1.51) 4.22 (1.54)

Dominance
  AV 3.88 (1.55) 3.70 (1.48) 3.79 (1.52) – 1.34 (199.65)

p = .182  I 4.00 (1.61) 3.81 (1.49) 3.91 (1.56)
  Total 3.94 (1.58) 3.76 (1.49) 3.85 (1.54)

Health
  AV 4.80 (1.50) 4.74 (1.54) 4.77 (1.52) 0.51(192.44)

p = .612  I 4.72 (1.48) 4.72 (1.52) 4.72 (1.50)
  Total 4.76 (1.49) 4.73 (1.53) 4.74 (1.51)

Sexual Attractiveness
  AV 2.51 (1.63) 2.12 (1.56) 2.32 (1.61) -1.99(199.48)

p = .048*  I 2.73 (1.72) 2.32 (1.63) 2.53 (1.69)
  Total 2.62 (1.68) 2.23 (1.60) 2.43 (1.65)

Likeability
  AV 4.46 (1.50) 4.29 (1.56) 4.38 (1.53) – 0.16 (198.96)

p = .874  I 4.38 (1.48) 4.40 (1.47) 4.39 (1.48)
  Total 4.42 (1.49) 4.34 (1.52) 4.38 (1.50)

Trustworthiness
  AV 4.63 (1.39) 4.21 (1.52) 4.42 (1.47) – 0.46 (199.83)

p = .646  I 4.54 (1.41) 4.38 (1.44) 4.46 (1.43)
  Total 4.58 (1.40) 4.30 (1.48) 4.44 (1.45)
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Analysis  Emotion category ratings were coded as correct (a 
value of 1) when the category selected by the rater matched 
the category of the intended emotion or when the rater chose 

‘not applicable’ and named a very similar emotion, e.g., 
“aggressive” for the category angry, “depressive” for the 
category sad, or “friendly” for the category happy. These 
matches were decided post hoc and an overview of our deci-
sions can be accessed via https://​osf.​io/​htcsx. Otherwise, rat-
ings were coded as incorrect (a value of 0). We calculated 
stimulus-based proportion correct scores as measures of 
accuracy. They represent the proportion of correct responses 
per category; for stimulus recognition, how often emotional 
expression of the stimulus was correctly categorized divided 
by the total number of responses that were given by all par-
ticipants for this stimulus, i.e., each individual file, and for 
emotion recognition, how often an emotion category was 
correctly identified divided by the total amount of responses 
from all participants for this emotion category (see also Liv-
ingstone & Russo, 2018; Tottenham et al., 2009). With six 
different answer options, including the option “not applica-
ble”, the chance level of a randomly categorized emotion 
would be .17, and stimuli or emotion categories, respec-
tively, could be recognized as a distinct emotion when the 
proportion of correct responses given by all participants 
surpassed this level. The reader should be aware that this 
chance level is a pragmatic measure and may not perfectly 
reflect real-life decisions. The probability of selecting the 
not applicable option is likely lower than choosing any other 
emotion category, meaning the chance level for selecting a 
specific target emotion category would be slightly higher. 
We also calculated actor-based recognition scores, i.e., mean 
proportion correct scores for each actor, indicating how well 

Note. On the left side of the screen, audiovisual videos in different emotional expressions 
were presented. Participants were required to choose one of the given response categories or 
select not applicable, but. In this case, a free response was required. This is a translated 
version; the original was presented in German.

Fig. 5   Emotion validation task

Note.  All ratings were given on 7-point Likert scales. Ratings were
pooled over audiovisual videos and still images and mean values per
participant were tested using Pearson’s correlation coefficient.
Correlation strength is represented by colour. Red values represent
positive correlation coefficients, whereby blue values represent
negative correlation coefficients. Due to the exploratory nature of
this validation study, we report uncorrected and Bonferroni-corrected
significances. Significance level was set to α = 0.05. * p < .05, ** p <
.01, *** p < .001, whereby only *** indicates a significant correlation
after Bonferroni correction.   

Fig. 4   Correlations between rating dimensions of social perception

https://osf.io/htcsx
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each actor’s expressions were recognized, i.e., the number 
of recognized expressions per actor divided by the number 
of responses given by all participants for this actor, and how 
well each actor’s expressions were recognized for each emo-
tion category, i.e., the number of recognized expressions 
of an emotion category per actor divided by the number 
of responses given by all participants for this actor in the 
respective emotion category.

Interrater reliability  Fleiss’ kappa was used to assess inter-
rater reliability, i.e., how well raters agree in their response 
within a certain emotion category (reported in Table 2). 
Kappa values are interpreted according to Landis' and 
Koch's (1977) guidelines on the strength of agreement: val-
ues < 0 reflect poor agreement, .00 to .20 slight agreement, 
.21 to .40 fair agreement, .41 to .60 moderate agreement, .61 
to .80 substantial agreement, and .81 to 1.00 almost perfect 
agreement.

Results  Correctness of measures was assessed using stim-
ulus-based proportion correct scores for each emotion cat-
egory (emotion recognition; Table 2) and for each individual 
stimulus (stimulus recognition; see https://​osf.​io/​mt5qe). 
The overall proportion correct score over all emotion con-
ditions was high (M = .78, SD = .39). Moreover, scores were 
consistently high across all conditions (all Ms > .68). Happy 
and angry expressions scored specifically high (M = .85, SD 
= .17 and M = .78, SD = .24, respectively). Neutral (M = 
.74, SD = .18), sad (M = .69, SD = .26), and flirtatious (M 
= .68, SD = .26) scored lower, but can still be considered as 
high recognition rates among participants. Proportion cor-
rect scores for each individual file indicate broad variability 
between files. We did not instruct participants on the inten-
sity of the intended emotions, resulting in differentially pro-
nounced emotion intensity expressions, which could explain 
why emotions in some files were easier to detect than in 

others. Users of the database should take this into account, 
and moreover, future studies could further validate the data-
base by measuring perceived emotion intensity.

Emotion effect on measures of correctness  To assess the 
effect of emotion on measures of correctness, we calculated 
a one-way repeated-measures ANOVA with the independent 
variable emotion category with five levels (neutral, happy, 
angry, and sad) and the dependent variable proportion cor-
rect score. Three emotion categories (neutral, flirtatious, 
sad) were non-normally distributed, but visual inspection 
revealed no serious deviations from normal distribution 
that would affect a repeated measures ANOVA because it 
is robust to normality violations (Schmider et al., 2010). 
Greenhouse–Geisser adjustment of degrees of freedom was 
applied due to violations of sphericity. We found a main 
effect for emotion, F (2.81, 148.84) = 29.31, p < .001,  = 
.30. Descriptive statistics suggested the following order for 
recognition rates: Happy (M = .85, SD = .17) > Angry (M 
= .78, SD = .24) > Neutral (M = .74, SD = .18) > Sad 
(M = .69, SD = .26) > Flirtatious (M = .68, SD = .26). 
These results indicate that happy expressions were recog-
nized correctly most often, while flirting expressions were 
recognized correctly the least often. Bonferroni-corrected 
pairwise post hoc comparisons (pairwise t tests; reported 
in Table 3) revealed that most emotion categories signifi-
cantly differed from each other meaning that emotion cat-
egory affects recognizability. However, the recognition rates 
for neutral, sad, and flirting were not significantly different 
from each other indicating that the ability to recognize these 
emotions is similar.

Recognition rate per actor  We calculated mean proportion 
correct scores for each actor, i.e., how well each actor’s 
expressions were recognized across all emotion categories. 
Thirty-three out of 40 actors scored higher than .70, 26 
actors scored higher than .75, five actors scored over .90. 
The highest recognition score was .95 and the lowest score 
was .49, i.e., almost half of the participants correctly rated 
the intended emotion for the actor with the lowest score. 
All actors scored over the chance level of recognition of 
.17. Recognition rates per actor are available via https://​osf.​
io/​56azd. Moreover, we provide proportion correct scores 
for each actor separately for each emotion category. These 
scores can be accessed via https://​osf.​io/​stjnz.

Fleiss’ kappa  Fleiss’ kappa was calculated to assess how 
raters agree in their emotion categorization (see Table 2). 
P values of Fleiss’ kappa were consistently significant indi-
cating that interrater agreement was significantly different 
from 0 overall and for each emotion category. Across all 
target emotion categories, there was fair agreement between 
raters, κ = .30, p < .001. Raters agreed least in categorizing 

Table 2   Proportion correct scores and interrater agreement (Fleiss’ 
kappa) across emotion conditions

Note. Overall scores represent the proportion of correct scores across 
all target emotion categories and interrater agreement, respectively. 
Significance level was set to α = .005 due to Bonferroni correction to 
account for multiple comparisons. * p < .05, ** p < .01, *** p < .001

Target emotion Proportion correct 
scores

Interrater agreement

M (SD) κ, p
Neutral .74 (.18) .14, < .001***
Happy .85 (.17) .25, < .001***
Sad .69 (.26) .32, < .001***
Angry .78 (.24) .36, < .001***
Flirtatious .68 (.26) .31, < .001***
Overall .78 (.39) .30, < .001***

https://osf.io/mt5qe
https://osf.io/56azd
https://osf.io/56azd
https://osf.io/stjnz
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neutral expressions, κ = .14, p < .001, and agreed most in 
categorizing angry expressions, κ = .36, p < .001.

Discussion

In real-life encounters, individuals make social judgements 
about others based on different sensory modalities. Research 
has shown that visual and auditory signals are particularly 
important, for example, in speech recognition that relies on 
multisensory processing of voices and faces (Campbell, 2007; 
McGurk & MacDonald, 1976), in emotion perception (Cam-
panella & Belin, 2007), identity processing (Campanella & 
Belin, 2007), and in attractiveness judgments (Groyecka et al., 
2017; Wells et al., 2009). More specifically, there is evidence 
that visual and auditory information interact with each other 
(Mook & Mitchel, 2019; Krumpholz et al., 2022) and are 
integrated, e.g., when judging overall person attractiveness. 
Therefore, audiovisual stimulus material is crucial to make 
generalizable statements about social perception. Nonethe-
less, most available databases only contain stimulus mate-
rial of one modality, or of both modalities but missing their 
temporal correspondence. With ViTaFa, we provide a new 
high-quality audiovisual database allowing research of voice, 
face, and especially their interaction and integration. ViTaFa 
is notable for its variety in stimulus modalities (audiovisual 
dynamic, visual dynamic, visual static, auditory) and diversity 
of stimuli (including different emotional expressions and a 
flirting condition) as well as for its extensive subjective and 
objective validations. The database was created using stimuli 
from 20 women and 20 men, between 18 and 40 years of age, 
and is intended for use in studies focusing on human social 
perception of faces and voices, with a particular emphasis on 
attractiveness. Additionally, the database is freely available 
under certain conditions.

In addition to collecting stimuli, our data collection 
process aimed to provide information to make the data-
base more accessible and valuable to researchers from 

various fields. Objective measurements were gathered to 
provide accurate measurements of face and voice and to 
facilitate their manipulations for research purposes (e.g., 
face morphing, voice pitch manipulation). We also provide 
measurements of sexual dimorphism and distinctiveness, 
which serve as a complement to the subjective social per-
ception ratings we collected to assess the diversity and 
variability of the database, especially for attractiveness 
research. This information is of great value specifically 
for research requiring diverse stimulus material (e.g., a 
minimum range of attractiveness). We also validated the 
emotions expressed by the actors in the recorded stimuli. 
This validation process further enhances the usability of 
the database in various research applications and extends 
its applicability in attractiveness research. Future studies 
can extend the description of the database by providing 
more subjective data generated under different circum-
stances or from different populations.

Availability of the database

The ViTaFa database is currently available for scien-
tific, non-profit research upon request and after signing 
a confidentiality agreement via https://​osf.​io/​9jtzx. The 
database comprises pictures of neutral facial expres-
sions (.png format; size, 1000 × 1000 pixels), sound-
less videos of the faces while pronouncing several dif-
ferent content including letters, words, and sentences 
(.mp4 format; size, 1000 × 1000 pixels), vocal audio 
recordings of this content (.wav format), and audiovis-
ual video recordings of this content (.mp4 format, size, 
1000 × 1000 pixels). For a precise overview of which 
files are available for which stimulus person, see https://​
osf.​io/​5empg. Moreover, the described validation data 
of subjective social perception ratings, subjective emo-
tion categorizations, and objective measurements are 
provided to facilitate and expand the use of the ViTaFa 
stimuli.

Table 3   Post hoc comparisons of emotion category recognition

Note. Results of pairwise t tests to conduct post hoc comparison to measure effects of emotion category on recognition scores. Group compari-
sons were always group 1 vs. group 2. Significance level was set to α = .005 due to Bonferroni correction to account for multiple comparisons. * 
p < .005, ** p < .001

Group 1 Group 2

Sad Neutral Happy Flirtatious

T (53) p T (53) p T (53) p T (53) p

Angry 8.64 < .001** 3.98 < .001** – 3.92 < .001** 6.33 < .001**
Flirtatious – 0.04 .972 – 0.99 .326 – 8.23 < .001**
Happy 9.41 < .001** 7.73 < .001**
Neutral 0.94 .352

https://osf.io/9jtzx
https://osf.io/5empg
https://osf.io/5empg
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Limitations and future outlook

The ViTaFa database, while potentially useful for many 
researchers and research fields, has a few limitations to con-
sider. Firstly, the majority of the sentences in the database 
are in German, although there are also some pseudo words 
and letters. This could limit the usefulness of the database for 
researchers who are interested in studying languages other 
than German. To keep natural variance, we allowed actors to 
wear visual ornaments like earrings. While such stimuli are 
of high ecological validity, it is possible that their presence is 
an issue for specific research questions. We therefore advise 
users of the database to keep this in mind when considering 
ViTaFa for their research. Furthermore, the database has a 
sample size of 40, with only 20 male and 20 female individu-
als, which may limit its generalizability to different populations 
or ages. Nevertheless, there is plenty of various material for 
each individual. Researchers who are interested in studying 
various ethnicities or age groups may find the ViTaFa database 
to be limited in this regard. At present, ViTaFa only contains 
stimulus material recorded from a frontal perspective. How-
ever, uncut recordings from different viewpoints (profile view 
and ¾ perspective) can be provided on request. This could 
make it more useful for a broader range of research questions. 
ViTaFa aims to extend current databases by offering multi-
modal stimulus material with diverse content and under several 
emotional conditions. Although ViTaFa can be used across a 
wide variety of research on social perception, it is also worth 
mentioning that it is the first database to offer spoken content 
with flirting expression, a behavior that is often employed to 
appear more attractive, and therefore ViTaFa offers another 
possibility specifically for attractiveness research.
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