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Abstract
Remote view eye-tracking systems are prone to errors when used on spectacle wearers due to reflections from the lenses and 
frame that result in inaccurate tracking. Traditionally, these trackers are situated below a computer monitor and the viewer’s 
eye moments are recorded while they view the screen. Reflections may be influenced by the pantoscopic tilt of the spectacles, 
whereby the tilt angle causes incident light to be reflected to the camera. To overcome this problem, we propose mounting 
the tracker above the monitor to avoid these reflections and test the accuracy and precision of subjects with single vision 
spectacles, multifocals, and no correction, using both mounting positions. Experimental results showed that this alternate 
position had overall worse accuracy (4.06° ± 0.13) and precision (0.67° ± 0.05) compared to the standard configuration 
(2.15° ± 0.06 vs. 0.50° ± 0.03), with more invalid readings (5.91 vs. 19.19%) for single vision lens wearers. Multifocals 
performed better for the top-mounting position for the top portion of the monitor, suggesting higher-order aberrations from 
the bottom portion of the lens negatively impact data quality. Higher pantoscopic tilt angles displayed an improved accuracy 
for this alternate position (r(9) = − 0.69, p = 0.02), with superior accuracy for tilt angles greater than 14° compared to the 
standard configuration. This study quantifies the impact of spectacle wear on eye-tracking performance and suggests other 
alternate mounting positions may be viable in certain situations.
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Introduction

The use of commercial eye tracking is expanding rapidly 
as cheaper and more user-friendly systems become avail-
able. Eye-tracking applications range from marketing 
insights (Pleyers & Vermeulen, 2021) to driver safety (Bit-
kina et al., 2021), healthcare (Murray, 2011; Murray et al., 
2017; Tatham et al., 2021) and more recently in industrial 
and educational applications (Bitkina et al., 2021; Erkan, 
2020). Two primary metrics for eye-tracking data quality are 
accuracy and precision. Accuracy is particularly important 
for studies with small areas of interest, or with very low spa-
tial separation. Precision is important for detecting small eye 
movements such as fixation stability (Hunfalvay et al., 2021; 
Naicker et al., 2017). Spectacle wear (Carter & Luke, 2020) 

and ocular misalignment or vergence posture (Poffa & Joos, 
2019; Zheng et al., 2019) are reported to affect accuracy 
and precision in a detrimental manner. Blue eye color can 
also reduce precision due to the small difference in contrast 
between the pupil and iris as viewed by the camera (Hessels 
et al., 2015; Nyström et al., 2013).

Many eye-tracking systems use an integrated infrared 
(IR) light source and IR camera. These devices detect the 
IR light reflected off the cornea and at the pupil bound-
ary to calculate eye movement using the relative positions 
of these images (Carter & Luke, 2020). Eye trackers can 
be head-mounted, with the light and camera attached to 
glasses or other headgear, or remote view, with the light and 
camera positioned distal to the participant, usually below 
a computer monitor and angled towards the subject’s eyes. 
With remote view systems, spectacles can induce additional 
reflections from the lenses and/or frame (Carter & Luke, 
2020; Gwon et al., 2014; Kübler et  al., 2016; Nyström 
et al., 2013). These can be incorrectly interpreted as corneal 
reflections, resulting in erroneous gaze estimation (Huang 
et al., 2013). Where the IR light is reflected on to the camera 
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and occludes the image of the pupil or cornea, gaze esti-
mation may be negatively impacted (Gwon et al., 2014). 
Lens power has the potential to induce positional errors 
due to refraction and aberrations, with the degree of posi-
tional error proportional to lens power. (Kübler et al., 2016). 
Multifocal lenses also have higher-order Zernike aberrations 
in the lower part of the lens (Sheedy et al., 2005), which 
distort the image of the cornea through the spectacle lenses 
and initiate positional error.

Placement of a remote view tracker does not need to be 
limited to below the screen but should optimize the signals 
used by the device to detect eye positioning for the part of 
the screen or image desired. There are commercial systems 
designed to be used in different locations; for example, the 
Smart Eye Pro (Smart Eye AB, Gothenburg, Sweden) allows 
multiple cameras to be used simultaneously, with horizon-
tal and vertical freedom of positioning. Driver monitoring 
systems, such as those by Seeing Machines Ltd. (Canberra, 
Australia), mount cameras above and/or below the driver. 
Given the reflection issue, systems that use the traditional 
placement of the camera may benefit from placement of the 
eye tracker above the screen by alleviating issues caused 
by lens reflections and higher levels of distortion viewed 
through the bottom of the spectacle lenses.

The Gazepoint GP3 HD is a low-cost eye tracker that 
has been used for a range of research projects in recent 
years (Karargyris et al., 2021; Sulikowski et al., 2021). It 
is advertised as portable, samples at 150 Hz, has a reported 
accuracy of 0.5–1 degree of visual angle, and is compat-
ible with 24-inch displays or smaller – up to 25.12 degrees 
of visual angle from the center of the display at the ideal 
65-cm working distance (Gazepoint, 2021). This has signifi-
cant potential across a range of tasks, particularly in higher 
education. Validation data for this eye tracker exist (Brand 
et al., 2020; Cuve et al., 2021), however data from spectacle 
wearers are limited, and reflections from spectacles remain 
an issue (Carter & Luke, 2020). The role of pantoscopic tilt 
in lens reflections is well established (Fannin & Grosvenor, 
1987, p. 226), and for an eye tracker placed below the screen, 
the angle of incidence may be close to the angle of reflection 
depending on this pantoscopic angle. Logically, placing the 
eye tracker above the monitor should reduce these reflec-
tions, and reduce distortion for multifocal wearers, however 
this has not been investigated. Such placement has been 
studied for a webcam-based eye tracker and shows similar 
or superior accuracy when compared to a bottom placement 
(Skodras et al., 2015). While reflections were not a concern 
for the webcam-based system as no direct light source was 
required, it does suggest that a top placement may be a rea-
sonable alternative for IR systems. This paper investigates 
this alternate eye tracker position for the Gazepoint GP3 HD 
and the effects on accuracy, precision, and invalid readings 
for participants with and without glasses.

Methods

This study sought to quantify the effects of alternative 
positioning of the Gazepoint GP3 HD above the monitor, 
particularly when using glasses, as this should theoretically 
reduce reflections. The effect on factors known to influence 
eye-tracking results including eye color, vergence posture, 
lens power, and type were also investigated in this alterna-
tive tracker position. The study was approved by the Deakin 
University Faculty of Health Human Ethics Advisory Group.

Participants

Participants were recruited from the Bathurst, Geelong, and 
Melbourne populations in Australia through social media 
advertising. No specific group was targeted for this study. 
Those with amblyopia, strabismus, corneal pathology, or a 
history of ocular surgery were excluded. Vergence postures 
were measured using a Howell Phoria Card set (Cyclopean 
Design, Heathmont, Victoria, Australia) at near (33 cm) and 
distance (3 m), recorded as positive for exodeviation and 
negative for esodeviation. Eye color (blue vs. non-blue) and 
corrective lens strength were also recorded. Pantoscopic tilt 
was measured using a Shamir Pantometer (Shamir, Kibbutz 
Shamir, Upper Galilee, Israel).

Data from 83 tests from 41 subjects were collected. Par-
ticipant attributes – eye color, lens type (no spectacles, sin-
gle vision, multifocal), lens power, pantoscopic tilt, vergence 
postures, and history of eye conditions (astigmatism, strabis-
mus, ptosis, anisocoria, amblyopia, nystagmus, keratoconus, 
dry eye) – are available in the supplementary material. One 
participant (single vision spectacles, blue eyes) could not 
complete calibration for the bottom position as the system 
could not detect the participant’s eyes but calibrated success-
fully in the top position. Nine participants were unable to 
successfully calibrate 9/9 targets for a tracker position after 
four attempts, so these data were excluded from the analysis 
but are included in the supplementary material. From this, 
72 tests from 40 subjects (33 top, 39 bottom) were used for 
analysis. Twenty-two of these wore spectacles (11 single 
vision, 11 multifocal). Pantoscopic tilt was not measured for 
two participants due to equipment availability.

Experimental setup

A Philips 243B9/75 23.8-inch flat screen monitor at a 
native 1920 × 1080 resolution (Philips, Amsterdam, The 
Netherlands) was set up with two Gazepoint GP3 HD eye 
trackers: one mounted above the screen using an inverted 
Gazepoint VESA Mount (Gazepoint, Vancouver, Brit-
ish Colombia, Canada), and one placed below the screen 
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on a small tripod, as shown in Fig. 1. The monitor color, 
brightness, and contrast were calibrated using a Datacolor 
SpyderX Pro (Datacolor, Lawrence, NJ, USA) with default 
settings. Room illumination was modulated to be 250 ± 
50 lux from the location of the participant’s eyes, with 
the screen off, using a Sekonic Digitalmaster L-758DR 
(Sekonic, North White Plains, NY, USA). Eye trackers 
were configured via the Gazepoint Control software v6.7.0 
to run at 150 Hz and default settings. One eye tracker was 
used at a time, with the other switched off and its IR light 
power cable unplugged. Participants were situated 65 cm 
from the monitor with eyes aligned with the top third of 
the screen, per manufacturer recommendations. This cre-
ated a viewable area of approximately 45 × 25 degrees. No 
head restraints were used, and participants were requested 
to move their head and eyes naturally throughout the 
study. Eye position relative to the headbox was monitored 
using the Gazepoint Control software and, in the event 
of the participant moving outside of the bounds of the 
eye tracker, the test was paused and the participant moved 
back into position within the headbox. This occurred only 
once during testing, and no targets were clicked during 
this time.

Custom software was created to measure eye-tracker 
accuracy and precision, available at https://​github.​com/​tim-​
murphy/​eye-​track​er-​valid​ation version 1.0.1. This software 
was configured to display a small target in each of the 36 
locations shown in Fig. 2a. The target design was a crosshair 
and bullseye combination (Fig. 2b) with the diameter of the 
central circle set to 6 pixels (angular subtense approximately 
8.28 arcmin). This design has been shown to maximize fixa-
tion stability (Thaler et al., 2013).

Protocol

The test program was run once for each eye tracker, rand-
omizing which tracker was used first. Before each run, the 
eye tracker was calibrated using a nine-point calibration, 
which was repeated until 9/9 targets were successfully cali-
brated for both eyes. Participants who failed to meet this 
threshold completed the task but data for this run were sub-
sequently excluded from the results. Targets were displayed 
at each of the 36 locations, one at a time in random order. 
The user was instructed to click on the central circle on 
the target using a high-resolution optical mouse (Deathad-
der RZ01-0321, Razer Inc., Irvine, CA, USA). If the tip of 
the cursor was not within the central circle, this event was 
ignored by the software and the participant was required to 
continue clicking. Otherwise, the coordinates of the target, 
cursor, and gaze position of both eyes as measured by the 
eye tracker at the time of click were recorded, and the target 
moved to a new location.

If the gaze position was outside of the monitor limits, or 
the eye tracker could not calculate a gaze position at that 
time, the event was recorded as an invalid reading. Where 
a valid reading was taken for both eyes, the gaze position 
was calculated as the average of the two readings. This was 
repeated until all target locations had been presented twice 
(per run). As the tip of the cursor (1 pixel, approximately 
1.38 arcmin) needed to align with the middle of the target (6 
pixel diameter, approximately 8.28 arcmin), the resolution 
provided by eccentric fixation would be inadequate for this 
task (Kondo et al., 2008), necessitating foveation. Therefore, 
the gaze position at time of click was used without fixation 
detection or other data processing. No other eye movement 
metrics were calculated. This is a similar method to that 
used by TrackStick (Blignaut & Beelders, 2012), where a 
participant must click on a small target subtending ≈ 0.1 
degrees, and the cursor position at time of click regarded 
as the actual gaze position. Trackstick has been validated 
against the Tobii T60XL (Tobii AB, Danderyd, Sweden) 
(Blignaut & Beelders, 2012).

At the end of the run, the participant was offered a break 
for as long as required. The procedure was then repeated 
using the other eye tracker, with the same calibration 
sequence taking place before testing commenced.

Analysis

For each target, accuracy was calculated as the mean Carte-
sian distance from the target to the recorded gaze positions, 
and precision as the standard deviation of these distances 
(Holmqvist et al., 2011, pp. 62–64). Overall accuracy and 
precision were calculated in the same manner using data 
from all targets. A chi-squared test was used to compare the 
proportion of invalid readings in different tracker positions.

Fig. 1   Dual Gazepoint GP3 HD setup

https://github.com/tim-murphy/eye-tracker-validation
https://github.com/tim-murphy/eye-tracker-validation
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Statistical analysis was performed using the SciPy mod-
ule with Python 3 (Virtanen et al., 2020). Spearman’s rank 
correlation was computed for each tracker position to assess 
the relationship between spectacle power and vergence 
position on accuracy and precision. A Mann–Whitney U 
test was used to examine the differences in accuracy and 
precision between subjects with and without blue eyes, and 
Kruskal–Wallis testing was used to compare vision correc-
tion modalities.

To determine the ideal region to use for each tracker 
position, K-Means clustering (Lloyd, 1982) was performed 
on the three-dimensional dataset of accuracy, precision, 
and number of readings where both eyes were invalid. The 
elbow method (Syakur et al., 2018) was used to determine 
the optimal number of clusters, with the elbow position 

determined via the Kneedle algorithm (Satopaa et  al., 
2011). The cluster containing the point with the smallest 
Cartesian distance to the origin – having the highest accu-
racy, precision, and lowest invalid reading positions – was 
used to create an optimum area for target presentation.

Results

Overall accuracy and precision were better in the bottom posi-
tion, as shown in Table 1. Notably, the majority of records 
where the readings were invalid for both eyes were at the screen 
edges. The number of invalid readings was higher for the top 
position (χ2 (2, N = 2808, M = 2376) = 681.05, p < 0.01).

Fig. 2   a Fixation target sizes and locations (screenshot from 23.8-inch monitor at 1920 × 1080 resolution). b Detail of the fixation target design
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Tracker position and factors affecting eye tracking

Correction type

The accuracy and precision for each correction type in both 
top and bottom position is shown in Fig. 3, with arrows 
showing accuracy, and circles at the end of the arrows show-
ing precision.

Accuracy and precision for the different correction 
types are shown in Fig. 4. For the bottom position, sub-
jects without vision correction had an overall accuracy of 
2.23° ± 0.09 and precision of 0.54° ± 0.06 with 56/1224 
(4.58%) of readings invalid for both eyes. For single vision 
correction, an accuracy of 1.72° ± 0.06 and precision of 
0.40° ± 0.03 was found, with 46/792 (5.81%) invalid for 
both eyes. The multifocal group showed an accuracy of 
2.44° ± 0.14 and precision of 0.53° ± 0.06, with 64/792 
(8.08%) invalid for both eyes. The effect of correction type 
had a significant impact on accuracy (H(2) = 19.52, p < 
0.01) with Dunn testing with Bonferroni adjustment show-
ing single vision was better than both no correction (p < 
0.01) and multifocals (p < 0.01). There was no difference 

in accuracy between multifocals and no correction (p = 
0.70). There was no difference in precision between the 
groups (H(2) = 1.36, p = 0.51).

For the top position, subjects without correction had an 
accuracy of 3.55° ± 0.19, and precision of 0.48° ± 0.05 
with 217/1080 (20.09%) invalid for both eyes. The single 
vision correction group gave an accuracy of 5.15° ± 0.26, 
precision 0.93° ± 0.13, and 132/720 (18.33%) readings 
invalid for both eyes. Multifocals showed an accuracy of 
3.65° ± 0.25, precision 0.70° ± 0.10 and 107/576 (18.58%) 
readings invalid for both eyes. There was a significant dif-
ference in accuracy between groups (H(2) = 35.13, p < 
0.01), with no correction better than single vision (p < 
0.01) and multifocals (p < 0.01). There was no difference 
between single vision and multifocals (p = 1.00). Precision 
was different between correction modalities (H(2) = 6.00, 
p = 0.0498), however Dunn testing showed no correction 
and single vision approaching significance only (p = 0.06). 
No significant differences were found between the other 
correction types.

The number of invalid readings was worse in the top 
position for no correction (χ2 (2, N = 1224, M = 1080) = 

Table 1   Overall accuracy and precision

Position Accuracy Precision Total Readings Invalid Both Eyes Invalid At Edge

Top 4.06° ± 0.13 0.67° ± 0.05 2376 456 (19.19%) 341 (74.78%)
Bottom 2.15° ± 0.06 0.50° ± 0.03 2808 166 (5.91%) 144 (86.75%)

selcatcepSlacofitluMselcatcepSnoisiVelgniSNo Correc�on 

Accuracy and Precision per Correc�on Type 

Fig. 3   Accuracy and precision for eye-tracker positioning at the top 
(red) and bottom (blue) of the monitor per correction type. The black 
rectangle represents the edge of the monitor and grey circles indi-
cate eccentricity isobars with the center of the screen denoted with 

an asterisk. The arrows represent accuracy: the distance between the 
target and mean gaze position recorded by the tracker. Circles at the 
arrowheads represent precision: the standard deviation of the record-
ings
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288.75, p < 0.01), single vision (χ2 (2, N = 792, M = 720) 
= 274.48, p < 0.01) and multifocals (χ2 (2, M = 792, N = 
576) = 178.58, p < 0.01).

Pantoscopic tilt

Pantoscopic tilt had a significant effect on accuracy for the 
top position (r(9) = − 0.69, p = 0.02) with higher angles 
corresponding to better accuracy as shown in Fig. 5. No 

association was found for precision for the top position (r(9) 
= − 0.34, p = 0.31), or for either statistic for the bottom 
position (accuracy r(9) = 0.30, p = 0.37, precision r(9) = 0.10, 
p = 0.77).

Spectacle power

No association was found between spectacle power and 
accuracy for the bottom position (r(20) = 0.27, p = 0.23) or 
top position (r(16) = – 0.08, p = 0.76), or for precision for the 
bottom position (r(20) = 0.34, p = 0.12) or top position (r(16) 
= – 0.09, p = 0.72).

Eye color

When considering eye color, subjects with blue eyes showed 
better accuracy (bottom: 2.03° ± 0.09, top: 3.11° ± 0.19, 
U(Nbottom = 1218, Ntop = 922) = 532497.5, p = 0.02) and 
precision (bottom: 0.46° ± 0.05, top: 0.57° ± 0.07, U(Nbottom 
= 635, Ntop = 516) = 143802.0, p < 0.01) compared to those 
with non-blue eyes (accuracy bottom: 2.24° ± 0.07 and top: 
4.94° ± 0.18, U(Nbottom = 739, Ntop = 550) = 193161.5, p = 
0.06, precision bottom: 0.53° ± 0.04 and top: 0.77° ± 0.07, 
U(Nbottom = 739, Ntop = 550) = 193161.5, p = 0.06). There 
were more invalid readings for non-blue eyes compared to 
blue eyes (χ2 (2, N = 2736, M = 2448) = 39.50, p < 0.01).

Vergence posture

Near vergence posture showed a correlation with accuracy for 
the bottom position (r(12) = 0.60, p = 0.02), with accuracy 
improving with esodeviation as shown in Fig. 6. No correlation 
was found for accuracy in the top position (r(12) = 0.04, p = 
0.89), or for precision in either position (top: (r(12) = 0.33, p = 

Fig. 4   Accuracy and precision per correction type. Data for the mean accuracy and precision for the top position are shown in orange and bot-
tom position in blue. Error bars represent SEM

Fig. 5   Accuracy in relation to pantoscopic tilt. Data for the mean 
accuracy for the top position are shown in orange and bottom posi-
tion in blue. The regression line is plotted as the unbroken line and 
error bars represent SEM
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0.27), bottom: (r(12) = 0.21, p = 0.47)). No correlations were 
found for distance vergence (top: accuracy (r(6) = 0.24, p = 
0.57), precision (r(6) = 0.21, p = 0.61), bottom: accuracy (r(6) 
= 0.12, p = 0.78), precision (r(6) = 0.40, p = 0.32)).

Selecting the optimum screen area

K-Means clustering provided a subset of targets where accu-
racy and precision were high while invalid readings were low. 
The cluster containing the target with the shortest Cartesian 
distance to the origin was used to create an optimum area. This 
process was performed for all participants, shown in Fig. 7, 
and separately for each correction type, included in the sup-
plementary material.

For the bottom position in this optimum area, overall accu-
racy was 1.59° ± 0.03 with a precision of 0.37° ± 0.02. 51/1794 
(2.84%) of readings were invalid for both eyes. For the top posi-
tion, overall accuracy was 2.63° ± 0.10 with a precision of 
0.57° ± 0.06 and 53/1122 (4.72%) invalid for both eyes. Accu-
racy was better with the bottom position U(Nbottom = 1794, Ntop 
= 1122) = 766532.5, p < 0.01), with no difference in precision 
U(Nbottom = 1794, Ntop = 1122) = 238085.5, p = 0.16).

Discussion

In this study, we sought to minimize the effect of reflec-
tions caused by spectacle wearers by exploring an alter-
native placement of the eye tracker unit, and to quantify 

the effects of spectacle wear on eye-tracking performance. 
In theory, by moving the eye tracker above the screen 
(approximately 5–10° above the participant), lens reflec-
tions should reduce as the lenses are angled away from 
the camera unit. This study shows that a top-mounted unit 
exhibits greater validation errors and performs worse than 
the bottom position, with worse accuracy and precision 
and an increase in invalid readings. Although not formally 
measured, the authors anecdotally observed eyelash inter-
ference with lower targets exhibiting more invalid readings 
and suspect this to be a major causative factor.

This study also assessed the impact of tracker position 
on the accuracy, precision, and invalid reading rate with 
the Gazepoint GP3 HD eye tracker. The manufacturer 
claims a typical accuracy of 0.5–1.0 degrees (Gazepoint, 
2021), with no published precision metrics. This has been 
independently validated as an accuracy of 0.77° ± 0.70 
and precision of 0.27° ± 0.11 (Cuve et al., 2021), although 
that study did not test to the edges of the monitor and only 
two participants wore spectacles. With all targets consid-
ered, our data suggest significantly worse performance, 
with a bottom position accuracy of 2.15° ± 0.06 and preci-
sion of 0.50° ± 0.03, and a top position accuracy of 4.06° 
± 0.13 and precision of 0.67° ± 0.05. However, the far 
left and right limits of tracking – greater than 15° from 
the center of the screen – exhibit a considerable degree of 
inaccuracy, and certainly fall outside the published values. 
These extremes were not included in the study by Cuve 
et al. (2021). Our study used the largest supported screen 
size and examined performance to the edges of the screen. 
Should a smaller screen be used, it should be placed such 
that it aligns with the middle region of this larger screen.

This study used an objective method for determining the 
optimal screen area. While previous studies have not tested 
to the edges of the screen area, Brand et al. (2020) found 
a deterioration in accuracy at the left and right side of the 
screen. Our results agree with these findings and suggest the 
best results can be obtained using the bottom mounting posi-
tion, with stimuli placed in the central screen region extend-
ing to the bottom of the screen. Given the significant reduc-
tion in accuracy and precision at the left and right screen 
edges, these areas should be avoided unless the stimuli are 
sufficiently large. The optimum region calculated for the 
bottom position is similar to the region used by Cuve et al. 
(2021) to validate the same eye tracker, and the accuracy 
(1.59° ± 0.03) and precision (0.37° ± 0.02) we found agree 
with their findings despite the different methodologies used.

This study has explored several factors regarding specta-
cle performance with eye tracking. First, correction modali-
ties exhibited different accuracy metrics. For the bottom 
position, single vision spectacles (1.72° ± 0.06) performed 
better than no correction (2.15° ± 0.06) or multifocals (2.44° 
± 0.14), with no difference in precision. While the cause of 

Fig. 6   Mean accuracy in relation to vergence posture for the top 
(orange) and bottom (blue) positions. Positive numbers indicate 
exodeviation and negative esodeviation. Error bars are SEM.



50	 Behavior Research Methods (2024) 56:43–52

1 3

the superior performance for single vision spectacles is not 
clear, the authors suggest this could be due to the combi-
nation of lens material and antireflective coatings affecting 
light transmissivity, especially for shorter wavelengths (Raut 
et al., 2011; Shekhawat et al., 2011). The Gazepoint GP3 HD 
uses the PYTHON 1300 NIR semiconductor (Semiconduc-
tor Components Industries LLC, Phoenix, AZ, USA) which 
has a quantum efficiency curve including ultraviolet and 
infrared (Semiconductor Components Industries LLC, 2016, 
p. 8). The use of spectacles may reduce interference from 

shorter wavelengths with this setup, however this warrants 
further investigation.

For multifocals, accuracy and precision were better 
with the top position for targets near the top of the screen 
(Fig. 3). This supports our theory of greater aberrations 
when the eye is viewed through the bottom portion of these 
lenses and suggests this alternate position could be desir-
able for multifocal wearers. Further, accuracy improves 
for the top position with pantoscopic tilt angles of 14° 
or greater. This suggests using an alternate position for 

Fig. 7   Optimal screen area for the tracker placed at the top (red) and 
bottom (blue) of the monitor, for all participants. The black rectangle 
represents the edge of the monitor and grey circles indicate eccentric-
ity isobars with the center of the screen denoted with an asterisk. The 

arrows represent accuracy: the distance between the target and mean 
gaze position recorded by the tracker. Circles at the arrowheads rep-
resent precision: the standard deviation of the recordings
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spectacles with a high degree of pantoscopic tilt may be 
advantageous.

In addition to examining tracker position, this study pro-
vides additional validation data for the Gazepoint GP3 HD. 
Contrary to previous studies (Hessels et al., 2015; Nyström 
et al., 2013), subjects with blue eyes had better accuracy 
and precision than those with eyes of another color, for both 
eye-tracker positions. There is insufficient data to deter-
mine whether spectacle correction influenced these results. 
Vergence posture correlated with accuracy for the bottom 
position only. Why no trend was seen for the top position is 
unclear and warrants further investigation.

Some limitations to this study need to be detailed. Posi-
tioning the participant with eyes aligned with the top one-
third of the screen places the eye tracker above the eyes, 
potentially increasing eyelash interference. Results may 
vary if the top of the monitor is below the eyes. Given the 
high number of invalid readings for this top position, and 
the equal or superior performance in this top position found 
by Skodras et al. (2015), this warrants further investigation. 
Furthermore, our data do not differentiate invalid readings 
caused by reflections from eyelash interference or other 
causes. While these data are specific to the Gazepoint GP3 
HD tracker, the inherent issues will be common to a range 
of infrared video trackers utilizing multiple camera angles.

Overall, the Gazepoint GP3 HD performs better when 
placed below the screen for most use cases and exhibits 
some variation in data quality between correction modali-
ties. While reflections remain a problem with spectacle wear, 
moving the eye tracker above the monitor does not improve 
data quality. The exception to this may be where recording 
with a large pantoscopic tilt is required, or when using mul-
tifocal spectacles for targets at the top of the screen. This 
study tested to the edges of the largest supported screen; 
hence accuracy and precision metrics are not directly com-
parable to previous studies. Further work is required and the 
authors encourage validation on a wider range of eye track-
ers using the same software to allow a direct comparison 
between systems.

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​3758/​s13428-​022-​02023-y.
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