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Abstract
Psychology has witnessed a dramatic increase in the use of intensive longitudinal data (ILD) to study within-person processes, 
accompanied by a growing number of indices used to capture individual differences in within-person dynamics (WPD). The 
reliability of WPD indices is rarely investigated and reported in empirical studies. Unreliability in these indices can bias 
parameter estimates and yield erroneous conclusions. We propose an approach to (a) estimate the reliability and (b) correct 
for sampling error of WPD indices using “Level-1 variance-known” (V-known) multilevel models (Raudenbush & Bryk, 
2002). When WPD indices are calculated for each individual, the sampling variance of the observed WPD scores is typically 
falsely assumed to be zero. V-known models replace this “zero” with an approximate sampling variance fixed at Level 1 to 
estimate the true variance of the index at Level 2, following random effects meta-analysis principles. We demonstrate how 
V-known models can be applied to a broad range of emotion dynamics commonly derived from ILD, including indices of 
the average level (mean), variability (intraindividual standard deviation), instability (probability of acute change), bipolar-
ity (correlation), differentiation (intraclass correlation), inertia (autocorrelation), and relative variability (relative standard 
deviation) of emotions. A simulation study shows the usefulness of V-known models to recover the true reliability of these 
indices. Using a 21-day diary study, we illustrate the implementation of the proposed approach to obtain reliability estimates 
and to correct for unreliability of WPD indices in real data. The techniques may facilitate psychometrically sound inferences 
from WPD indices in this burgeoning research area.

Keywords  Reliability · Intensive longitudinal data · Variability · Within-person dynamics · Emotion dynamics ·  
Meta-analysis · Level-1 variance-known multilevel models

Introduction

Psychology and other social sciences have witnessed a dra-
matic increase in attention on the measurement of within-
person, dynamic processes (Hamaker & Wichers, 2017; 
Molenaar & Campbell, 2009). In part, this is facilitated by 
assessment methods that enable the collection of intensive 

longitudinal data (ILD), including ecological momentary 
assessments, daily diaries, and ambulatory assessments 
of physiological and behavioral data. It has become clear 
that patterns of intraindividual variability contain essential 
information for understanding how individuals differ from 
each other, and researchers have developed a steadily grow-
ing number of indices for the purpose of capturing within-
person dynamics (WPD).

The field of emotion dynamics research provides a para-
digm example to illustrate this. In addition to mean levels 
of affect, multiple indices have been developed to capture 
the magnitude of emotion fluctuations [e.g., intraindi-
vidual standard deviation (ISD), coefficient of variation 
(Mestdagh et al., 2018; Ram & Gerstorf, 2009; Wang & 
Grimm, 2012)], to capture temporal dependencies in affec-
tive states [e.g., autocorrelation (affect inertia; Kuppens 
et al., 2010), frequency and damping of oscillating pat-
terns (Chow et al., 2005)], and to capture the interplay of 
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several emotions [e.g., emotional bipolarity (Dejonckheere 
et al., 2018), mixed emotions (Schneider & Stone, 2015), 
and emotion differentiation (Kashdan et al., 2015)].

In view of the increasing adoption of new indices of 
WPD, it is paramount that they provide psychometrically 
sound measurements (Brose et al., 2020). The reliability 
of WPD indices is a basic psychometric property that is 
not commonly investigated and rarely reported in empiri-
cal studies. Strategies for reliability examination that are 
familiar to most applied researchers (e.g., internal con-
sistency reliability) are not applicable to indices of WPD 
leaving researchers with few statistical tools to quantify 
the reliability and to mitigate the impact of unreliable 
measurement of these indices in their studies.

In this article, we present an approach to estimate the 
reliability and to correct for unreliability in indices of 
WPD using “Level-1 variance-known” (V-known) multi-
level models (a term introduced by Raudenbush & Bryk, 
2002). These models provide a very flexible framework 
to partition the variance of observed scores into true 
(or systematic) between-person (Level 2) variance and 
variance due to sampling error (Level 1). Unlike tradi-
tional multilelvel models that use raw within-person data, 
V-known models are applicable if summary statistics, 
such as indices of emotion dynamics, are created from 
within-person data.

Our article is organized as follows. We start by outlin-
ing challenges with estimating the reliability and correct-
ing for unreliability of WPD indices. We then describe how 
V-known models can be used for reliability estimation and 
unreliability correction for a broad range of WPD indices. 
Next, we present results of a Monte Carlo simulation to eval-
uate whether V-known models can adequately recover the 
true reliability of these indices, followed by a real data illus-
tration of the proposed methods. We end with a discussion 
emphasizing future directions. Even though we illustrate the 
methods using examples from the literature on emotion indi-
ces, we emphasize that they are equally applicable to WPD 
indices in other research domains.

Reliability of individual differences 
in the context of intensive longitudinal data

Challenges associated with estimating the reliability 
of indices of within‑person dynamics

Reliability is most commonly defined within the frame-
work of classical test theory (CTT). In CTT, the variance of 
observed scores between individuals �2

TOT
 is the sum of the 

variance in true scores τ2 and the variance of random errors 
�2
�
 , such that

Reliability is defined as the proportion of variance in the 
observed scores between individuals that can be attributed 
to variance in true scores rather than error variance:

For individual difference measures derived from ILD, 
the reliability of a measure of intraindividual means y can 
be readily estimated from empirical data. The proportion 
of true variance in means is captured by the intraclass cor-
relation (ICC), which can be calculated based on a one-way 
ANOVA with random effects (Raudenbush & Bryk, 2002). 
Applying the Spearman–Brown prediction formula to the 
ICC, the reliability of intraindividual means computed from 
T measurement occasions is

Importantly, this strategy is limited to intraindividual 
means and does not extend to other indices of WPD. For 
example, when a measure of within-person variability is cre-
ated by calculating the intraindividual standard deviation 
(ISD), the ICC cannot be used to estimate the true score 
variance. In this case, the variation of observations around 
a person’s mean, which comprises the error variance compo-
nent in the ICC, is itself used to create the individual differ-
ence measure. Consequently, conventional analytic methods 
to separating true score and error variance components from 
ILD do not apply.

Some methods of reliability estimation can be used for 
any index of WPD, but each of these methods has some 
practical limitations. For example, a coefficient of test–retest 
reliability can be estimated for any WPD index that is com-
puted at two different time periods (Eid & Diener, 1999) 
or when deriving parallel WPD indices from odd and even 
sampling occasions (Wendt et al., 2020). However, these 
approaches assume that people’s true scores on the WPD of 
interest do not change across the time periods or sampling 
occasions (Fleeson, 2001). In addition, parallel-test reliabil-
ity of WPD indices could be calculated based on test forms 
that are constructed to be equivalent (Borsboom, 2003; Lord 
& Novick, 1968), but parallel forms are not often available 
for ILD (Hu et al., 2016).

What is known about the reliability of indices of WPD 
is largely based on Monte Carlo simulation studies (Du 
& Wang, 2018; Estabrook et al., 2012; Wang & Grimm, 
2012). These simulations suggest that WPD indices 
addressing ISDs, mean squared successive differences, or 
autocorrelations may be much less reliably measured than 

(1)�2
TOT

= �2 + �2
�
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�2

�2
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intraindividual means, especially when few measurement 
occasions are available per person. However, simulation 
studies operate under idealized assumptions and they require 
that the true population variance of a measure is known a 
priori, which is not the case when we are interested in esti-
mating reliabilities in empirical studies. As emphasized by 
the APA Task Force of Statistical Inference (1999), reli-
ability depends on the specific study and population investi-
gated. Furthermore, as will be discussed next, we may wish 
to not only obtain an estimate of the reliability of our WPD 
measures, but to also correct parameter estimates for error 
variance in these measures.

Challenges associated with correcting for sampling 
error in indices of within‑person dynamics

Analyses of WPD indices commonly follow a two-step pro-
cedure: the index is calculated separately for each individual 
in the sample in a first step, and the second step uses the 
resulting scores as a manifest (i.e., observed) independent, 
dependent, or mediator variable in the analysis model. The 
problem associated with this approach is that the manifest 
scores are treated as proxies for their corresponding true 
scores, whereby it is falsely assumed that there is no error 
variance and no uncertainty about the true values, which can 
result in biased parameter estimates and incorrect inference 
(Bollen, 1989; Fritz et al., 2016; Kenny, 1979).

Latent variable models correct for such biases resulting 
from unreliable measurement (Bollen, 1989; Kenny, 1979). 
Statistical and software options to model individual differ-
ences in WPD as latent variables have expanded consid-
erably in recent years, especially due to rapid advances in 
multilevel modeling techniques. For instance, the mixed 
effects location scale model by Hedeker et al. (2012) ena-
bles the modeling of individual differences in intraindividual 
means and (log) variances jointly as dependent variables, 
using standard software (i.e., SAS PROC NLMIXED; Cary, 
NC, USA). Expanding beyond this, multilevel time-series 
models (or dynamic structural equation models) allow for 
random effects in any parameter of a within-person time 
series model (e.g., autoregressive and cross-lagged param-
eters, residual variances), and these have been implemented 
in WinBUGS (Jongerling et al., 2015; Wang et al., 2012) and 
Mplus software (Asparouhov et al., 2018; Hamaker et al., 
2018; McNeish & Hamaker, 2020).

Despite the increasing versatility of these multilevel 
modeling strategies, the use of manifest variable (two-step) 
approaches for analyzing WPD still predominates in applied 
research. Computing indices of WPD as manifest variables 
is often easily accomplished using standard software, such 
that researchers may gravitate to using manifest variables for 
pragmatic reasons. Indices of WPD that involve nonlinear 
combinations of parameters (e.g., coefficient of variation, 

computed as the ratio of the standard deviation to the mean) 
are easily computed but difficult to estimate directly in a 
multilevel model. Moreover, using a two-step approach, pro-
cedures used to calculate indices of WPD can be tailored 
to the individual, for example, when choosing between dif-
ferent functions to remove temporal trends from the data 
before calculating an index (Wang et al., 2012). As illus-
trated below, V-known multilevel models may serve as one 
strategy to overcome some of these challenges.

Applying “Level‑1 Variance‑Known” 
multilevel models to indices 
of within‑person dynamics

The general idea behind the use of V-known multilevel mod-
els is to capitalize on the flexibility and versatility of the 
familiar two-step method to examining WPD indices, while 
addressing problems associated with using these indices as 
manifest variables. As explained above, in the traditional 
two-step approach, an index is first calculated for each 
individual and its sampling error variance is subsequently 
assumed to be zero. In V-known multilevel models, the goal 
is to replace this “zero” sampling variance with a much more 
reasonable value. As highlighted by Raudenbush and Bryk 
(1985, 1987, 2002), even though the index is represented 
by a summary statistic (i.e., a single value per individual), 
an estimate of the sampling variance of most summary sta-
tistics (i.e., the square of its standard error) can be derived 
alongside the statistic. Treating this sampling variance as 
“known” at Level 1 (the within-person level) in multilevel 
models makes it possible to treat any given index of WPD as 
an unobserved, latent variable that is measured with impreci-
sion by the observed values of the index.

In the V-known multilevel model, the within-per-
son model refers to the variation of the index due to 
sampling variation:

In this equation, di represents the observed WPD index d 
derived from the ILD of person i, δi refers to the true value 
of the index for person i, and εi is a normally distributed ran-
dom residual with mean 0 and variance σ2

εi. The latter is the 
sampling variance that is assumed to be known and it is fixed 
at the value derived alongside the index for each individual.

The between-person model refers to the variation of the 
true values of the index across individuals.

Here, the true unknown (i.e., latent) values for each person 
δi are expressed as the sum of the overall population mean 
of the index γ0 and the person’s random deviation from this 

(4a)Level 1 ∶ di = δi + εi, where εi ∼ N
(
0, σ2εi

)
.

(4b)Level 2 ∶ δ
i
= �0 + u

i
, where u

i
N
(
0, τ2

)
.
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grand mean ui. The random deviations from the grand mean 
are assumed to follow a normal distribution with mean 0 and 
variance τ2, which represents the true between-person variance 
of the index.

Substituting (4b) into (4a) yields a combined model for the 
observed values of the index:

It is now easy to see that the observed variable is decom-
posed into true and sampling error variance components. Note 
that the sampling variance σ2

εi has a subscript i, indicating that 
the sampling variance does not need to be the same across indi-
viduals. In practice, WPD indices are likely calculated from 
differing numbers of observations (e.g., due to missed assess-
ments), such that the index will differ in precision across indi-
viduals. The V-known multilevel model accommodates this 
by allowing the sampling variance to be individual-specific.

Relationship between the proposed approach 
and random‑effects meta‑analysis

The principles of V-known multilevel models are not new. 
In fact, their most prominent application can be found in 
research using (random effects) meta-analysis (Raudenbush 
& Bryk, 1985, 2002). A key concern in meta-analysis is 
how to appropriately aggregate summary statistics repre-
sented by effect sizes across studies. To appropriately take 
the sampling error in study-specific effect size estimates into 
account, and to detect the true heterogeneity between stud-
ies, the sampling variance of the effect sizes is derived from 
the research reports and treated as “known” (Fernández-
Castilla et al., 2020; Pastor & Lazowski, 2018). Whereas 
meta-analysis applications presuppose a multilevel structure 
where participants are nested within studies, the multilevel 
structure of dynamic within-person processes involves 
measurement occasions nested within individuals. Thus, 
the proposed application of V-known models can be viewed 
as an application of meta-analysis to the synthesis of WPD 
scores across individuals. Correspondingly, WPD indices 
can be analyzed with V-known models using a broad range 
of statistical packages that are commonly used for conduct-
ing meta-analysis models, including multilevel modeling 
software (Mplus; Cheung, 2015a; SAS PROC MIXED; van 
Houwelingen et al., 2002) and software dedicated to meta-
analysis (the R package metaSEM; Cheung, 2015b; the R 
package metafor; Viechtbauer, 2010).

Testing the reliability of indices of within‑person 
dynamics with V‑known models

In the meta-analysis literature, the I2 statistic is a popular 
measure assessing “the percentage of total variation across 

(5)
d
i
= �0 + u

i
+ ε

i
, where u

i
∼ N

(
0, τ2

)
and ε

i
∼ N

(
0, σ2

�i

)
.

studies that is due to heterogeneity rather than chance” (Hig-
gins et al., 2003; p. 558). Despite its labeling as a measure to 
quantify heterogeneity rather than the reliability of summary 
statistics, the definition of I2 is identical with the classical 
test theory definition of reliability in Eq. (2) above:

This means that in the context of research using ILD, 
the I2 statistic can be used to estimate the reliability of any 
WPD index.

Notably, like Eq. (2), Eq. (6) shows a common sampling 
variance term �2

�
 for all individuals, whereas in reality the 

sampling variance will often be individual specific, that 
is, �2

�i
 . To accommodate the heterogeneity of sampling 

variances in meta-analyses, the I2 statistic defines �2
�
 as 

the typical value of the individual sampling variances �2
�i

 , 
whereby multiple variants of I2 have been proposed that 
differ in how the typical sampling variance is calculated.

In a widely influential article, Higgins and Thompson 
(2002) defined the typical value of the sampling variance as

and this version is implemented in most meta-analysis 
programs.

Xiong et al. (2008, 2010) proposed that the arithmetic 
mean of the sampling variances across individuals can 
be used:

Both versions of I2 (with likelihood based 95% CIs) can 
be estimated in the R package metaSEM (Cheung, 2015b). 
As noted by Xiong et al. (2010), the different versions give 
similar estimates unless the individual differences in the 
sampling variance are pronounced. In the context of reli-
ability estimation, a potential advantage of using the arith-
metic mean (Equation 8) is that the resulting values will 
be consistent with the classical test theory definition of the 
reliability index, that is, the squared correlation between the 
true and observed scores (Estabrook et al., 2012; Wang & 
Grimm, 2012).

Apart from obtaining reliability coefficients, we can also 
test the null hypothesis that there is no variance in the true 
scores of a given WPD index between individuals. One way 
to do this is to conduct a likelihood ratio test comparing the 
deviance (−2 times the log-likelihood) statistics between the 
model in Equation 5, in which the true variance is freely 
estimated as a random effect, with the fit of a model that 
constrains the between-person variance parameter ui to zero 

(6)I2 =
�2

�2 + �2
�

.

(7)�2
�(I)

=
(n − 1)

∑n

i=1
1∕�2

�i�∑n

i=1
1∕�2

�i

�2
−
∑n

i=1
1∕�2

�i

,

(8)�2
�(II)

=

∑n

i=1
�2
�i

n
.
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(referred to as a fixed-effects model in the meta-analysis 
literature) (Raudenbush & Bryk, 2002). Alternatively, the 
Q-statistic (Cochran, 1954) can be used for this purpose and 
is available from virtually all meta-analysis programs (Pastor 
& Lazowski, 2018).

Relating indices of within‑person dynamics to other 
variables in V‑known analysis models

The V-known model makes it possible to estimate any given 
index of WPD as an unobserved, latent variable. Relating 
this latent variable to other variables (e.g., other between-
person characteristics) yields coefficients that are corrected 
for sampling error in the index. For brevity, we limit our 
presentation to basic examples. Interested readers are 
referred to the extensive literature on V-known multilevel, 
mixed effects meta-analysis, and meta-analytic structural 
equation modeling (meta-SEM) (e.g., Card, 2012; Cheung, 
2015a; Demidenko, 2013; Lipsey & Wilson, 2001; Rauden-
bush & Bryk, 2002).

Oftentimes, a WPD index will be a dependent variable 
in the model. For example, many research questions evolve 
around predictors of individual differences in emotion 
dynamics, such as whether they differ by age or other person 
characteristics. The unconditional (random effects) V-known 
model shown in Eq. (4a) and (b) can be readily extended into 
conditional (mixed effects) models by including between-
person predictor variables x1, . . . , xS at Level 2:

(9)
Level 1 ∶ d

i
= δ

i
+ ε

i
,

Level 2 ∶ δ
i
= γ0 + γ1x1i + γ2x2i +⋯ + �

S
x
Si
+ u

i
,

where ε
i
∼ N

(
0, σ2

εi

)
and u

i
∼ N

(
0, τ2

)
.

This model is known as meta-regression model in the 
meta-analysis literature (Lipsey & Wilson, 2001). The Level 
1 equation remains the same as in Eq. (4a) as its role is to 
account for the variation of the index of WPD due to sam-
pling variance, which is fixed at σ2

εi for each individual. At 
Level 2, γ0 is now the intercept of the latent variable repre-
senting the index, γ1, . . . , γS are the regression coefficients 
for the set of predictor variables, and τ2 is the residual true 
between-person variance of the index.

Other research questions will require more flexible mod-
eling of WPD indices as independent variables, covariates, 
moderators, or mediator variables. V-known applications to 
multilevel SEM can accommodate the modeling of WPD 
indices as latent variables in these situations. As demon-
strated by Cheung (2008), multilevel SEM models can read-
ily accommodate V-known problems using a specific param-
eterization of a weighted least squares approach. To 
implement a V-known model in multilevel SEM programs 
such as Mplus, all terms at Level 1 (including the intercept) 
need to be weighted by the inverse standard error of the 
observed index (i.e., one over the square root of the known 
sampling variance: wi = 1∕

√
�2
�i

 ). A diagram of the 
V-known multilevel SEM model is shown in Fig. 1. Specifi-
cally, the observed index of WPD di is weighted by (i.e., 
multiplied with) wi, and this variable diwi is regressed on the 
weight variable wi in a Level 1 model without intercept (i.e., 
the intercept of diwi is fixed at 0). The resulting regression 
parameter implicitly weights the individual-specific sam-
pling variance of the index such that the error term εiwi is a 
normally distributed random residual with mean = 0 and 
variance = 1 for each individual; accordingly, the residual 
variance of εiwi needs to be fixed at 1 in the model (see 
Fig. 1).

Fig. 1   V-known multilevel structural equation model. Intercepts and residual variances at Level 2 are omitted for simplicity
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In a random-effects V-known multilevel SEM model, 
the regression of diwi on wi has a random slope (shown 
as a filled circle at Level 1). At Level 2, these random 
regression slopes are modeled as a latent variable δi cap-
turing the true variance of the WPD index. As is typical 
for SEM, the latent index δi can now be flexibly incorpo-
rated into any structural model; for example, as a latent 
predictor variable, latent mediator variable, or as a mod-
erator variable using latent variable interactions (Cheung, 
2015a). Figure 1 shows an example in which the latent 
index δi is a mediator variable of the relationship between 
a Level 2 predictor variable xi and a Level 2 dependent 
variable yi. In this example, the path coefficients are cor-
rected for the unreliability of the index used as a mediator 
variable. The necessary procedures are implemented in 
the specialized R package metaSEM (Cheung, 2015b), 
but they can also be estimated with any multilevel SEM 
software, such as the general latent variable modeling 
program Mplus, or using the gsem command in STATA 
(Palmer & Sterne, 2015).

Obtaining approximate sampling variances 
for common indices of within‑person dynamics

In order to fit V-known multilevel models to data involving 
WPD indices, it is necessary to find the appropriate sam-
pling variance estimate for the scores on a given WPD index. 
Even though this is not a trivial task, we propose three strate-
gies that provide the building blocks for estimating the sam-
pling variance of virtually any WPD index. First, established 

formulas are available to obtain approximate sampling vari-
ances and these can be readily applied to common WPD 
indices. Second, for WPD indices that are derived from 
individual-specific analysis (e.g., per-subject time series or 
differential equation) models, standard errors of the param-
eter estimates can be used. A third and most flexible strategy 
is to use resampling methods to approximate the sampling 
variance of an index.

Strategy 1: Computational formulas to derive 
the sampling variance

Table 1 shows formulas to approximate the sampling vari-
ance for several indices commonly used in emotion research, 
including the mean (average emotion level), ISD (emotion 
variability), probability of acute change (emotional instabil-
ity), intraindividual correlation (emotional bipolarity), and 
intraclass correlation (emotion differentiation). As can be 
seen in the table, for most indices to be used in V-known 
models, it is advantageous to first transform the statistic into 
a measure for which the sampling distribution is closer to a 
normal distribution. This also has the added benefit that the 
sampling variance is well approximated purely as a func-
tion of the number of observations per person. For example, 
Raudenbush and Bryk (1987) described a transformation 
of the standard deviation using the natural logarithm (with 
correction for bias in small samples), and we propose to 
apply this transformation when using the ISD as an index of 
WPD. Whereas the sampling variance of the untransformed 

Table 1   Formulas to derive approximate sampling variances of common indices of within-person emotion dynamics

ISD intraindividual standard deviation; p̂ = proportion; r = Pearson correlation coefficient, ICC intraclass correlation coefficient; Ti = number of 
observations for individual i; Ki = average number of emotion items per measurement occasion

Emotion dynamic and example index Transformation to normalize the sampling 
distribution of the index

Sample estimator Approximate 
sampling 
variance

Average emotion level: Mean of a person’s 
emotion ratings across measurement 
occasions

None y σ2

T
i

Emotion variability: Intraindividual stand-
ard deviation of emotion ratings across 
measurement occasions

Natural logarithm of standard deviation, 
with correction for small sample bias 
(Raudenbush & Bryk, 1987)

ISD
RB,i = log

(
ISD

i

)
+

1

2(Ti−1)
1

2(Ti−1)

Probability of acute change (emotional 
instability): Proportion of successive 
absolute changes in emotion ratings that 
exceed a researcher-selected threshold

Freeman-Tukey double arcsine transfor-
mation of proportion (Freeman & Tukey, 
1950)

p̂
FT ,i = arcsin

√
p̂
i
T
i

T
i
+1

+ arcsin
√

p̂
i
T
i
+1

T
i
+1

1

T
i
+0.5

Emotional bipolarity: Correlation of posi-
tive and negative emotion ratings across 
measurement occasions

Fisher z-transformation of Pearson cor-
relation coefficient (Fisher, 1915)

z�
i
= 0.5 log

(1+ri)
(1−ri)

1

(Ti−3)
.

Emotion differentiation: Intraclass correla-
tion of ratings on multiple emotion items 
of the same valence across measurement 
occasions

Fisher z-transformation of intraclass cor-
relation coefficient (Fisher, 1938)

zICC
i
= 0.5 log

1+(Ki
−1)ICCi

1−ICC
i

,
K
i

2(Ti−2)(Ki
−1)

.
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ISD depends on the true (unknown) value of the ISD, the 
sampling variance of this transformed index of variability is 
well approximated as a function of the number of measure-
ment occasions (see Table 1).

Strategy 2: Sampling variances for parameters 
in individual‑specific analysis models

The second strategy applies to indices of WPD that are 
derived from linear or nonlinear regression models, time 
series models, or differential equation models.1 Because the 
standard error of a parameter estimated in these statistical 
models is the stand​ard devia​tion of its sampl​ing distr​ibuti​
on, the squared standard error of the parameters can be used 
to approximate the sampling variance of these indices. This 
strategy is rarely implemented in traditional meta-analyses 
that aim to synthesize effect sizes found in research reports 
because the parameters and associated standard errors from 
more complex models are often not comparable across stud-
ies (Becker & Wu, 2007). However, the strategy is feasible 
when applying a two-step approach to the analysis of WPD 
because the indices and their standard errors are estimated 
from the raw data using the same statistical model for each 
individual in the sample.

To provide an example from the emotion literature, 
emotional inertia is conceptualized as the degree to which 
prior emotions affect current emotions (Kuppens et al., 
2010), and it can be estimated from a first-order autore-
gressive [AR(1)] model. In this model, the value at time t 
is linearly related to the value at the immediately preced-
ing time point,

where c is the individual’s intercept (the expected score 
when yt-1 = 0), ϕ1is the AR(1)-parameter, and εt is the resid-
ual. Autoregressive parameters can be estimated using vari-
ous methods, including the Yule–Walker method, ordinary 
least squares estimation, and maximum likelihood estima-
tion (for comparison of these estimators in short time series, 
see Krone et al., 2017), and the squared standard errors of 
the parameters can be used as approximate sampling vari-
ance for use in V-known models.

(10)yit = ci + �1yit−1 + �it,

Strategy 3: Using resampling methods to derive 
the sampling variances

When standard methods for computing the sampling vari-
ance cannot be applied or are difficult to apply, resampling 
methods such as bootstrapping or jackknifing provide a gen-
eral purpose approach to estimating the variance of an esti-
mator (Wolter, 2007). To use an example from research on 
emotion dynamics, Mestdagh et al. (2018) proposed relative 
intraindividual variability measures that are calculated by 
dividing the observed variability by the maximum possible 
variability given the observed mean. Assuming measure-
ments of a continuous variable on a scale with a lower bound 
LB and an upper bound UB, the relative intraindividual 
standard deviation ISD* is given by

where the natural log is used to normalize the distribution 
of the index.

We can use the jackknife (or leave one out) method 
(Efron & Stein, 1981) to estimate the sampling variance of 
the index. The method is based upon sequentially leaving 
out one observation from the dataset and re-computing the 
index for the remaining observations. That is, for an indi-
vidual with T measurement occasions, sequentially omit 
the tth observation from the dataset and compute the index 
̂ISD∗

(t) on the remaining T – 1 observations. A total of T 
jackknife replicates of the index are generated this way. The 
sampling variance is calculated using the sum of squared 
deviations of the jackknife replicates from the mean of the 
replicates  ̂ISD∗

(∙):

In sum, approximate sampling variances can be obtained 
for a large variety of statistics. This makes V-known mod-
els attractive as a general method for reliability estimation 
and unreliability correction of measures from the steadily 
expanding universe of WPD indices.

Monte Carlo study of reliabilities estimated 
from V‑known multilevel models

Before we apply the V-known multilevel model to indices 
of emotion dynamics in empirical data, we present results 
from a Monte Carlo simulation study to investigate how 
well the V-known approach can recover the true population 

(11a)ISD∗
i
= log

⎛
⎜⎜⎜⎝

ISDi��
yi − LB

��
UB − yi

�
⎞⎟⎟⎟⎠
,

(11b)σ2
𝜀i,ISD∗ =

Ti − 1

Ti

T∑
t=1

(
̂ISD∗

i(t) −
̂ISD∗

i(∙)

)2
.

1  Examples from the emotion literature include autoregressive 
parameters from N = 1 time series models to capture emotional 
inertia (Kuppens et  al., 2010), transition probabilities from Markov-
switching models capturing vacillations between emotional states 
(Hamaker et al., 2016), or parameters from the damped linear oscil-
lator model to measure the periodicity and damping of oscillations in 
emotion levels (Chow et al., 2005).

https://en.wikipedia.org/wiki/Standard_deviation
https://en.wikipedia.org/wiki/Sampling_distribution
https://en.wikipedia.org/wiki/Sampling_distribution
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reliability of various indices under different sampling 
conditions. The seven indices selected for this simulation 
were described in the previous section: the mean y (aver-
age emotion level), Raudenbush–Bryk transformed stand-
ard deviation ISDRB (emotion variability), Freeman–Tukey 
transformed proportion p̂FT (emotional instability), Fisher 
z-transformed Pearson correlation z’ (emotional bipolarity), 
Fisher z-transformed intraclass correlation zICC (emotion 
differentiation), first-order autocorrelation AR(1) (emotional 
inertia), and relative standard deviation ISD* (relative emo-
tion variability).

Model parameters

For each index, six conditions were simulated in which 
the number of measurement occasions per individual 
was manipulated as T = 5, 10, 15, 20, 25, and 50. We 
focused on these conditions because the sampling variance 
approximations to be used in the V-known models will 
be increasingly more fallible the fewer observations are 
available per person (Lin, 2018; Raudenbush & Bryk, 1987, 
2002). Five measurement occasions probably approaches the 
lower bound for any ILD study, whereas 50 measurements 
represents a moderate to high number in emotion research 
using ILD (Houben et al., 2015). The number of individuals 
in each sample was held constant at N = 100, a sample size 
that is typical for ILD studies using momentary assessments 
and daily diaries. We did not vary the true reliability but 
instead held it constant at rel = 0.5 for each index and 
number of measurement occasions. A reliability of 0.5 is 
halfway between the possible values of 0.0 and 1.0 and this 
was selected to ensure that any bias in the model estimated 

reliabilities would be equally detectable in both negative 
(model estimated values ranging from 0 to < 0.5) and 
positive (values ranging from > 0.5 to 1.0) directions.

True scores for each index were generated from a nor-
mally distributed population with mean γ0 and between-
person variance τ2. Given that the sampling variance varies 
across indices and conditions, the true between-person vari-
ance τ2 was adjusted accordingly to hold the true reliability 
constant at 0.5. To do this, we generated data from large 
samples of 105 individuals, determined the reliability based 
on the squared correlation between the true and observed 
values, and iteratively refined the value of τ2 to arrive at the 
desired reliability, separately for each index and condition. 
The population means γ0 of each index (as well as additional 
parameters required for the calculation of some of the indi-
ces) are shown in Table 2 and they were selected to reflect 
values that would be reasonable to expect in research on 
emotion dynamics.

Data generation and reliability estimation

In each simulation, true scores of a given index were gener-
ated for 100 individuals, observed raw scores for T measure-
ment occasions were generated for each individual based on 
the true score, and observed scores for the index were then 
calculated from these raw scores and transformed as neces-
sary (i.e., as shown in Table 1 and Eq. 11a). The sampling 
variances for each index were estimated as follows: For y , 
ISDRB, p̂FT , z’, and zICC, we used the formulas shown in 
Table 1. The AR(1) parameter and its standard error were 
estimated using ordinary least squares regression. The sam-
pling variance of ISD* was estimated using the jackknife 

Table 2   Model parameters for Monte Carlo simulation

Parameter type Parameter values

Simulation conditions: measurement occasions per individual T = 5, 10, 15, 20, 25, 50
Sample size N Constant at 100
True population between-person variance τ2 Adjusted per index and condition such that true reliability = 0.5
True population mean γ0 and additional index specific parameters
      Intraindividual mean y γ0  = 0; within-person variance σ2 = 1
      Raudenbush–Bryk transformed standard deviation ISDRB γ0 = 0 (for an untransformed mean intraindividual standard deviation of 

approximately γ0 = 1.0)
      Freeman–Tukey transformed proportion p̂FT γ0 was adjusted so that mean untransformed probability of acute changes was 

γ0 = .10
      Fisher z-transformed correlation z’ γ0  = – .55 (for an untransformed correlation of γ0 = – .50)
      Fisher z-transformed intraclass correlation zICC γ0 = 1.07 (for an untransformed population mean ICC of γ0 = .60); K = 5 

items per measurement occasion
      First-order autocorrelation AR(1) γ0 = .20
      Log-transformed relative standard deviation ISD* γ0 = – 1.204 (for an untransformed ISD* γ0 = 0.30); individual means y used 

to compute the ISD* were distributed with a population mean of γ0 = 40 
and between-person variance of τ2 = 64, and were uncorrelated with ISD*; 
minimum and maximum of the rating scale were assumed to be 0 and 100
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procedure (Eq. 11b). V-known models were then fitted using 
maximum likelihood parameter estimation in Mplus version 
8.3 (Muthén & Muthén, 2017) to estimate the reliability of 
each index via the I2 statistic (using the arithmetic mean 
definition in Eq. 8) from the observed scores in each sample.

A total of 1000 replications were used for the Monte 
Carlo study, which means that 1000 datasets were generated 
and analyzed for each of the seven indices and each of the 
six conditions (5, 10, 15, 20, 25, and 50 measurement occa-
sions). The exception was that we did not simulate the AR(1) 
index for the condition using five measurement occasions 
because the between-person variance that would have been 
required to obtain a true reliability of 0.5 was very large for 
this index, which would have resulted in non-stationary time 
series [i.e., true AR(1) parameters exceeding an absolute 
value of 1.0] for a number of simulated individuals. The 
simulated data were generated in SAS version 9.4 (Cary, 
NC) and analyzed using the external Monte Carlo facilities 
in Mplus.

Evaluation criteria

The performance of the V-known models was evaluated with 
two criteria: (a) relative percent parameter bias, and (b) 95% 
coverage rates.

Parameter bias refers to the extent to which the reliabil-
ity coefficient estimated from the V-known models devi-
ates from (i.e., is higher or lower than) the true population 
parameter, on average across the 1000 replications. Relative 
percent parameter bias was calculated as 100*[( ̂rel – 0.5) / 
0.5], where ̂rel is the average V-known model estimated reli-
ability and 0.5 is the true reliability in the population. In line 
with Muthén and Muthén (2002), parameter bias was con-
sidered acceptable if the average model estimated reliability 
was within ± 10% of the true population reliability (i.e., the 
average estimated reliability was between .45 and .55).

The 95% coverage represents the proportion of replica-
tions for which the 95% confidence interval includes the 
population value. Accurate coverage translates directly to 
an accurate type I error rate. Because the upper and lower 
confidence limits of a reliability coefficient tend to be asym-
metric, we estimated coverage rates using a transformation 
of the reliability coefficients suggested by Bonett (2002; Kel-
ley & Pornprasertmanit, 2016). Coverage should ideally be 
near 0.95 if a procedure is working well, and values between 
0.91 and 0.98 can be considered good coverage (Muthén & 
Muthén, 2002).

Simulation study results

The V-known models converged in all 41,000 simulation 
data sets. The simulation results are summarized in Fig. 2, 
where panel A shows the relative percent parameter bias and 

panel B shows the coverage rates for the estimated reliability 
of each index. The number of measurement occasions used 
to calculate each index are shown on the x-axis in the fig-
ure. As can be seen, the performance of the V-known model 
improved both in terms of bias and coverage rates as the 
number of measurement occasions increased, with estimated 
reliability coefficients asymptotically approaching the true 
reliability of 0.5 and coverage approaching the nominal rate 
of .95. This reflects the established finding that estimators 
of the sampling variance are based on approximations that 
are asymptotically unbiased.

When only five measurement occasions per person were 
used to calculate the indices, bias in the reliability estimates 
exceeded an absolute value of 10% for every index. Reli-
abilities were overestimated for indices of y (+12% bias) 
and ISDRB (+21% bias), whereas they were underestimated 
for p̂FT (– 24% bias), z’ (– 16% bias), zICC (– 14% bias), and 
iSD* (– 17% bias). Coverage rates ranged between .58 and 
.85 across the different indices in this condition.

When ten or more measurement occasions per per-
son were generated, bias in the reliability estimates was 
below ± 10% of the true population reliability for each 
simulated index. With as few as ten measurement occa-
sions, bias was within acceptable limits and ranged from 
– 8% to + 9% across indices; coverage rates were within 
acceptable limits for reliability estimates of p̂FT  , z’, and 
zICC, but were below .90 for the remaining indices. With 
15 measurement occasions, coverage rates fell within 
acceptable ranges of .91 to .95 for all indices except for 
the AR(1) index, which required 20 measurement occa-
sions for adequate coverage rates. Together, this suggests 
that the V-known model estimated reliabilities may not 
replicate the true reliability well in studies that collect 
very few measurements per person, such as studies using 
1 week (7 days) of daily diaries. However, for all indi-
ces, reasonably unbiased reliability point estimates were 
obtained with ten measurement occasions, and accurate 
reliability estimates with confidence intervals with 15 to 
20 measurement occasions under the conditions of this 
simulation.

Real‑data application with indices 
of emotion dynamics

We next present an analysis with real data to illustrate the 
information obtained when applying V-known models to 
emotion WPD indices. The specific indices we investigate 
are the same as those in the simulation study; in the current 
application, we examine these indices for both positive affect 
(PA) and negative affect (NA). First, we apply the models 
to estimate reliability coefficients of the various indices in 
an actual data set. Second, we illustrate how the V-known 
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approach corrects for unreliability due to sampling error in 
the indices.

For this illustration, we used a dataset from a daily diary 
study in which participants (aged 21 to 91 years) rated their 
emotions over 21 days (Junghaenel et al., 2021). Daily emo-
tions were assessed using 6 PA and 6 NA items, each rated 
“since waking up today” on a 7-point (not at all – extremely) 
scale. Analyses included 495 participants who completed 

the assessments on average on 20.0 (SD = 1.77, range = 6 
to 21) out of the 21 days.

Calculation of emotion indices and sampling 
variances

Indices of y (average emotion levels), ISDRB (emotion 
variability), p̂FT (emotional instability), AR(1) (emotional 
inertia), and ISD* (relative emotion variability), and z’ 
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Fig. 2   Relative percentage bias (a) and coverage rates (b) of indices 
of within-person dynamics for different numbers of measurement 
occasions in the simulation study. ISDRB = Raudenbush–Bryk trans-
formed standard deviation, p̂

FT
 = Freeman–Tukey transformed pro-

portion, ISD* = relative standard deviation, AR(1) = first-order auto-
correlation, zICC = Fisher z-transformed intraclass correlation, z’ = 
Fisher z-transformed Pearson correlation



3882	 Behavior Research Methods (2023) 55:3872–3891

1 3

(emotional bipolarity) were calculated based on the com-
posite scores for PA and NA. The zICC (emotion differ-
entiation) index, which is based on responses on multiple 
emotion items of the same valence, was calculated from the 
raw responses on the six PA and six NA items. All indices 
were transformed following Table 1 and Eq. (11a).

Several additional considerations regarding the calcula-
tion of the emotion indices are noteworthy. First, several 
indices [ISDRB, AR(1)] are sensitive to temporal trends in 
the data. Based on visual inspection and linear regression 
models of linear temporal tends for each participant, lin-
ear trends were removed from the data for 57 (PA) and 34 
(NA) individuals before calculating ISDRB and AR(1) indi-
ces (Wang et al., 2012). Second, the “probability of acute 
change” index p̂FT is calculated as the proportion of succes-
sive change scores that exceed an a priori selected thresh-
old; following prior research (Jahng et al., 2008), we defined 
acute changes as successive increases or decreases exceeding 
the 90th percentile of observed successive changes (which 
translated to successive changes exceeding ±1.167 points 
for both PA and NA). Third, indices that take the temporal 
ordering of observations into account [ p̂FT and AR(1)] are 
sensitive to unequally spaced time intervals (Hamaker et al., 
2018), which occurred if a day was missed by a participant. 
To address this issue, only successive changes between con-
secutive nonmissing days were included in the computa-
tion of p̂FT . To estimate the AR(1) parameter and sampling 
variance from unequally spaced data, we took advantage 
of a continuous time model using a “spatial power” covari-
ance function for the estimation of autocorrelated residuals, 
implemented in SAS PROC MIXED (Schwartz & Stone, 
2007). Note that whereas PROC MIXED is typically used 
for multilevel analyses, we applied it separately to each 
individual’s time series to obtain one AR(1) parameter per 
individual.

With few exceptions, observed scores of each index 
could be calculated for all 472 participants. For one 
participant, the zICC index for NA was not estimable 
because the NA items showed no within-day variance. 
In addition, the AR(1) model did not converge for n = 5 
(PA) and n = 2 (NA) participants.

The sampling variances of y , ISDRB, p̂FT , z’, and zICC 
were calculated using the formulas in Table  1.2 The 
AR(1) parameter was estimated using restricted maximum 

likelihood estimation and its squared standard error was used 
as approximate sampling variance. The jackknife procedure 
(Eq. 11b) was used to obtain the sampling variance of ISD*.

Estimated reliabilities of indices of emotion 
dynamics

To estimate the reliability of each index, unconditional 
V-known models were applied to the observed values and 
approximate sampling variances. We used the R package 
metaSEM for this purpose (Cheung, 2015b). Appendix 1 
shows metaSEM code used to obtain the following basic 
statistics: (a) the estimated true variance τ2, (b) a test of 
significant between-person variance in the index via the 
Q-statistic, and (c) the estimated reliability based on the 
I2 statistic, together with likelihood-based 95% confidence 
intervals. The metaSEM code and data can also be accessed 
at https://​osf.​io/​nk6zv/.

Results are summarized in Table  3. The Q-statistic 
rejected the null-hypothesis of no true between-person vari-
ance for all indices. However, the estimated reliabilities I2 
varied substantially between different indices, with reliabil-
ity coefficients exceeding .95 for y ; coefficients approaching 
or exceeding a level of .90 for ISDRB; coefficients ranging 
between approximately .70 and .85 for ISD*, zICC, and z’; 
coefficients in the range of .60 to .70 for p̂FT ; and coeffi-
cients between .35 and .40 for the AR(1) index.

A side-by-side comparison of distributional character-
istics of the V-known estimated true scores and observed 
(manifest variables) scores is also shown in Table 3. The 
means of the estimated latent variables are very close to 
the means of observed scores, whereas the model estimated 
variances τ2 are smaller than the variances of the manifest 
variables by magnitudes corresponding with the (un-)reli-
ability of each index. The caterpillar plots in Fig. 3 illustrate 
the difference between observed scores and empirical Bayes 
estimates of the true scores (with 95% confidence intervals) 
derived from the V-known models. For indices with moder-
ate to low reliability [e.g., p̂FT , AR(1)], the empirical Bayes 
estimates are substantially more concentrated around the 
mean than the observed scores.

Applying the V‑known model to correct 
for unreliability in indices of emotion dynamics

In additional real-data analyses, we used the V-known 
approach to examine an applied research question from the 
psychology of aging and emotions, using the same dataset 
and emotion indices as above. A well-established finding is 
that older age is associated with lower depression levels, and 
it has been hypothesized that age-related improvements in 
the dynamics of emotion regulation account for this effect 
(Carstensen et al., 2000). With this hypothesis in mind, we 

2  Because ISDRB was calculated from detrended PA and NA data for 
some participants, the calculation of the sampling variance shown 
in Table  1 was adjusted accordingly. Linear detrending reduces the 
degrees of freedom associated with the standard deviation by one, 
such that the approximate sampling variance of ISDRB becomes 1/
[2*(T-2)] instead of 1/[2*(T-1)] for these participants (Raudenbush & 
Bryk, 2002). This adjustment of the sampling variance had minimal 
impact on the results.

https://osf.io/nk6zv/
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chose to examine a set of mediator models addressing the 
question whether any given index of emotion dynamics 
would account for (i.e., mediate) age differences in depres-
sive symptoms. We selected a mediation hypothesis to 
illustrate how the V-known approach can be flexibly incor-
porated into analysis models that are common in applied 
research. However, the reader should bear in mind that the 
analyses are based on cross-sectional age differences and 
cannot address the problem of causal processes that unfold 
over time (Maxwell & Cole, 2007).

Age and self-reported depression were assessed at the 
beginning of the daily diary study. Age (mean = 50.87, 
SD = 16.12, range = 21 to 91 years) was scaled in dec-
ades for analysis. Depression was assessed via comput-
erized adaptive testing using the NIH Patient-Reported 
Outcomes Measurement Information System (PROMIS; 
Pilkonis et al., 2011), and was scaled on a T-score metric 
(mean = 50, SD = 10 in the general population); the mean 
depression T-score in the present sample was 49.88 (SD = 
8.63). Older age was associated with significantly lower 
depression scores (b = – 1.35, SE = .24, p < 0.001).

All mediation models were estimated in Mplus. In one 
set of models, each index of emotion dynamics was treated 
as a manifest intermediate variable of the age-depression 
relationship in a single-level mediation analysis. A cor-
responding set of V-known multilevel mediation analysis 
models treated each index as a latent intermediate variable. 

The V-known mediation model is illustrated in Fig.  1 
(discussed above), where xi represents age, yi represents 
depression, and δi is the latent variable representation of a 
given index on the between-person level. Annotated Mplus 
code used to estimate the V-known mediation model is 
provided in Appendix 2. All mediation models were imple-
mented using Bayesian estimation (with default diffuse 
priors and a minimum of 10,000 iterations) to accommo-
date the asymmetric nature of the sampling distribution of 
indirect effects. The data and Mplus code (together with 
OpenMx code to estimate the same model in R) are also 
available at https://​osf.​io/​nk6zv/.

Results for the manifest and latent mediator variable 
versions of each index are shown in Table 4. The effects 
of age on the emotion indices (a-path in each model) were 
virtually identical between the manifest and latent variable 
versions of each index. This reflects the finding that meas-
urement error in a dependent variable does not bias its 
(unstandardized) regression coefficient (Cole & Preacher, 
2014). Controlling for age, the effects of the emotion indi-
ces on depression (b-path in each model) were consistently 
larger for latent compared to manifest versions of the indi-
ces. Conversely, the direct effects of age on depression (c’-
path in each model) were consistently smaller when latent 
rather than manifest versions of the indices were used. 
With few exceptions [ISD* for NA, AR(1) for NA and PA, 
z’], indirect effects of age on depression via the emotion 

Table 3   Estimated reliabilities and descriptive statistics of indices of emotion dynamics from empirical data

PA positive affect, NA negative affect, CI confidence interval, y =mean, ISDRB Raudenbush-Bryk transformed standard deviation, p̂
FT

 Freeman–
Tukey transformed proportion, ISD* relative standard deviation, AR(1) first-order autocorrelation, zICC Fisher z-transformed intraclass correla-
tion, z’ Fisher z-transformed Pearson correlation
a Reliabilities use the arithmetic mean of the sampling variances across individuals. bp < 0.001 for all Q values

Concept Index V-known multilevel approach Manifest variable 
approach

Reliability a Heterogeneity test Latent variable distribu-
tion

Observed variable 
distribution

Estimate 95% CI df Qb Mean Variance τ2 Mean Variance

Average emotion level PA y .98 (.97; .98) 471 74260.99 4.34 1.46 4.33 1.48
NA y .97 (.96; .97) 471 40845.90 2.07 0.87 2.09 0.92

Emotion variability PA ISDRB .90 (.88; .91) 471 4583.17 – 0.50 0.23 – 0.48 0.26
NA ISDRB .95 (.95; .96) 471 10300.94 – 0.65 0.55 – 0.64 0.58

Emotional instability PA p̂
FT

.62 (.57; .66) 471 1266.20 0.82 0.09 0.83 0.14
NA p̂

FT
.67 (.62; .71) 471 1458.15 0.77 0.11 0.77 0.16

Relative emotion variability PA ISD* .80 (.77; .82) 471 4976.75 – 1.42 0.19 – 1.44 0.24
NA ISD* .71 (.68; .74) 471 5520.97 – 1.20 0.14 – 1.19 0.19

Emotional inertia PA AR(1) .35 (.28; .42) 466 730.53 0.21 0.03 0.20 0.08
NA AR(1) .39 (.32; .45) 469 791.64 0.19 0.04 0.18 0.08

Emotion differentiation PA zICC .85 (.83; .87) 471 3164.50 0.63 0.19 0.63 0.23
NA zICC .79 (.76; .81) 470 2252.59 0.59 0.13 0.59 0.16

Emotional bipolarity z' .72 (.68; .75) 471 1690.12 – 0.56 0.15 – 0.56 0.21

https://osf.io/nk6zv/
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indices were all significant, indicating that the indices of 
emotion dynamics (entered in separate models) partially 
accounted for the relationship between age and depres-
sion. Although the pattern of significant parameters did 
not differ between manifest and latent mediator models, 
the indirect effects (as well as the proportions mediated) 
were consistently larger for latent compared to manifest 
versions, suggesting that biases from ignoring sampling 
error were reduced or eliminated in the V-known multi-
level mediation models.

Discussion

ILD provide many novel opportunities for characterizing 
individual differences in the ebb and flow of behaviors 
and experiences, and social scientists have enthusiasti-
cally embraced the idea that the measurement of WPD 
with ILD may provide many new insights into individuals’ 
health, well-being, and standing in society. To be able to test 
whether this is in fact the case, however, it is necessary that 
the measures themselves are of high quality. For example, a 
provocative study by Dejonckheere et al. (2019) called into 
question the incremental validity of many indices of emo-
tion dynamics in predicting psychological wellbeing above 
and beyond simple measures of mean affect, suggesting the 
possibility that attempts to derive increasingly more granular 
indices of WPD from ILD may merely create a false sense of 
scientific progress. As we have shown, disregarding unreli-
ability in indices of WPD can distort parameter estimates 
and yield erroneous conclusions about the validity of the 
indices. Given the proliferation of new indices of WPD, it is 
paramount that researchers have the tools to evaluate which 
indices ensure consistent and reproducible measurement and 
under which circumstances.

The V-known multilevel modeling approach can be used 
to estimate the reliability of a wide range of indices of WPD 
applied in empirical research. Our Monte Carlo simulation 
study indicated that the V-known model can recover the reli-
ability of these indices well as long as the number of meas-
urement occasions per person is not very small. When less 
than ten measurement occasions were used, the reliabilities 
were underestimated for some indices and overestimated 
for others, and the estimated latent variances of the indices 
were over- and underestimated accordingly. This parallels 
well-documented issues encountered when meta-analyses 
are conducted based on studies with small sample sizes (i.e., 
with few observations available to calculate sampling vari-
ances at Level 1), given that the estimated sampling vari-
ances do not approximate the true sampling variances well 
in this case (Lin, 2018). One possible way to improve the 
estimated sampling variance for many different types of indi-
ces might be to use Bayesian estimation with informative 

priors rather than relying on asymptotic distributions of their 
sampling variances (McNeish, 2016). Alternatively, it might 
be possible to develop models that account for the uncer-
tainty about the sampling variance in an index by treating 
the sampling variances as estimates rather than assuming 
that they are known (Malzahn et al., 2000). More extensive 
simulations are needed to determine the performance of the 
V-known application across a range of indices, parameter 
estimators, and distributional characteristics.

The results of our empirical analysis of the reliability of 
several indices of emotion dynamics demonstrated the util-
ity of the V-known approach in a 21-day diary study. Out 
of the tested indices, the measurement of average emotion 
levels ( y ) showed the highest reliabilities and measures of 
emotional inertia [AR(1)] showed by far the lowest reli-
ability. This finding corresponds with earlier results from 
Monte Carlo simulations that found very low reliabilities 
for the AR(1) parameter under many simulated conditions 
(Du & Wang, 2018). Emotion variability (ISDRB) was very 
reliably measured in this sample, contrary to claims that 
ISDs have generally poor reliability based on simulated 
conditions (Estabrook et al., 2012). Other indices that were 
tested here (probability of acute change, relative emotion 
variability, and emotion bipolarity and differentiation) 
have repeatedly been used in ILD research on emotion 
dynamics with very little to no knowledge about their reli-
ability. In our sample, these indices showed moderate-to-
good reliabilities ranging from .62 to .85. However, we 
emphasize that reliabilities depend on the characteristics 
of the sample and our empirical results may not generalize 
to other samples. We encourage researchers to apply the 
techniques presented here to their own samples in future 
ILD studies and to report the resulting reliabilities in their 
publications. Ultimately, this would provide a cumulative 
evidence base that could be used to evaluate the reliabili-
ties of commonly used indices of WPD—across different 
samples, measurement instruments, and research areas—in 
reliability generalization studies.

As we have shown, the V-known approach also makes 
it possible to treat indices of WPD as latent variables in 
analysis models in order to correct the parameter estimates 
for sampling error in the indices. Apart from the media-
tion model examples in our empirical demonstration, the 
V-known approach can be flexibly integrated in a general 
latent variable modeling framework (e.g., as provided in 
Mplus), for example, to examine latent variable interactions 
or to identify latent subgroups of individuals with different 
underlying dynamics using finite mixture models (Cheung, 
2008, 2015a). Multiple indices can also be simultaneously 
handled in multivariate V-known models (Cheung, 2013; 
Jackson et al., 2011). When doing this, it is necessary to 
carefully consider potential non-independencies of multiple 
indices within individuals. Whereas the covariance between 
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indices can be freely estimated at Level 2 (between-person), 
covariances of observations from which the indices are 
derived need to be specified as known at Level 1 (within-per-
son) in a multivariate V-known model. For example, when 
deriving indices of ISDRB based on both PA and NA ratings 
of the same individuals in ILD, the covariance of the two 
indices can be approximated as covi = r2

i / (2 Ti), where r is 
the within-person correlation of PA and NA ratings of indi-
vidual i (Raudenbush & Bryk, 2002). Alternatively, robust 
variance estimation has been proposed to account for non-
independent summary statistics in multivariate meta-anal-
yses (Hedges et al., 2010; Tipton, 2015), although further 
research is needed for this approach.

When considering the utility of V-known models for the 
purpose of correcting for sampling error in indices of WPD, 
it needs to be kept in mind that V-known models may not 
perform as well as multilevel models in which WPD indices 
are estimated directly as parameters from the raw data (e.g., 
via multilevel time-series analysis in Mplus), especially 
when the number of measurement occasions per person is 
low. For multilevel time-series parameters, Schultzberg and 
Muthén (2018) have shown that models with many individu-
als and few measurement occasions recovered the true WPD 
parameters [individual means, log intraindividual variabil-
ity, and AR(1)] substantially better than models with few 
individuals and many measurement occasions. It would be 
worthwhile to formally investigate to what extent and under 
which conditions multilevel time-series models outperforms 
the V-known approach for indices that can be estimated 
equally using both approaches. In addition, an intriguing 
possibility is to couple the two approaches in a joint mul-
tilevel model. That is, WPD indices that can be estimated 
directly as multilevel time series parameters (Hamaker et al., 
2018; McNeish & Hamaker, 2020) could be combined with 
indices for which the use of a two-step approach is the only 
option in the same model, using the V-known approach for 
the latter indices.

A strength of the V-known multilevel model is that it 
takes individual differences in the amount of sampling 
variance into account. Thus, estimated reliabilities and 

latent variables underlying the observed WPD indices 
are explicitly adjusted for unbalanced numbers of meas-
urement occasions that frequently occur as part of ILD 
study designs or due to participant noncompliance with 
the study protocol. In extreme cases, however, participants 
who drop out of an ILD study or who show low compli-
ance will only contribute very few measurements to the 
derived WPD indices, which, in view of our finding that 
the sampling variances may not be approximated well for 
these cases, may potentially bias parameter estimates (e.g., 
reliabilities) (Lin, 2018). The extent of the resulting biases 
may depend on the amount of imbalance in sampling vari-
ances (e.g., the number of participants with few measure-
ments relative to the overall sample size), the amount of 
true variance between individuals, and the specific WPD 
index, and these various influences may be addressed in 
additional simulation studies. It is also important to note 
that, unless missed measurement occasions are missing 
completely at random, the observed values of WPD indi-
ces may themselves be biased and V-known models do 
not account for this. Graphical tools available for meta-
analysis (funnel plots, residual diagnostic plots, outlier 
plots) may be helpful to diagnose such biases in WPD 
indices (Viechtbauer & Cheung, 2010). For example, in 
funnel plots, which plot the observed point estimates of 
an index against their sampling variances, an asymmetric 
funnel may indicate that lower compliance (higher sam-
pling variances) is associated with the values on a WPD 
index, suggesting the possibility that assessments were not 
missed completely at random.

It is also important to note that the methods presented 
in this article exclusively focused on unreliability due to 
sampling error. Another common source of unreliability in 
observed scores of indices of WPD is measurement error 
at each sampling occasion that is due to unreliability in 
the measurement instrument (Lüdtke et al., 2011). Prior 
simulation studies suggest that moderate-to-high levels of 
error variance in measurement instruments can substantially 
contribute to the overall unreliability of intraindividual vari-
ability indices (Du & Wang, 2018; Estabrook et al., 2012; 
Wang & Grimm, 2012). In future research, possible exten-
sions to the strategies presented here could be considered 
that attempt to incorporate the role of measurement error in 
V-known models. For example, a key element in the meta-
analysis methods proposed by Hunter and Schmidt (2004) 
is the application of various “artifact corrections”, including 
a correction of the observed values of a summary statistic 
(and of its corresponding sampling variance) for attenuation 
due to measurement error. More research on the feasibility 
of incorporating measurement errors in the estimation of 
the reliability of WPD indices is warranted.

Fig. 3   Caterpillar plots of indices of emotion dynamics. Black dotted 
lines represent the empirical Bayes estimated values for each index, 
sorted in ascending order. Gray shaded areas represent 95% confi-
dence intervals around the empirical Bayes estimates. Light gray dot-
ted lines represent the observed values for each index. PA = positive 
affect, NA = negative affect. ISDRB = Raudenbush–Bryk transformed 
standard deviation (emotion variability), p̂

FT
 = Freeman–Tukey 

transformed proportion (emotional instability), ISD* = relative stand-
ard deviation (relative emotion variability), AR(1) = first-order auto-
correlation (emotional inertia), zICC = Fisher z-transformed intra-
class correlation (emotion differentiation), z’ = Fisher z-transformed 
Pearson correlation (emotional bipolarity)

◂
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Table 4   Results from mediation models with indices of emotion dynamics as manifest versus latent intermediate variables

PA positive affect, NA negative affect, CI credible interval, y =mean, ISDRB Raudenbush–Bryk transformed standard deviation, p̂
FT

 Freeman–
Tukey transformed proportion, ISD* relative standard deviation, AR(1) first-order autocorrelation, zICC Fisher z-transformed intraclass correla-
tion, z’ Fisher z-transformed Pearson correlation.

Emotion index Age ➔ emotion index 
(a-path)

Emotion index ➔ depres-
sion (b-path)

Age ➔ Depression (c’-
path)

Indirect effect (a*b-paths) Propor-
tion medi-
ated

Est. 95% CI Est. 95% CI Est. 95% CI Est. 95% CI Est.

PA y
     Manifest 0.11 (0.04; 0.18) – 3.73 (– 4.26; – 3.20) – 0.95 (– 1.34; – 0.52) – 0.41 (– 0.68; – 0.16) .30
     Latent 0.11 (0.04; 0.18) – 3.83 (– 4.37; – 3.30) – 0.92 (– 1.32; – 0.52) – 0.42 (– 0.70; – 0.15) .32
NA y
     Manifest – 0.19 (– 0.24; – 0.14) 5.82 (5.18; 6.47) – 0.25 (– 0.63; 0.15) – 1.10 (– 1.43; – 0.79) .81
     Latent – 0.19 (– 0.24; – 0.14) 6.15 (5.48; 6.82) – 0.18 (– 0.57; 0.20) – 1.16 (– 1.53; – 0.83) .87
PA ISDRB

     Manifest – 0.10 (– 0.13; – 0.07) 2.45 (0.87; 4.01) – 1.10 (– 1.62; – 0.61) – 0.25 (– 0.43; – 0.09) .18
     Latent – 0.10 (– 0.13; – 0.07) 2.72 (0.94; 4.44) – 1.08 (– 1.59; – 0.56) – 0.27 (– 0.48; – 0.09) .20
NA ISDRB

     Manifest – 0.15 (– 0.19; – 0.11) 4.24 (3.25; 5.22) – 0.73 (– 1.21; – 0.27) – 0.62 (– 0.85; – 0.41) .46
     Latent – 0.15 (– 0.19; – 0.11) 4.45 (3.42; 5.45) – 0.70 (– 1.18; – 0.23) – 0.65 (– 0.91; – 0.43) .48
PA p̂

FT

     Manifest – 0.06 (– 0.09; – 0.04) 2.19 (0.12; 4.26) – 1.21 (– 1.70; – 0.71) – 0.14 (– 0.29; – 0.01) .10
     Latent – 0.06 (– 0.08; – 0.04) 3.52 (– 0.08; 7.05) – 1.13 (– 1.65; – 0.61) – 0.21 (– 0.47; – 0.002) .16
NA p̂

FT

     Manifest – 0.07 (– 0.09; – 0.05) 6.35 (4.46; 8.19) – 0.90 (– 1.38; – 0.44) – 0.44 (– 0.66; – 0.27) .33
     Latent – 0.07 (– 0.09; – 0.05) 9.77 (6.90; 12.75) – 0.70 (– 1.20; – 0.19) – 0.65 (– 0.98; – 0.39) .48
PA ISD*
     Manifest – 0.09 (– 0.11; – 0.06) 2.05 (0.42; 3.70) – 1.17 (– 1.65; – 0.68) – 0.18 (– 0.34; – 0.04) .13
     Latent – 0.09 (– 0.11; – 0.06) 2.26 (0.30; 4.28) – 1.16 (– 1.66; – 0.64) – 0.19 (– 0.39; – 0.03) .14
NA ISD*
     Manifest – 0.03 (– 0.05; – 0.004) 0.06 (– 1.78; 1.90) – 1.35 (– 1.82; – 0.87) – 0.001 (– 0.06; 0.06) .001
     Latent – 0.04 (– 0.06; – 0.01) 1.45 (– 0.79; 3.73) – 1.30 (– 1.78; – 0.80) – 0.05 (– 0.16; 0.03) .04
PA AR(1)
     Manifest 0.01 (– 0.01; 0.02) 3.10 (0.37; 5.77) – 1.36 (– 1.84; – 0.89) 0.01 (– 0.04; 0.08) – .01
     Latent 0.01 (– 0.01; 0.02) 6.72 (0.03; 13.73) – 1.40 (– 1.89; – 0.91) 0.03 (– 0.09; 0.20) – .02
NA AR(1)
     Manifest – 0.01 (– 0.03; 0.01) 5.39 (2.73; 8.08) – 1.30 (– 1.77; – 0.83) – 0.05 (– 0.15; 0.04) .04
     Latent – 0.01 (– 0.03; 0.01) 11.66 (5.59; 17.98) – 1.22 (– 1.73; – 0.72) – 0.13 (– 0.39; 0.06) .10
PA zICC
     Manifest – 0.08 (– 0.10; – 0.05) 2.20 (0.59; 3.84) – 1.18 (– 1.68; – 0.71) – 0.17 (– 0.32; – 0.04) .12
     Latent – 0.08 (– 0.10; – 0.05) 2.57 (0.60; 4.53) – 1.15 (– 1.65; – 0.65) – 0.19 (– 0.38; – 0.05) .14
NA zICC
     Manifest – 0.03 (– 0.06; – 0.01) 2.00 (0.15; 3.86) – 1.29 (– 1.76; – 0.81) – 0.06 (– 0.16; – 0.002) .04
     Latent – 0.03 (– 0.05; – 0.01) 2.58 (0.15; 5.06) – 1.27 (– 1.74; – 0.79) – 0.08 (– 0.20; – 0.001) .06
z'
     Manifest 0.007 (– 0.02; 0.03) – 2.50 (– 4.13; – 0.85) – 1.33 (– 1.81; – 0.86) – 0.02 (– 0.10; 0.05) .01
     Latent 0.007 (– 0.02; 0.03) – 3.40 (– 5.74; – 1.11) – 1.33 (– 1.80; – 0.84) – 0.02 (– 0.13; 0.07) .02
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In conclusion, we have demonstrated how V-known mul-
tilevel models can be used for the purposes of estimating 
reliabilities and correcting for sampling error in indices of 
WPD. The proposed approach joins other applications that 
have increasingly recognized the versatility of V-known or 
meta-analysis models for use with primary data (coordinated 
multi-study analysis, Hofer & Piccinin, 2009; individual par-
ticipant data meta-analysis, Riley et al., 2010). We hope that 
the use of V-known multilevel models in empirical studies 
may contribute to the toolkit available for research on indi-
ces of WPD and may add to psychometrically sound infer-
ences in this burgeoning research area.

Appendix 1

The syntax below can be used to estimate the reliability 
of any index of within-person dynamics via the I2 statis-
tic in the R package metaSEM. After loading the pack-
age, the function meta() is used to conduct a univariate 
unconditional meta-analysis. The arguments y and v are 
used to specify the observed values and sampling vari-
ances of the index, respectively. The argument I2="I2am" 
is used to specify that the reliability is estimated based on 
the arithmetic mean of the subject-specific sampling vari-
ances (arguments I2="I2q" and I2="I2hm" can be specified 
for alternative definitions of the typical sampling variance 
based on the Q-statistic or harmonic mean, respectively). 
The argument intervals.type="LB" requests a likelihood 
based 95% confidence interval for the reliability coefficient. 
Summary() is used to extract the results. A random-effects 
meta-analysis is fitted and the Q statistic testing the null-
hypothesis of no true individual differences in the index is 
given alongside the I2 statistic by default.

Appendix 2

The Mplus code below can be used to estimate a V-known 
multilevel mediation model. The observed index and sam-
pling variance are transformed in the define command as 
necessary to implement the V-known model. These trans-
formed variables are specified as within variables in the 
variable command. In the within part of the model, the 
transformed index is regressed on the transformed sam-
pling variance with a random slope delta. The mean and 
residual variance of the transformed index variable must be 
constrained at 0 and 1, respectively. In the between part of 
the model, delta is specified as a latent mediator of the rela-
tionship between age and dep.
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