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Abstract
Concreteness describes the degree to which a word’s meaning is understood through perception and action. Many studies use 
the Brysbaert et al. (2014) concreteness ratings to investigate language processing and text analysis. However, these ratings 
are limited to English single words and a few two-word expressions. Increasingly, attention is focused on the importance of 
multiword expressions, given their centrality in everyday language use and language acquisition. We present concreteness 
ratings for 62,889 multiword expressions and examine their relationship to the existing concreteness ratings for single words 
and two-word expressions. These new ratings represent the first big dataset of multiword expressions, and will be useful 
for researchers interested in language acquisition and language processing, as well as natural language processing and text 
analysis.
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Growing interest in multiword expressions

Language researchers are increasingly interested in multi-
word expressions. These are sequences of words represent-
ing a unitary meaning that could be replaced by a single 
word (Constant et al., 2017; Hubers et al., 2019), challeng-
ing traditional accounts of individual words as the build-
ing blocks of language (Contreras Kallens & Christiansen, 
2022; Senaldi et al., 2022). There are four main types of 
such expressions. The first is compound nouns, which in 
English are often expressed as sequences of words (e.g., 
washing machine, clothes dryer, ironing board). The second 
type is particle verbs (e.g., give in, give over, give up). The 
third type consists of idiomatic expressions where a series 
of words is used to express a meaning that may not have 
much to do with the meaning of the individual words (e.g., 
spill the beans, be on the same page). Finally, there are fixed 
expressions that consist of familiar strings of words forming 

a single idea (e.g., thank you, go to bed, bride and groom). 
Fixed expressions differ from idioms because their meaning 
is transparent, although the border between both is fuzzy. 
Therefore, in the remainder of the paper we will consider 
them as a single category.

There is empirical evidence that multiword expressions 
are processed as units. Arnon and Snider (2010) asked par-
ticipants to judge whether four-word expressions were pos-
sible in English or not (similar to a lexical decision task with 
single words). The stimuli were high-frequency expressions 
(don’t have to worry, I don’t know why), matched low-fre-
quency expressions with equally frequent words (don’t have 
to wait, I don’t know who), and nonexisting expressions (I 
saw man the, jump during the pool). The authors observed 
that the high-frequency expressions were accepted faster 
than the low-frequency expressions (see also Senaldi et al., 
2022; Siyanova-Chanturia et al., 2011). Arnon et al. (2017) 
used the same phrasal decision task and reported that early 
acquired three-word expressions (for the baby, in the trash) 
were accepted more rapidly than frequency-matched late 
acquired expressions (for the teacher, in the hills). This repli-
cates the age-of-acquisition effect in single word recognition 
(Juhasz, 2005). Effects of multiword expressions have also 
been shown in eye movement data of participants reading 
sentences, wherein idiom and particle verb sentence forms 
facilitate processing compared to literal sentences (Titone 
et al., 2019; Tiv et al., 2019) and in priming, where idioms 
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with lower literal plausibility and more familiarity showed 
stronger priming effects (Titone & Libben, 2014).

Multiword expressions are also an important element in 
language acquisition, both in children learning their first 
language and in individuals acquiring a second language 
(Arnon, 2021; Boers et al., 2006). A language user without 
knowledge of multiword expressions faces serious chal-
lenges in everyday communication. As a result, multiword 
expressions are ideally included in text processing algo-
rithms (Constant et al., 2017; Gamallo et al., 2018; Savary 
et al., 2015).

Scarcity of available resources

Researchers have started collecting norms for multiword 
expressions. In English, Titone and Connine (1994) col-
lected ratings of familiarity, compositionality, predictabil-
ity, and literality for 171 idiomatic expressions. Libben and 
Titone (2008) collected ratings of predictability, decompos-
ability, familiarity, meaningfulness, and plausibility for 210 
idiomatic expressions. Brysbaert et al. (2014) reported con-
creteness ratings for 2900 two-word expressions. Brysbaert 
and Biemiller (2017) validated test-based age-of-acquisition 
norms collected by Dale and O’Rouke (1981) for 3100 mul-
tiword expressions. Bulkes and Tanner (2017) published rat-
ings of familiarity, meaningfulness, literal plausibility, global 
decomposability, and predictability for 870 idioms. Jolsvai 
et al. (2020) asked participants to rate plausibility, idiomatic-
ity, and meaningfulness for 536 three-word expressions. Lind-
stromberg (2022) collected imageability and literality ratings 
on 150 phrasal verbs. In French, Bonin et al. (2022) collected 
norms of lexeme meaning dominance, semantic transparency, 
sensory experience, conceptual familiarity, imageability, age-
of-acquisition, and subjective frequency for 506 hyphenated 
compound words. Finally, in Dutch, Hubers et al. (2019) col-
lected norms of subjective frequency, subjective usage, famili-
arity, imageability, objective knowledge, and transparency for 
374 idiomatic expressions and Sprenger et al. (2019) collected 
familiarity ratings for 189 idioms.

The above resources are important but rather limited when 
it comes to big data analysis. So, when Hills and Adelman 
(2015) investigated changes in the concreteness of English texts 
between the years 1800 and 2000, they had no other resource 
than the Brysbaert et al. (2014) ratings of 37,000 words and 
about 3000 two-word expressions (see also Snefjella et al., 
2019). As a result, the concreteness of the expression “spill the 
beans” had to be estimated through the ratings of the words spill 
and beans. Similarly, authors looking at historical differences in 
the valence of texts (Hills et al., 2019), must look at the valence 
of spill and beans. The present paper is a first attempt to make 
big data available for multiword expressions.

Concreteness

Of the subjective norms collected for single words, 
concreteness is one of the most used, as can be con-
cluded from citations to large-scale datasets of single-
word ratings. Citation data suggest that affective ratings 
are used most, followed by concreteness, and age-of-
acquisition. Concreteness refers to the degree to which 
a word’s meaning is based on perception and action, or 
is conveyed through language. Examples of words scor-
ing high on concreteness in the Brysbaert et al. (2014) 
ratings are “sled, daisy, peacock, bird”. Examples of 
words scoring low are “ambivalent, belief, idealize, 
essentialness”.

Looking at the references to Brysbaert et al. (2014), the 
following questions have been addressed with concreteness 
ratings:

– Selection of images for norming studies and the training 
of visual perception models (Hebart et al., 2019; Mahajan 
et al., 2018)

– Automated text analysis (Althoff et al., 2016; Humphreys 
& Wang, 2018)

– Estimating text sophistication (Kyle & Crossley, 2015)
– Selection of stimuli for behavioral, clinical, and brain imag-

ing studies (Anderson et al., 2017; Bailey et al., 2020; Fini 
et al., 2022; Pereira et al., 2018; Ponari et al., 2018; Winter 
et al., 2017)

– Historical changes in word use (Hills & Adelman, 2015; 
Snefjella et al., 2019)

– Evaluating (computational) models of word semantics 
(Dubossarsky et  al., 2017; Hollis & Westbury, 2016; 
Köper, & Im Walde, 2016; Vankrunkelsven et al., 2018; 
Villani et al., 2019)

– Examining the quality of word ratings (Pollock, 2018)
– Factors influencing word difficulty (Cervetti et al., 2015; 

Puimège & Peters, 2019; Yap et al., 2015)

Having concreteness norms for a good number of multi-
word expressions will expand the scope of these and other 
research topics. Below, we describe the compilation of a list 
of English multiword expressions. The resulting concrete-
ness norms are the first measure for that multiword expres-
sion list.

Method

Participants

We recruited 2825 participants in 2020–2021 through three 
recruitment platforms: Amazon MTurk (n = 1713), Prolific 
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(n = 667), and the University of Calgary’s Research Partici-
pation System (n = 435). All participants were fluent Eng-
lish-speaking adults and all participants recruited through 
Amazon MTurk and Prolific were L1 speakers. Of the 
participants recruited from the University of Calgary, 130 
reported that English was not their first language, however 
all of these participants reported being either completely 
fluent or very fluent in English. Participant demographic 
data were not collected for Amazon MTurk participants. 
Participants recruited through Prolific and the University 
of Calgary had a mean age of 25.74 (SD = 9.55), a mean 
of 14.73 years of education (SD = 2.35), and included 651 
females, 437 males, six non-binary individuals, one gender-
fluid individual, and one gender-questioning individual. The 
participants recruited through Amazon MTurk and Prolific 
were compensated between $3.50 to $11.53 USD, with 
variable compensation rates to account for different survey 
completion times. University of Calgary students received 
class credit in exchange for study participation. After our 
data cleaning procedures (reported in the Results section), 
we retained a sample of 1831 participants, including par-
ticipants from Prolific and the University of Calgary with a 
mean age of 26.52 (SD = 9.98) and a mean of 14.97 years of 
education (SD = 2.27), and 94 participants from the Univer-
sity of Calgary who reported that English was not their first 
language. The final sample included 515 females, 339 males, 
six non-binary individuals, one gender-fluid individual, and 
one gender-questioning individual.

Stimuli

The multiword expression list was collected by MB over 
several years. It was based on an analysis of freely available 
dictionaries, lists of expressions recommended for language 
learning, Ngram frequency lists, and analysis of stimuli used 
in language studies. The list was reviewed to exclude any 
terms that were deemed inappropriate, transparently offen-
sive, or very regionally specific, resulting in a final list of 
66,458 expressions. The stimuli list was randomly divided 
into ten different surveys, with ~6646 expressions per sur-
vey, to accommodate limits of the survey software used 
for administration (Qualtrics). An additional 20 calibrator 
expressions and 20 control expressions were selected for 
inclusion in each of the surveys. The calibrator expressions 
were presented as practice and spanned the entire concrete-
ness range (ten estimates were based on the Brysbaert et al. 
ratings; the others were judged by the authors). The con-
trol words were from the entire concreteness range as well 
(based on Brysbaert et al., 2014), and were used to detect 
noncompliance with the instructions (see below).

Procedure

The surveys were administered through Qualtrics. After 
providing informed consent, participants were asked to rate 
the expressions using a scale from 1 to 5, where 1 indicated 
that the expression was very abstract and 5 indicated that the 
expression was very concrete. Participants were instructed 
that if they were not familiar with the expression they were 
to select “I don’t know the meaning of this expression”. Par-
ticipants were given 20 calibrator expressions at the begin-
ning of the survey to practice making ratings, followed 
by a random subset of 440 expressions and the 20 control 
expressions, presented in a randomized order. The survey 
instructions are provided at https:// osf. io/ ksypa/ and were 
adapted from those used for the single-word and two-word 
expressions in Brysbaert et al. (2014). With each round of 
data collection, expressions that had acquired at least ten 
valid ratings or acquired “I don’t know the meaning of this 
expression” responses eight or more times were removed 
from subsequent surveys. These numbers are based on pre-
vious experiences showing that increases in reliability of 
concreteness ratings tend to level off after 10 ratings (as also 
shown below). As the number of expressions in each survey 
decreased through the data collection processes, remaining 
expressions were consolidated into fewer surveys to retain 
enough expressions to randomly select a subset of 440 
expressions per participant.

Results

The data were cleaned to screen for invalid responses (e.g., 
participants not attending to the task or responses from 
survey bots) using the methods described in Pexman et al. 
(2019) and consistent with the suggestions for online ques-
tionnaire data from Dupuis et al. (2019). Thus, we excluded 
participants who completed less than 33% of the ratings (n 
= 49) and participants who provided the same rating for 30 
or more expressions in a row (i.e., an entire survey page; n 
= 123). As the last stage of data cleaning, each participant’s 
ratings on the control1 expressions were correlated with 
existing mean concreteness ratings for the same expressions 
from Brysbaert et al. (2014). Any participant whose corre-
lation was less than r = 0.20 or whose correlation we were 
unable to calculate due to the same rating being provided for 

1 In the first round of data collection, a technical error resulted in six 
surveys that only had calibrator expressions and no control expres-
sions. For these surveys, the calibrator expressions were used to 
assess individual participants’ correlations to existing concreteness 
ratings from Brysbaert et al. (2014).

https://osf.io/ksypa/
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every control expression was excluded (n = 822). The same 
criteria were used in Brysbaert et al. (2014).

Based on the data cleaning procedure a total of 994 par-
ticipants were removed from further analysis, leaving 1831 
participants with valid ratings. Table 1 provides the exclu-
sions by recruitment platform and exclusion reason. In par-
ticular, the data loss with Amazon MTurk was high, in line 
with concerns that have been raised about recent develop-
ments in the platform (Agley et al., 2022; Eyal et al., 2022).2

Fourteen duplicate expressions were identified in the 
original expression list, ten that had an extra space and 
four with extra punctuation or an extra letter. For these 14 
expressions, the ratings from the duplicate entries were com-
bined when calculating the mean concreteness rating. Two 
expressions were excluded from analysis because they did 
not include the properly accented letters and a version of 
the expressions with the appropriate accents was already on 
the list. Two further expressions were excluded because of 
formatting errors. Eight expressions were excluded because 
they were also included as control items.

The final dataset comprised 66,432 expressions and 
803,479 observations. Of those observations, 691,689 were 
valid ratings and 111,790 were “I don’t know the meaning 
of this expression” responses. On average, each expression 
received 10.4 valid ratings, with a maximum of 55 valid 
ratings. Only expressions with at least ten valid ratings (n 
= 62,889) are included in the subsequent analyses. The raw 
data and mean concreteness ratings are available at: https:// 
osf. io/ ksypa/.

To assess the reliability of the ratings, we calculated 
two intraclass correlation coefficients (ICC) using a multi-
level model with a random intercept and the expression as a 
fixed effect (Brysbaert, 2019; Fletcher, 2015). The first ICC 
(representing the average correlation of expression ratings 
between participants) was 0.34 and the second ICC (rep-
resenting the reliability of the average ratings) was 0.84, 

indicating good reliability. To further assess the reliability 
of the ratings, we selected the expressions that were present 
in our dataset and in Brysbaert et al., 2014 (n = 2928). The 
correlation between the two datasets was r = 0.86, confirm-
ing that the current ratings represent the same construct of 
concreteness as in Brysbaert et al. (2014).

The multiword expressions had a mean concreteness of 
3.13 (SD = 0.97). A kernel density plot of mean concrete-
ness values for all expressions (Fig. 1) showed a bimodal 
distribution, indicating two types of expressions, one more 
abstract and the other more concrete. We also investigated 
how the distribution of concreteness ratings varied by 
expression type. To do so, the expressions were coded as 
either compound nouns (e.g., purchase price; n = 34,013), 
particle verbs (e.g., chime in; n = 5,115), or idiom/fixed 
expressions (e.g., don’t count your chickens before they 
hatch; n = 23,761).3 The kernel density plots of each expres-
sion type (Fig. 1) indicate that idiom/fixed expressions and 
particle verb expressions are positively skewed and rated as 
more abstract (M = 2.42, SD = 0.69 and M = 2.56, SD = 
0.54 respectively), whereas compound noun expressions are 
negatively skewed and rated as more concrete (M = 3.71, 
SD = 0.79).

We further examined the relationship between the mean 
concreteness ratings of the expressions, and the concreteness 
ratings of the individual words within each expression. We 
extracted concreteness ratings for individual words in each 
expression that were available in Brysbaert et al. (2014). 
We then calculated the mean concreteness of all individual 
words within an expression, the maximum concreteness of 
all individual words within an expression (i.e., the highest 
concreteness rating for the words within an expression), and 
the minimum concreteness of all individual words within 
an expression (i.e., the lowest concreteness rating for the 
words within an expression). This resulted in a list of 62,127 
expressions with mean, maximum, and minimum concrete-
ness values. When assessing these expressions, the mean 

Table 1  Number of participants excluded as a function of exclusion criterion and platform (total number tested: n = 2825)

Note. Sample sizes reported in parentheses are before any participants were excluded

Platform Exclusion criterion Participants 
included in 
analysisLess than 33% of expres-

sions rated
30 or more same ratings 
in a row

Correlation to control 
words < .20

Amazon MTurk (n = 1713) 30 48 672 963
Prolific (n = 677) 0 19 102 556
University of Calgary RPS (n = 435) 19 56 48 312

2 A look at the distribution of correlations with control words 
revealed a bimodal distribution, with one mode close to r = .8 and 
another close to r = .0. Based on this observation, the criterion of r 
= .2 set by Brysbaert et al. (2014) remained sensible, even though it 
resulted in a high number of exclusions.

3 This coding is very preliminary, based on the authors’ intuitions, 
and we invite readers to work out a more refined, theoretically 
grounded categorization.

https://osf.io/ksypa/
https://osf.io/ksypa/
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concreteness rating for the entire expression correlated r 
= 0.67 to the mean concreteness ratings of the individual 
words within the expression and r = 0.67 to the minimum 
concreteness rating of the individual words within the 
expression. The concreteness rating for the entire expres-
sion was less related to the maximum concreteness rat-
ing of individual words within the expression (r = 0.45). 
When these relationships were examined by expression 
type, we observed that concreteness ratings of compound 
noun expressions were more strongly related to the mean, 
maximum, and minimum concreteness ratings of individual 
words within the expression (r = 0.63, r = 0.58, and r = 0.57 
respectively). In contrast, the concreteness ratings of both 
idiom/fixed expressions and particle verb expressions were 
less related to the mean, maximum, and minimum concrete-
ness ratings of individual words within the expression (r 
= 0.30, r = 0.14, r = 0.27 and r = 0.26, r = 0.20, r = 0.23 
respectively). These relationships are shown in Fig. 2 and 
the correlations are reported in Table 2.

To examine to what extent the above correlations were 
influenced by function words, we repeated the analyses 
limited to content words. Function words are some 300 
high-frequency words signaling the syntactic structure 
of the phrase. They consist of determiners, prepositions, 
pronouns, particles, and conjunctions. An expression like 
“drop in the bucket” contains two function words (in, 
the) and two content words (drop, bucket). For the par-
ticle verbs, the pruning of particles meant that they were 
stripped to the verb (give in, give up, … were all limited 
to give). Some multiword expressions consist entirely 

of function words (e.g., near to, next to, on top of, one 
another). These were excluded from the analysis using 
only content words, resulting in a list of 60,707 expres-
sions included in this analysis.

In the analysis limited to content words the concrete-
ness ratings for the expression were less related to the 
mean concreteness ratings of the content words within 
the expression than in the first analysis including all 
words: mean (r = 0.52), maximum (r = 0.47), minimum 
(r = 0.48). When these relationships were examined by 
expression type, we observed no great changes for the 
compound noun expressions, as these include very few 
function words (r = 0.62, r = 0.58, and r = 0.56 mean, 
maximum, and minimum respectively). In contrast, the 
concreteness ratings of the idiom/fixed expressions were 
less related to the mean concreteness ratings (r = 0.25) 
when using only content words and more related to the 
maximum concreteness ratings (r = 0.18; although the 
relationship is still weak), with a smaller change in the 
relationship between the concreteness ratings of the 
expression and the minimum concreteness rating of con-
tent words within the expression (r = 0.26). Particle verb 
expressions were less related to the mean concreteness 
ratings of individual content words within the expression 
(r = 0.21). The change in relationship between the con-
creteness rating of the expression and the maximum and 
minimum concreteness ratings when using only content 
words was modest (r = 0.22 and r = 0.20, respectively). 
These relationships are shown in Fig. 3 and the correla-
tions are reported in Table 2.

Fig. 1  Distributions of concreteness ratings for the different types of multiword expressions (1 = very abstract, 5 = very concrete)
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Discussion

In the present article, we present concreteness ratings for 
62,889 English multiword expressions. These ratings will 
allow researchers to expand their research from single 
words to familiar sequences of words and will support 
efforts to study language processing in context (see Barsa-
lou, 2020, and Murgiano et al., 2021, for a more thorough 
discussion of situated language processing, and Sidhu & 

Pexman, 2021, on the limits of single word recognition 
tasks).

The concreteness ratings have an overall reliability of 
.84, meaning that they give a good estimate of how much 
participants perceive their meaning as based on perception/
action or on language. The ratings also provide us with 
the first curated list of multiword expressions that can be 
built upon for future norming studies. In addition, the study 
includes 3543 expressions that were not known to 59% of the 

Fig. 2  Correlations between concreteness ratings of multiword expressions and concreteness ratings of the words in the expressions (all words 
included)



2528 Behavior Research Methods (2023) 55:2522–2531

1 3

participants who received those expressions and that may be 
useful for learning studies.

We hope that the current list will be a step forward in 
language research as multiword expressions now make their 
way into the big data language enterprise. For example, stud-
ies investigating text difficulty (Hills & Adelman, 2015; 
Hills et al., 2019; Kyle & Crossley, 2015; Snefjella et al., 
2019) can now use concreteness of multiword expressions, 
rather than estimates based on the constituent words. Simi-
larly, researchers interested in language learning can now 
add multiword expressions to their stimulus list.

At the same time, it is good to keep in mind some limita-
tions of our enterprise. A first limitation of concreteness rat-
ings is that they are largely influenced by vision (Brysbaert 
et al., 2014; Connell & Lynott, 2012). More information 
can be obtained by gathering multidimensional measures of 
perceptual and action strength (Lynott et al., 2020; Speed & 
Brybaert, 2022). So, for the expression “fun run”, partici-
pants can be asked how much the expression is related to 
vision, hearing, touch, taste, olfaction, interoception, foot 
movements, hand movements, head movements, mouth 
movements, and torso movements. Collection of such mul-
tidimensional information requires many more resources 
than we have at our disposal and could be a focus for future 
norming work.

Our concreteness ratings are also limited because they do 
not make a distinction between various senses of an expres-
sion. For instance, the word “uniform” can be considered 
concrete (a garment) or abstract (unchanging in form or 
character). The additional context provided by multiword 
expressions in some cases clarifies words with multiple 
senses, such as “bank”, which in the present dataset occurs 
in both “bank account” and “river bank”. However, some 
ambiguity can still be seen in the variability of the ratings 
given by the participants. In the present dataset, we see large 
standard deviations for some of the idioms in our list (e.g., 
kid glove, a finger in every pie, it will all come out in the 
wash, dragon mouth, the tail wagging the dog), indicating 
large individual differences in how they were interpreted. 

Interestingly, recent studies have shown that words with 
highly variable concreteness ratings tend to be recalled 
better in memory studies (Brainerd et al., 2021). It will be 
interesting to see whether the same is true for multiword 
expressions.

Recently, suggestions have been made for better ways to 
collect subjective information about language stimuli (Hol-
lis, 2020; Hollis & Westbury, 2018) or to calculate descrip-
tive statistics from rating studies (Bürkner & Vuorre, 2018; 
Liddell, & Kruschke, 2018; Taylor et al., 2021). We have 
stuck to the traditional mean and SD to facilitate comparison 
with previous data (notably Brysbaert et al., 2014), but we 
are much interested to see if better measures are possible 
for the concreteness ratings we have collected. Therefore, 
we make not only the summary data but also the raw data 
available for reanalysis.

Despite the limitations of our effort, we are convinced 
that the present list will be a major step forward in language 
research, because multiword expressions now enter the big 
data language enterprise.

Availability

The concreteness ratings are available in two main files 
at https:// osf. io/ ksypa/. The first file contains all raw data 
collected, including those of participants that had to be 
excluded (indicated by the column Filter = 0), and answers 
indicating that the participant did not know the expression 
(ratings of 6). This file may be of interest to colleagues 
investigating online data gathering and response patterns 
across participants.

The second file is a summary file, containing processed 
information for the 66,432 English multiword expressions 
we presented. Expressions not known to the participants 
only include information about the number of selected par-
ticipants who responded to the expression and the number 
of participants indicating they did not know the expres-
sion. This is the only information we think valid for these 

Table 2  Correlations between concreteness ratings of multiword expressions and concreteness ratings of the words in the expressions (all words 
and content words only)

Note. Max Conc = the highest concreteness rating of words within an expression; M Conc = the mean of concreteness ratings of words within 
an expression; Min Conc = the lowest concreteness rating of words within an expression. All concreteness ratings for individual words are 
derived from Brysbaert et al. (2014)

Expression type All Words (n = 62,127) Content Words Only (n = 60,707)

Max Conc M Conc Min Conc Max Conc M Conc Min Conc

All expressions 0.45 0.67 0.67 0.47 0.52 0.48
Compound nouns 0.58 0.63 0.57 0.58 0.62 0.56
Idiom/Fixed expressions 0.14 0.30 0.27 0.18 0.25 0.26
Particle verbs 0.20 0.26 0.23 0.22 0.21 0.20

https://osf.io/ksypa/
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expressions. They may be of interest to colleagues wanting 
to teach unfamiliar expressions.

Expressions familiar to the participants include addi-
tional information about the mean rating, the standard 
deviation of the ratings, and the number of responses 
going from 1 (very abstract) to 5 (very concrete). This 
provides users with all the information they need to select 
stimuli for various types of research.
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