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Abstract
Network analyses have become increasingly common within the field of psychology, and temporal network analyses in 
particular are quickly gaining traction, with many of the initial articles earning substantial interest. However, substantial 
heterogeneity exists within the study designs and methodology, rendering it difficult to form a comprehensive view of its 
application in psychology research. Since the field is quickly growing and since there have been many study-to-study variations 
in terms of choices made by researchers when collecting, processing, and analyzing data, we saw the need to audit this field 
and formulate a comprehensive view of current temporal network analyses. To systematically chart researchers’ practices when 
conducting temporal network analyses, we reviewed articles conducting temporal network analyses on psychological variables 
(published until March 2021) in the framework of a scoping review. We identified 43 articles and present the detailed results 
of how researchers are currently conducting temporal network analyses. A commonality across results concerns the wide 
variety of data collection and analytical practices, along with a lack of consistency between articles about what is reported. 
We use these results, along with relevant literature from the fields of ecological momentary assessment and network analysis, 
to formulate recommendations on what type of data is suited for temporal network analyses as well as optimal methods to 
preprocess and analyze data. As the field is new, we also discuss key future steps to help usher the field’s progress forward 
and offer a reporting checklist to help researchers navigate conducting and reporting temporal network analyses.

Keywords Temporal network analysis · Scoping review · Ecological momentary assessment · Time series data · Network 
approach

The study of complexity has gained traction within multiple 
fields over the last few decades (Barabási, 2012), and psy-
chology has recently embraced approaches exploring com-
plexity as well. One such example is the network approach, 
which graphically models psychological phenomena as 
dynamic systems of interacting variables: a network (for 

an overview of the methodological approach, see Bors-
boom et al., 2021). Most of the research applying a net-
work approach within psychology has specifically focused 
on psychopathology, viewing mental disorders as arising 
from the interactions between symptoms instead of from 
one common cause (Borsboom & Cramer, 2013). This view 
of psychopathology as a system of symptoms that interact 
and exacerbate one another is termed the network theory of 
psychopathology, and it comes with several crucial assump-
tions: that a central, or well-connected, symptom plays a 
crucial role in maintaining the entire psychopathology net-
work, for example, or that a network with more connections 
between symptoms indicates more severe pathology (Bors-
boom, 2017). These assumptions are still under investiga-
tion (for reviews, see Blanchard & Heeren, 2022; Bring-
mann et al., 2022; McNally, 2021), but researchers have 
embraced the crucial tenet that psychopathology should be 
investigated by examining the complex interactions between 
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symptoms—even outside the context of network theory. 
Indeed, the network approach within psychology has also 
included variables other than symptoms (Jones et al., 2017) 
and constructs other than psychopathology (e.g., personality: 
Cramer et al., 2012; intelligence: Van Der Maas et al., 2017; 
attitudes: Dalege et al., 2016). However, most psychology 
research involving network analyses thus far has utilized 
cross-sectional networks, and therefore mainly investigate 
the interactions between variables at one timepoint. Most 
psychological constructs, however, evolve over time, and 
examining relationships between variables from one time-
point to the next is the next horizon in the network approach 
to psychology (Blanchard & Heeren, 2022; Bringmann et al., 
2022).

Temporal network analyses are a specific type of network 
analysis estimated using intensive longitudinal data (e.g., 
data collected repeatedly over time), allowing researchers 
to visualize the temporal connections between psychologi-
cal variables. These networks graphically model how vari-
ables interact and predict one another from one timepoint 
to the next (more so than just the past information from one 
variable alone, and so providing information about Granger 
causality; Jordan et al., 2020). Temporal networks thus have 
enormous potential to inform our theoretical insight into 
psychological constructs by investigating dynamic ques-
tions, such as how variables evolve or interact over time 
(Jordan et al., 2020; Wichers et al., 2017). For example, in a 
recent study on social media use and well-being, time spent 
on Facebook at one timepoint predicted negative affect, 
decreased self-esteem, feeling insecure and social compari-
sons at the next timepoint. In contrast, none predicted Face-
book use, suggesting that the relationship between Facebook 
use and these variables is one-way and not bidirectional 
(Faelens et al., 2021). In another example examining eat-
ing disorder symptoms in at-risk populations, cognitions 
about fatness and fear of weight gain predicted many other 
symptoms, highlighting the central role of these variables in 
the development of eating disorders (Levinson et al., 2020). 
Both of these examples also illustrate the usefulness of 
temporal network analyses for clinical applications, by sug-
gesting key variables or symptom inter-relations to target in 
interventions. Although most of the temporal network arti-
cles so far have focused on clinical populations or research 
questions, others have investigated questions involving gen-
eral emotion dynamics (Bringmann et al., 2013; Elovainio 
et al., 2020; Martín-Brufau et al., 2020; Meng et al., 2020) or 
even personality (Lazarus et al., 2020; Pavani et al., 2017).

Temporal networks offer great potential to psychology, 
but they also require demanding data collection and novel 
analysis methods. Indeed, temporal networks are estimated 
on data with many timepoints such as from ecological 

momentary assessments (EMA)1: this data is typically col-
lected in participants’ daily lives, with participants answer-
ing short questions multiple times a day over several days or 
weeks (Myin-Germeys et al., 2018). Dynamic networks can 
also incorporate intensive longitudinal data that is not self-
reported, such as from activity trackers (Nehrkorn-Bailey 
et al., 2018) or passive digital phenotyping (Lydon-Staley 
et al., 2019). The intensive longitudinal data is typically 
analyzed using multilevel vector autoregressive (mlVAR) 
models, which regress a variable at time t on that same vari-
able at time t-1 within a multilevel framework (to account 
for timepoints within subjects). However, other analyses to 
generate group-level temporal networks also exist. Examples 
include Bayesian multivariate multilevel models and group 
iterative multiple model estimation (GIMME), which builds 
a group network structure from subject-specific networks 
(for a clear overview of these different analysis methods, see 
Jordan et al., 2020; for an in-depth explanation, see Epskamp 
et al., 2018). For most temporal network models, one can 
estimate up to three networks, each visualizing a different 
type of relationship between nodes: contemporaneous (i.e., 
relations between nodes within one timepoint, controlling 
for temporal relationships; hypothesized to capture processes 
that occur faster than the timepoints are measured; Epskamp 
et al., 2018), temporal (i.e., relations between nodes from 
one timepoint to the next), and between-subjects (i.e., rela-
tions between means of different subjects). After generating 
networks, many researchers examine specific questions, such 
as which are the strongest edges (e.g., connections) between 
nodes, or which nodes are the most central (e.g., most 
strongly connected to other nodes, and therefore assumed 
to influence the entire network).

However, as the data collection and analysis methods are 
novel and constantly evolving, there is substantial heteroge-
neity in network study designs. This is also heightened by 
temporal network analyses being relatively new to psychol-
ogy, with the methodology to compute temporal networks 
only recently introduced (Bringmann et al., 2013; Epskamp 
et al., 2018). Some of these varied practices also pertain to 
difficulties relevant to other fields (e.g., which assumptions 
do researchers check), while others are specific to temporal 
network analysis (e.g., varying methods to estimate and vis-
ualize temporal networks). Different research questions may 

1 Although researchers use a variety of terms for intensive longitudi-
nal data collection methods, including experience sampling method-
ology (ESM) and ambulatory assessment (AA), as well as daily dia-
ries for repeated daily measures, we relied upon the term ecological 
momentary assessment (EMA) throughout the article, as this term is 
considered to have a broad methodology including many longitudi-
nally intensive assessment traditions (Trull & Ebner-Priemer, 2009).
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also lead to different research practices: researchers could 
estimate just one network and examine specific edges or 
nodes, or they could compare networks between two groups 
(sometimes visually, sometimes with statistical analyses), 
sometimes focusing on differences in edges or nodes, some-
times in more global network topology such as connectivity. 
These varied approaches also lead to heterogeneous results 
that can be difficult to compare or interpret, and the field 
overall lacks a comprehensive view.

Network analyses have become increasingly common in 
psychology, and temporal network analyses, in particular, 
are quickly gaining traction, with many of the initial arti-
cles earning substantial interest from psychology research-
ers. Since the field is so quickly growing, we saw the need 
to formulate a comprehensive view of current temporal 
network analyses. More specifically, we wanted to form a 
clearer understanding of what choices researchers made 
when collecting, processing, and analyzing data, with the 
goal of helping future researchers make informed deci-
sions when conducting their own temporal network analy-
ses. To be clear, temporal networks are a new and complex 
methodology, and the purpose of this review is to identify 
areas where the field as a whole can improve and to support 
coherence and consistency in how methods and analyses are 
reported. To systematically chart researchers’ practices when 
conducting temporal network analyses, we reviewed arti-
cles conducting temporal network analyses on psychological 
variables (published until March 2021) in the framework of 
a scoping review. Our goal with this systematic audit of the 
field is to determine the common practices involved in con-
ducting temporal network analyses, and thus identify trends 
and gaps (Paré et al., 2015). We also synthesize this data to 
provide guidelines and guidance to help future researchers 
using temporal network analyses in psychological science.

Methods

A scoping review maps the key concepts or practices in 
emerging fields, and identifies gaps in a research field 
(Peters et al., 2015). This is more suited to our goal of 
auditing the specific data collection and analysis prac-
tices for psychological studies conducting temporal net-
work analyses than a systematic review, which strives to 
“answer a clinically meaningful question or provide evi-
dence to inform practice” (Munn et al., 2018; for examples 
of scoping reviews auditing data collection and analysis 
practices, see Kjellberg et al., 2016; Zarin et al., 2017). 
We followed the PRISMA extension guidelines for scop-
ing reviews (PRISMA-ScR; Tricco et al., 2018). Before 

beginning this scoping review, we preregistered our proto-
col, including our objectives, inclusion criteria, and meth-
ods on the Open Science Framework (OSF): https:// osf. 
io/ jwqmk/. Note that we slightly updated this registration 
(i.e., changes to the title and a few of the variables to be 
extracted). A complete list of the changes can be found 
here: https:// osf. io/ pgkr2/.

Search strategy

We searched in two psychology databases: Scopus and Psy-
cInfo. The initial search took place in January 2020, with 
two updated searches in March 2020 and March 2021. The 
exact search strings used can be found in Fig. 1. Although 
most of this research has been conducted within clinical psy-
chology, we did not restrict the scoping review to a specific 
domain of psychological sciences to be as inclusive as pos-
sible and maximize generalizability from the audit. Figure 1 
shows the exact search phrase for each database.

Inclusion criteria

We limited our search to English-language studies that 
included data collected from human subjects and pertained 
to psychological variables. We limited our search to peer-
reviewed articles to ensure that the methods and analyses 
reviewed in this scoping review were approved by experts. 
Eligible articles also had to include time-series data and 
investigate temporal network dynamics at a group level. 
Although there are also a number of articles examining idi-
ographic (i.e., personalized) networks, we decided to limit 
our review to nomothetic (e.g., group-level networks), since 
the data collection, methods, and analyses vary substantially.

Study selection process

Two reviewers independently inspected all titles and 
abstracts for eligibility according to the inclusion criteria. 
In a second phase, the criteria were reviewed in the full texts 
of the articles. In the case of inconsistencies, the two review-
ers discussed with a third reviewer to resolve any remaining 
disagreements. We used CADIMA (Kohl et al., 2018) for 
the study selection process. Due to a technical issue with 
CADIMA, we only have an inter-rater agreement for the 
third wave of the study selection process (assessing 105 
abstracts), with a kappa value of 0.61, which is considered 
“good.” This translates to disagreements on 18 abstracts, all 
of which were discussed and resolved with a third reviewer. 
Most inconsistencies were between “unclear” and “no” for 
criteria, reflecting that information about the inclusion cri-
teria was not always apparent in the abstract.
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Data extraction (i.e., charting the data)

Data extraction included variables about metadata, sample 
characteristics, data collection, data preprocessing, estima-
tion of data analysis, visualization of data analysis, robust-
ness2, and open science practices. We preregistered the 
exact variables for data extraction along with our protocol 
(https:// osf. io/ 58swq/).3 Three reviewers jointly developed 
the data extraction form to determine which exact variables 
to extract, and they piloted it before use on two randomly 
selected temporal network articles.

Two reviewers independently read all articles that met 
inclusion criteria and extracted the relevant information 
using a Google form (the contents of which can be found 
here: https:// osf. io/ mpj89/, and the link to the original form 
is in the preregistered protocol). The mean interrater agree-
ment for categorical variables, calculated using the same 
procedure as (López-Nicolás et al., 2022) was a Cronbach’s 
kappa of k = .67 (SD = .25), signifying substantial agree-
ment. The range of agreement across variables was quite 
wide, however, with kappa’s ranging from .08 to 1, reflecting 
how difficult it was to determine specific information for 
many of the variables investigated, in many cases because 
the articles themselves did not clearly describe all details of 
the data collection or analysis process. Only a few variables 
had a kappa below .5 (see Table S1), and we present more 
information regarding the Cronbach kappa’s for the categori-
cal variables in the supplementary materials. All disagree-
ments between the two reviewers were extensively reviewed 
and discussed with a third reviewer.

Synthesis of results

The full dataset is available on OSF as a .csv file (https:// osf. 
io/ jsqrc/). For convenience, we also share a web-based inter-
face that can be used to filter or group any variable of the 
full dataset in an easier fashion (https:// airta ble. com/ shrcC 
5MOBh HwEbw D8). In this review, we also summarize key 

information relating to the data collection, preprocessing, 
data analysis, open science, and robustness practices. We 
present graphs for key results that were created using R, 
adapted from the R code of López-Nicolás et al. (2022).

Results

The PRISMA flow diagram in Fig. 1 illustrates the study 
selection process for this scoping review. For each extracted 
variable, readers can see the full list of possible answers 
for categorical variables (e.g., answered via multiple choice 
option by the two extractors) and the exact wording for free-
response variables in the data extraction form: https:// osf. 
io/ mpj89/.

Study and sample characteristics

Eighty-eight percent of articles (n = 38) were either part of a 
larger project or a reanalysis of already preexisting data. The 
sample size per network ranged immensely (see Table 1). 
Regarding the type of sample, 51% of articles had a clinical 
or health-related sample (n = 22), 33% of articles had a non-
clinical (i.e., healthy) sample (n = 14), and 16% of articles 
included both clinical and non-clinical participants (n = 7).

Data collection

Timescale

A crucial point for any study assessing variables over time 
is the timescale, and the articles varied enormously in the 
frequency of assessment, from ten times a day to once a year. 
However, the vast majority of articles (81%, n = 35) used a 
daily or multiple-times-a-day frequency of assessment, over 
a period of time ranging from 5 to 56 days. We report the 
exact assessment schedule of each study in Table S2 in the 
supplementary materials.

Number of timepoints and missing timepoints

Another key aspect of data collection is the number of time-
points, which also varied widely (see Table 1). Sixty-seven 
percent of articles (n = 29) also reported the mean number 
of completed timepoints (i.e., not including the timepoints 
that participants missed answering or that were excluded 
during analyses; see Table 1). Finally, the scoping review 
also revealed that temporal network research takes a variety 
of actions in response to participants missing timepoints: 
39.5% of articles (n = 17) do not exclude participants 
based on missing timepoints, 18.6% of articles (n = 8) do 
not specify any action, while 41.9% of articles (n = 18) do 

2 By robustness, we refer to “the stability of statistical inference 
under the variations of the accepted distribution models” (Shevlya-
kov & Vilchevski, 2001, p. vii); in other words, whether the model 
estimation yields comparable results with slight variations of the data 
(e.g., bootstrapped samples, case-dropping).
3 The original preregistered list of variables for data extraction can 
be found here: https:// osf. io/ v73nb/. We updated our preregistration 
in March 2021 when adding a year onto our search end date, and 
we also added five additional questions to our data extraction form, 
which we found pertinent after reviewing the first batch of articles. 
These changes are detailed in blue in our updated preregistration 
(https:// osf. io/ pgkr2/), and have to do with authors computing multi-
ple networks in their paper, the specific model they use, and how the 
authors handle missing data.

770 Behavior Research Methods (2023) 55:767–787

https://osf.io/58swq/
https://osf.io/mpj89/
https://osf.io/jsqrc/
https://osf.io/jsqrc/
https://airtable.com/shrcC5MOBhHwEbwD8
https://airtable.com/shrcC5MOBhHwEbwD8
https://osf.io/mpj89/
https://osf.io/mpj89/
https://osf.io/v73nb/
https://osf.io/pgkr2/


1 3

exclude participants if they miss answering a certain per-
centage of timepoints. More specifically, 23.3% of articles 
(n = 10) excluded participants if they did not complete at 
least 30% of timepoints, 4.7% (n = 2) excluded participants 

not completing at least 40% of timepoints, 9.3% of articles 
(n = 4) excluded participants without at least 50% of valid 
responses while 4.6% of articles (n = 2) exclude participants 
not completing more than 50% of total timepoints.

Table 1  Descriptive information about network variables

Variable M Median SD Min Max

Number of participants 119.6 66 210.7 5 1354
Total possible number of timepoints 60 61.2 21.3 7 140
Mean number of completed timepoints 47.9 47.5 22.8 13.8 114.8
Number of nodes 9 7 4.9 4 30

Search terms (applied to title + keywords + abstract of articles):
Scopus TITLE-ABS-KEY ( network )

AND TITLE-ABS-KEY ( longitudinal OR "experience 
sampling" OR intens* OR ambulatory OR "ecological momentary assessment" OR "time 
series" OR "time-lag*" )
AND REF ( borsboom )

PsycINFO noft(network) 
AND noft(longitudinal  OR  "experience sampling"  OR  intens*  OR  ambulatory  OR  
"ecological momentary assessment"  OR  "time series"  OR  "time-lag*" )
AND ref(Borsboom)

463 records identified from:

Scopus (n = 348)
PsycINFO (n = 115)

332 records removed after duplicate removal, before 
screening

332 records screened at 
title/abstract level 235 records excluded

97 full-text articles assessed for 
eligibility 54 full-text articles excluded:

Didn’t include time series data (n = 12)
Didn’t investigate temporal network dynamics at a 
group level (n = 44)
Didn’t investigate psychological variables (n = 1)
Didn’t include human subjects (n = 5)
Not a peer-reviewed manuscript (n = 1)
Fulltext not available (n = 1)
No primary data/summary statistics presented (n = 2)

43 full-text articles included

Identification of studies via databases and registers
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Fig. 1  Literature search process. Note: We included a search term 
for their reference section of all articles: articles had to reference D. 
Borsboom, since he has authored the main initial conceptual papers 
linking network analysis with psychological research; we assume that 
any article discussing the psychological implications of temporal net-
work analyses would cite at least one of Borsboom’s initial articles. 
We included this search term to exclude articles with similar key-

words that were not relevant to our search, such as research involving 
brain imaging, social networks, ecology, and so on. Figure template 
from (Page et al., 2021). The PRISMA 2020 statement: An updated 
guideline for reporting systematic reviews. BMJ, 372, n71. https:// 
doi. org/ 10. 1136/ bmj. n71. For more information, visit: http:// www. 
prisma- state ment. org/
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Data collection method and design

We also examined details regarding how the researchers col-
lected data in the reviewed articles: 77% of articles (n = 33) 
relied on an electronic device, 9% (n = 4) used a combina-
tion of electronic device and pen and pencil, and 14% (n = 
6) did not specify. The most frequent data collection designs 
(categorized following the descriptions provided by Myin-
Germeys et al., 2018) were a fixed sampling design, with 
questionnaires completed at equal time intervals (33% of 
articles, n = 14) and a pseudo-random sampling schedule, 
with questionnaires completed at random times within a spe-
cific time interval (44% of articles, n = 19). Furthermore, to 
increase participants’ compliance with the questionnaires, 
49% of articles (n = 21) compensated participants for their 
time. More information about the exact devices and plat-
forms, as well as data collection designs and compensation 
details, can be found in the Data collection section of the 
supplementary materials or in the full dataset.

Data preprocessing

In 98% of studies, authors used R to conduct analyses4. 
Most studies reported that the variables they included in 
their networks were ordinal (Likert scale) variables (79% of 
studies) and that nodes were composed by using only one 
item (93% of studies). The number of nodes varied widely 
(see Table 1). For more information about the statistical 
softwares and packages the authors report using, as well as 
the type of variables assessed and the methods of defining 
nodes, see the Data Preprocessing section of the supplemen-
tary materials.

Assumptions

A key point before starting analyses is examining if there 
are violations of relevant assumptions, but only a minority 
of articles assessed whether their data was normal and sta-
tionarity (see Fig. 2). Table 2 lists the main methods used 
to assess and correct normality and stationarity, while more 
detailed explanations and references to specific articles can 
be found in the Assumptions Section of the supplementary 
materials.

Another step authors could verify before beginning analy-
ses is whether nodes overlapped in content. Only 11 articles 

report checking for potential redundancy in node content 
(see Fig. 2); the methods used are listed in Table 2, while 
more information can be found in the Node redundancy sec-
tion of the supplementary materials.

Missing data

Regarding missing data, only five articles (12%) report any 
specific actions they took regarding missing data; the spe-
cific methods are listed in Table 2 (with more information 
and references in the supplementary materials). Since most 
of the models rely on mlVAR, most models therefore use the 
automatic action within the mlVAR package to use listwise 
deletion to deal with missing data (Epskamp et al., 2019); 
two articles explicitly mentioned this.

Data analysis: Estimation

Models

Within all articles, researchers estimated a group-level 
temporal network; 51% of articles (n = 22) also included a 
group-level contemporaneous network, and 36% of articles 
(n = 17) also included a between-subjects network. Almost 
all articles reported using a vector autoregressive (VAR) 
model to estimate the temporal network; the only other 
types of models reported were a GIMME model and a Peter 
and Clark Momentary Conditional Independence (PCMCI) 
model (see Fig. 3A). The vast majority of VAR models were 
multilevel and estimated through sequential univariate esti-
mations, although two articles used multivariate estimation 
(see Fig. 2B). Only two articles did not use multilevel mod-
els (Lazarus et al., 2020; McCuish et al., 2021), but instead 
pooled data and then regularized it, with one additional arti-
cle (de Vos et al., 2017) comparing a multilevel VAR model 
to a sparse VAR model (see Fig. 3B).

All models used a lag of 1 (i.e., from time t-1 to time t), 
although three articles did run alternate models with other 
lags (t-2 or t-3) and chose the model with the best fit, which 
was always t-1 (Bringmann et al., 2013, 2015; Kaiser & 
Laireiter, 2019).

Network comparison and centrality

More than half of the articles estimated at least two networks 
and compared them in some manner, including visually (see 
Fig. 4A); around half of these compared the topology of 
networks, and almost a fourth compared centrality indices 
(see Fig. 4B). Table 2 lists the specific methods used, and 
more information can be found in the Data analysis section 
of the supplementary materials.

4 Several authors reported using a combination of software types, 
but all but one used R for at least one portion of their analyses. For 
many other variables as well, authors sometimes utilized multiple of 
the answer options so that the total percentage would amount to over 
100%.
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Fig. 2  Assumptions

Table 2  Specific methods used to assess data or network during temporal network analyses

 More details (including the full list of articles) for each method can be found in the supplementary materials or in the full dataset (see https:// 
airta ble. com/ shrcC 5MOBh HwEbw D8). The number of articles utilizing a specific method does not always sum up to the number of articles tak-
ing a specific action, since 1) not all authors specified how they conducted a specific action (e.g., some authors stated their data was not normal 
but did not explain how they assessed this) and 2) some authors did multiple types of actions (e.g., many authors did multiple sensitivity analy-
ses). PCMCI = Peter and Clark Momentary Conditional Independence.

Action Specific methods

Checking normality
(n = 9)

Visually inspecting histograms (n = 3)
Kolmogorov–Smirnov test (n = 3)
Shapiro–Wilk test (n = 2)

Correcting for normality (n = 3) Log transformation (n = 2)
Transformation via the normal quantile distribution (n = 1)

Checking stationarity
(n = 17)

Kwiatkowski–Phillips–Schmidt–Shin (KPSS) unit root test (n = 11)
Dickey–Fuller test (n = 1)
Visual inspection of participants’ responses over time (n = 2)
Add time variable (and compare model fit; n = 2; or see whether variables depend on this time variable; n = 

2)
Theoretically assume violation (e.g., participants in treatment, n = 1)

Correcting for stationarity 
(whether or not first checked; 
n = 18)

Detrending the data (n = 10)
Including a linear trend (n = 8)

Checking redundancy (n = 12) Choose nodes on a theoretical basis so they don’t overlap (n = 1)
Use model robust against high overlap in variables (e.g., PCMCI; n = 1)
Look for multicollinearity or high correlations between variables (n = 6)
Factor analysis (n = 2)
Use the goldbricker function to identify which nodes likely measure the same underlying construct (n = 2)

Missing data
(n = 8)

Taking specific action (n = 5): Multiple imputation; imputation; estimating data with Kalman filter; ensuring 
equal time intervals between timepoints (using cubic spline interpolation)

Justify that model is robust against missing data (n = 3): because of Bayesian estimation, full-information 
maximum likelihood, or model itself

Network comparison (using for-
mal statistical methods; n = 15)

Using permutation tests (n = 10)
Using t tests (n = 3)
Using a Bayesian network model with 95% credible interval (n = 1)
Correlating networks indices (to compare similarity of samples; n = 1)

Robustness
(n = 6)

Bootstrap confidence intervals (n = 3; difficult with multilevel models)
Credible interval (uncertainty estimate with Bayesian estimation; n = 1)
Case-dropping methods to assess stability (n = 2)

Sensitivity
(n = 14)

Focus:
Variable transformation (e.g., standardization, to correct stationarity or normality violations; n = 8)
Model choice or model specifics (n = 4)
Node construction or selection (n = 2)
Inclusion of specific participants (n = 4)
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Open science practices

Only one article (Groen et al., 2020) preregistered their 
hypotheses and/or analyses for their network analyses, 
despite 61% of articles including specific hypotheses (see 
Fig. 5A). Few articles openly (e.g., include a link within 
the article itself) share their code and fewer the data (see 
Fig. 5B). None of the studies were replications of previ-
ous studies (i.e., investigating the same construct), but two 

studies included validation samples within the same article 
to replicate their own results (Bringmann et al., 2013; Huck-
ins et al., 2020).

Robustness and sensitivity

Only a few articles assessed the robustness of their edge or cen-
trality estimates (see Fig 5C), using either Bayesian estimation 

Fig. 3  Models. Note. All percentages reported in the figure are rounded. VAR = vector autoregressive; PCMCI = Peter and Clark Momentary 
Conditional Independence; GIMME = group iterative multiple model estimation; est. = estimation.

Fig. 4  Network comparisons

Fig. 5  Open science and robustness practices
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or case-dropping bootstrap methods to do so (see Table 2, with 
more details in Table S3 of the supplementary materials).

One-third of the articles included sensitivity analyses 
around a specific analytical choice to observe its impact on 
the results (i.e., running the analysis with and without that 
choice; see Fig 3B). These articles performed sensitivity 
analyses on the impact of variable transformation, model or 
node specifics, and so on (see Table 2).

Discussion

Key findings

A striking observation throughout our audit of the meth-
odology and analysis of temporal networks is that there is 
substantial heterogeneity in almost all aspects, from whether 
and how articles report node development and selection and 
preprocessing choices to how articles deal with missing data 
and assumption violations. This heterogeneity is reflected in 
the relatively modest interrater reliability ratings, both for 
article selection and for data extraction: there is no stand-
ard way of reporting information (about data collection or 
analyses), nor standard set of information to report. This 
is not unusual for a novel and growing field. It echoes our 
original reason to conduct a scoping review on this field: to 
understand what are the current main practices in data col-
lection and analyses for temporal network analyses, so as 

to help interested researchers figure out what options they 
have when performing their own temporal network analyses.

Recommendations

We thus present Fig. 6, which illustrates the main considera-
tions involved when planning and conducting a temporal net-
work analysis. The recommendations discussed are guided 
both by the literature, with relevant references cited, as well 
as by the results of this scoping review. We also discuss 
these recommendations in greater depth in the following 
sections. We hope readers interested in conducting tempo-
ral network analyses can use this information to help them 
make and justify decisions about collecting, preprocessing, 
and analyzing data. We also provide these considerations in 
the form of a reporting checklist, to help authors ensure they 
are reporting all relevant details in their manuscript and/or 
supplementary materials; this form can also be used as a 
preregistration checklist (https:// osf. io/ e6wp3/).

Note. The considerations in this figure were formulated 
using the extracted data from this scoping review as well 
as relevant literature (citations in the discussion section); 
more detailed explanations for all aspects of this figure 
can be found in the discussion section. This information 
is also presented as a reporting or preregistration checklist 
here: https:// osf. io/ e6wp3/. KPSS = Kwiatkowski–Phil-
lips–Schmidt–Shin (KPSS) unit root test; LASSO = least 
absolute shrinkage and selection operator.

Fig. 6  Temporal network analyses: Considerations
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Formulating research questions

Before starting a temporal network analysis, researchers 
should ensure that they have thoroughly developed their 
research question(s), and that these research questions are 
suited to temporal network analysis. Temporal network 
analyses are ideal for investigating how dynamic variables 
interact with one another over time; researchers can also 
more specifically investigate which edges or nodes are espe-
cially important, or how the temporal networks of two dif-
ferent groups compare. It is crucial, though, that researchers 
ground the justifications and predictions of their network 
analysis in theory. At the most basic level, this means that 
researchers should use temporal network analysis techniques 
because investigating temporal dynamics in a multivariate 
fashion will shed light on heretofore unanswered ques-
tions in their topic of interest. This also means research-
ers should use theory to ground their choice of nodes. For 
example, Faelens et al. (2021) sought to understand the 
relationship between using social network sites (SNS) and 
well-being. Previous cross-sectional research had identi-
fied several indicators that played a role in the relationship 
between well-being and SNS use, including social compari-
son, self-esteem, and repetitive negative thinking. Moving 
to a temporal network perspective allowed these research-
ers to investigate the direction of relationships between all 
of these variables. Theory should also justify hypotheses. 
For example, Groen et al. (2020) investigated the temporal 
dynamics between depressive and anxiety disorders, and 
made hypotheses based on network theory that overlapping 
mental states would function as bridges connecting the two 
disorders (e.g., activating symptoms in the other disorder, 
leading to comorbidity).

Despite the great efforts of research to include theoreti-
cally relevant variables in temporal models, the vast major-
ity of temporal network analyses thus far are data-driven: 
authors investigate a potential network structure by match-
ing a statistical (network) model to data. Although some 
of the reviewed articles include specific hypotheses, none 
are derived from a testable and falsifiable theoretical net-
work model. This would involve developing a theoretical 
network model of the psychological construct of interest: 
identifying the nodes in the network, as well the dynamic 
associations between nodes (e.g., how changes in one node 
might propagate throughout the network), and thereby 
developing testable (and importantly, falsifiable) hypotheses 
(Bringmann et al., 2022). Bringmann et al. (2022) note that 
there are few of these theoretical network models; examples 
include a network theory of how attitudes change (Dalege 
et al., 2016) and a computational model of panic disorder 
(Robinaugh et al., 2019). Testable hypotheses derived from 
theoretical network models can be examined through fit-
ting statistical network models to data (potentially through 

“confirmatory” network models which test model structure 
and fit; Epskamp, Rhemtulla, & Borsboom, 2017), although 
also through other designs (e.g., experimental). Network 
analysis is still a new field, and using data-driven methods 
to explore plausible network structures is also a worthwhile 
pursuit, but hopefully there will be more theory-driven and 
confirmatory approaches to complement the current explora-
tory nature of temporal network analyses.

Preregistration

We urge researchers to preregister their planned preprocess-
ing and analytical steps, as well as their data collection plans 
(or knowledge of preexisting data if conducting a reanalysis; 
Weston et al., 2019). This is especially important since so 
many of the preprocessing and analytical choices authors can 
make are arbitrary (e.g., excluding participants for missing a 
specific threshold of timepoints, constructing nodes, correct-
ing assumption violations), and de Vos et al. (2017) firmly 
demonstrate that arbitrary analysis choices (e.g., definitions 
of density/connectivity, data transformation) can influence 
results.

We also encourage researchers to preregister any hypoth-
eses they develop. Over half of reviewed articles did include 
predictions of some type, but only one (Groen et al., 2020) 
preregistered its hypotheses and analysis plan. We note 
that many studies are exploratory and designed to gener-
ate hypotheses for future research; in this case, the authors 
should clearly state this in the manuscript itself (and in the 
potential preregistration). If researchers do have hypotheses, 
though, we would recommend that they preregister them.

Data collection

Number of timepoints When collecting data, it is necessary 
to have enough timepoints per person. The median number 
of timepoints in the reviewed articles was 60. Within both 
the EMA literature (Palmier-Claus et al., 2011) and for most 
statistical models (Jordan et al., 2020), the absolute mini-
mum number of timepoints suggested is 20, although this 
is typically the minimum number of timepoints the model 
needs to run (e.g., Epskamp et al., 2019). We recommend 
including many more timepoints, perhaps around 60 (the 
mean in this scoping review and another large EMA meta-
analyses; e.g., Vachon et al., 2019). In general, the more 
timepoints, the better.

However, alternatives exist if a dataset has very few 
timepoints (e.g., less than 20 timepoints per person), such 
as using network models made for panel data (i.e., with at 
least 3-4 waves; Epskamp, 2020). Other alternatives include 
pooling data (such as by using pooled VAR to generate net-
works; Lazarus et al., 2020; McCuish et al., 2021); however, 
de Vos et al. (2017) caution that this method should only 
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be used if there is little heterogeneity among participants’ 
responses, since it assumes each participant is a replication 
of all others.

Number of participants The median number of participants 
in reviewed articles is 66 per network. In general, including 
more participants indicates greater power, but actual power 
analyses are complicated with temporal network models. It 
is possible to conduct simulations and vary the number of 
subjects, nodes, and timepoints (this is integrated within the 
mlVAR package, for example), but the researcher should 
know a priori the network structure (Jordan et al., 2020). 
However, if researchers would like to explore simulating 
different numbers of participants and timepoints while tak-
ing into account temporal dependence (for analyses such as 
multilevel regression models, if not explicitly for temporal 
network analyses), Lafit et al. (2021) have recently devel-
oped a Shiny app and tutorial for doing so.

In general, though, researchers should know that power 
for longitudinal data used in multilevel models takes into 
account both number of timepoints and number of partici-
pants (Jordan et al., 2020) and is also dependent on the effect 
size, type of model, and so on (Bringmann et al., 2022). In 
addition, number of nodes is relevant to this calculation: a 
network with more nodes includes more parameters to be 
estimated, thus requiring more timepoints and ideally more 
participants.

Variable type Continuous variables allow more variability 
in participant responses. Aalbers et al. (2019), for example, 
use a scale of 0–100 to prevent a restricted range issue (i.e., 
a variable with minimal variance), which can distort conclu-
sions made from network models (e.g., Terluin et al., 2016). 
We therefore recommend a scale with a large range, such as 
from 0–100, since other scale types (e.g., Likert) could yield 
limited variability in participant responses since they include 
fewer response options.

The most common variable type, used in 79% of reviewed 
articles, were ordinal variables (specifically, Likert scale). 
From a statistical standpoint, it is optimal if all variables 
have the same scale. Binary variables can be challenging to 
implement with current network models (although Klippel 
et al., 2018, conducted sensitivity analyses using multilevel 
logistic regressions).

Sampling strategy Reviewed articles included sampling 
strategies ranging from ten times per day over a few days 
to once a month for 4 years. In general, the sampling win-
dow should be selected to best capture the investigated vari-
ables while also not overburdening participants or leading to 
missing timepoints; finding the correct balance often takes 
piloting (Varese et al., 2019). The frequency of sampling 
(e.g., many times a day, twice a day) should be chosen to 

best capture the temporal variations of the variable of inter-
est (Trull & Ebner-Priemer, 2020). For example, if a vari-
able fluctuates intensely throughout the day, such as with 
emotional states, it would likely be better to include many 
measurements throughout the day. If, on the contrary, a vari-
able fluctuates at a slower rate, such as sleep quality, it might 
make more sense to measure daily (Dejonckheere & Erbas, 
2021). In addition, researchers should keep in mind that they 
might need to specify in their R code if they are measuring 
participants multiple times a day for some packages (e.g., 
mlVAR).

It is typically simpler for most of the models used in the 
reviewed articles (e.g., models such as multilevel VAR, that 
model time in a discrete fashion instead of continuously) 
to have all variables assessed on the same timescale (e.g., 
all assessed daily). However, this might not be possible if 
the variables of interest occur at different timescales (e.g., 
if investigating both sleep and emotions) or if the variables 
only occur occasionally (e.g., panic attacks); in these cases, 
continuous time dynamic models could be employed, as they 
grant greater flexibility with timescales (for an overview, see 
Bringmann et al., 2022).

Data preprocessing

Exclusion thresholds based on participant response rate The 
EMA literature recommends that each participant have 
responses for at least 20 timepoints (Palmier-Claus et al., 
2011). Twenty-one percent of reviewed articles excluded 
participants if they did not answer a minimum threshold of 
EMA items, most commonly 30% of items or less than 20 
timepoints.

We recommend a flexible approach. For instance, if 
researchers collect 200 timepoints, a participant who only 
answered 30% of prompts still answered 60 timepoints. It 
could therefore make more sense to establish a minimum 
number of timepoints, such as only including in analyses 
participants who answered at least 20 timepoints (often con-
sidered the absolute minimum number of timepoints needed 
for analyses such as VAR models to run) or some other num-
ber of timepoints. It is also worth noting that participants 
with higher amounts of missing data, or even attrition, in 
longitudinal research may be those with higher symptom 
severity (e.g., Abdullah et al., 2021; Lamers et al., 2012), 
and so it can bias the results to exclude them.5

Node selection Researchers should carefully consider and 
justify their choice of nodes – are they chosen for theoreti-
cal reasons? Statistical ones? Typically, researchers should 

5 We are thankful to one of the reviewers of this manuscript for 
pointing our attention to this issue.
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choose which variables they include as nodes based on 
theoretical background, as discussed in the ‘Formulating 
research questions’ section with the example of Faelens et al. 
(2021). However, researchers might decide not to include 
specific nodes for statistical reasons, such as if they show 
no temporal fluctuations. If possible (e.g., if the researchers 
are collecting the data themselves), all variables pertinent 
to the research question should be included in the network 
without extraneous variables (Bringmann et al., 2022), and 
these variables should be assessed in a manner suitable to 
frequent assessment.

In general, an increase in the number of nodes in a net-
work goes along with an increase in model complexity. In 
reviewed articles, the number of nodes ranges from four to 
30. Researchers should check for overlap in the content of 
nodes, either statistically or theoretically. If high overlap is 
unavoidable for theoretical reasons (e.g., studying a con-
struct which has highly overlapping features), researchers 
could use a model that allows many nodes and highly cor-
related variables (such as the PCMCI model; Runge et al., 
2019) or a model that explicitly takes into account the over-
lap between nodes (e.g., a latent network model; Epskamp, 
Rhemtulla, et al., 2017).

Variable construction into nodes Researchers should make 
sure to report how they constructed nodes from their vari-
ables. For example, did each item form a node? Were multi-
ple items combined into a node, and how? Was some other 
method used?

Stationarity Since stationarity is one of the main assump-
tions of most models with EMA data, researchers should 
check if their data is stationary (e.g., if the mean and vari-
ance of the EMA data remain unchanged; Jordan et al., 
2020). One way to do so is to use the KPSS unit root test 
(Kwiatkowski et al., 1992), as 11 reviewed articles did. 
If data is non-stationary, researchers could correct this 
by detrending the data (e.g., Hoffart & Johnson, 2020) or 
including a linear trend (e.g., Bringmann et al., 2015). How-
ever, one may wonder about the influence of these types 
of corrections on the interpretability of the results (Jordan 
et al., 2020). Therefore, researchers could instead directly 
use a model that allows non-stationary data by specifically 
modeling non-linear time-varying parameters, such as time-
varying VAR (Haslbeck et al., 2020). Perhaps researchers 
are investigating processes that change over time (e.g., dur-
ing treatment, or a transition into or recovery from a mental 
disorder); in this case, researchers could use models that 
explicitly look for abrupt or gradual changes, although these 
models typically require many more timepoints (for an over-
view, see Bringmann et al., 2022).

Normality Another crucial assumption for most temporal 
network models (e.g., VAR models; Epskamp, Waldorp, 
et al., 2018) is (multivariate) normality, and so research-
ers should check whether the assumption of normality is 
violated. They can do so by visually inspecting histograms 
of the residuals or with the Shapiro–Wilk test (Shapiro & 
Wilk, 1965).6

If data is non-normal, it is currently unknown exactly how 
this will bias temporal network results if using an estimation 
technique that assumes normality (Epskamp, 2020), espe-
cially since violations of normality can occur for many dif-
ferent reasons (Epskamp et al., 2018). For example, if data 
is non-normal because it was measured on a different scale 
(e.g., Likert-type ordinal scale) but the underlying process is 
normal, it can be effective to transform the data back to nor-
mal (Epskamp et al., 2018). For instance, among reviewed 
articles, this was carried out by de Vos et al. (2017), who 
transform all items using the normal quantile transformation, 
since these items had Likert-scale responses with skewed 
distributions; they also report differences in network density 
compared with non-transformed data (among other sensi-
tivity analyses). However, data that is non-normal due to 
the process itself being non-normal (e.g., if the residuals 
are skewed) may pose more of a problem (Epskamp et al., 
2018).

One possible action when faced with non-normal data is 
to transform the data, although how transforming time-series 
data affects temporal networks is, to the best of our knowl-
edge, currently unknown. Among the reviewed articles, in 
addition to de Vos et al. (2017), only two additional articles 
performed a transformation for non-normal data. First, Aal-
bers et al. (2019) report the distributions of their variables, 
as well as the normality of within-person means; upon the 
request of a reviewer, they then log transformed items that 
had a skew or kurtosis outside the acceptable range of – 2 
to 2. They state that the overall pattern of results was unal-
tered by transforming the data (and only report the networks 
generated from the original non-corrected data). Second, 
Faelens et al. (2021) report that some variables had a non-
normal distribution (as did their within-person means). 
They therefore include in their supplementary analyses a 
sensitivity analysis where they generate networks from log-
transformed variables that had unacceptable ranges of skew 
and kurtosis. Faelens et al. (2021) state that the transformed 
and non-transformed networks show similar relationships 
between variables; and upon visually comparing the net-
works, the edges that are additional or missing are typically 

6 Although the Kolmogorov–Smirnov test was also used by three 
reviewed articles, the Shapiro–Wilk test is favored as less biased and 
more powerful (Razali & Wah, 2011; Steinskog et al., 2007).
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the thinnest edges. Possibilities for transforming non-normal 
data other than log-transformation exist, such as the non-par-
anormal transformation sometimes used in cross-sectional 
network studies to yield multivariate normal data (Epskamp 
et al., 2018), which has been shown through simulation stud-
ies to be helpful when generating cross-sectional networks 
from continuous skewed data (Isvoranu & Epskamp, 2021). 
However, it is unknown how this transformation, applied to 
all variables at once, might affect the temporal dependen-
cies present in time series data, or how it might impact the 
resulting temporal network estimation.

Since there is so little currently known about the impacts 
of normality violations when generating temporal networks 
or transforming time-series data, the most we can recom-
mend is that researchers check and clearly state whether 
the assumption of normality is upheld or violated. If it is 
violated and authors choose to transform their data in some 
manner, we recommend they do so as a sensitivity analysis 
and compare results with and without data transformation 
(which could briefly be described in the main manuscript 
but more fully included in the supplementary materials, for 
example), at least until more thorough investigations into 
non-normality, data transformation, and temporal networks 
are carried out. We also recommend that especially since the 
impact of normality violations are not yet fully understood, 
researchers could also check the robustness of their network 
results (e.g., by using case-dropping techniques; Epskamp, 
2020).

Unequal time observations It is recommended to insert 
missing values when there are unequal time intervals 
between observations (or potentially impute missing data) 
to create a dataset with (roughly) equidistant timepoints 
(Hamaker et al., 2018). This is because some models (e.g., 
VAR models) assume equidistant data, or roughly equal time 
intervals between any two consecutive assessments (Jordan 
et al., 2020). One of the reviewed articles (i.e., Kaiser & 
Laireiter, 2019) responded to this model assumption by 
using cubic spline interpolation to generate equally spaced 
time-series. Another possibility, especially if investigating 
variables that operate on different timescales (e.g., behav-
iors and affect) is to use models that do not assume equal 
time intervals between timepoints, such as continuous time 
dynamic models (for more information, see Bringmann 
et al., 2022).

Missing data Models estimated with mlVAR automatically 
use listwise deletion with missing data (Jordan et al., 2020), 
but other possibilities include imputing missing data (e.g., 
McCuish et al., 2021) or estimating missing data using a 
Kalman filter (e.g., Levinson et al., 2018). Two articles 

specifically used multiple imputation, which involves gen-
erating multiple imputed datasets, performing the required 
analyses with them, and then averaging the results: de Vos 
et al. (2017) specify they impute ten datasets and averaged 
the subsequent results, and Levinson et al. (2020) use mul-
tiple imputation but do not further specify their methods. 
Some estimation methods are also more robust against miss-
ing data, such as full-information maximum likelihood (only 
when data are missing at random, however; Cham et al., 
2017) or Bayesian estimation (e.g., Groen et al., 2020).

Ji et al. (2018) recommend against listwise deletion for 
missing data in intensive longitudinal assessment, as it is 
likely to lead to biased results, and instead suggest using 
multiple imputation (including partial multiple imputation 
supported by full-information maximum likelihood) and 
averaging results using Rubin (1996)’s pooled average. Ji 
et al. (2018) suggest at least five replications/imputations 
(their dataset has 30% missingness and around 100 partici-
pants), but discuss using more imputations for datasets with 
a higher percentage of missingness, smaller sample size, or 
complex pattern of missing data. We would therefore sug-
gest that especially if authors have substantial amounts of 
missing data, they use a method robust against missing data, 
such as Bayesian estimation or multiple imputation (with 
sufficient replications).

Lag All articles in this review use lag-1 (from time point 
t to the most recent time point previous, t-1), representing 
that they assume each timepoint is independent from others 
except for only the previous timepoint. Other lags (such as 
lag-2) are more complex and require more repeated meas-
urements (Jordan et al., 2020). However, some researchers 
argue that although defaulting to lag one (due to convenience 
or possibly for theoretical reasons) can be acceptable, ignor-
ing higher-order lagged relationships that are present in the 
data can bias results (Jacobson et al., 2019). For example, 
if data is collected daily but variables are primarily predict-
ing one another on a weekly basis, a lag of one (e.g., daily) 
will miss predictions at a higher-level lag (e.g., lag of 7 or 
weekly). However, a few possibilities do exist for researchers 
to investigate the optimal lag for their data: if a researcher is 
using mlVAR models, they can directly compare how differ-
ent lags affect model fit using the mlVARcompare function 
and the compareToLags argument of the mlVAR R pack-
age (Epskamp et al., 2019). If a researcher is using another 
model or wants a more general method, they could use the 
Differential Time-Varying Effect Model tool (DTVEM pack-
age in R; Jacobson et al., 2019), which identifies the optimal 
time lag(s) in a dataset. We recommend that if researchers do 
investigate the effect of different lags, they report the results 
of the different resulting networks as sensitivity analyses.
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Data modeling

Vector autoregressive models (VAR) In general, VAR mod-
els regress a variable at time t on that same variable at time 
t-1. VAR models can also be extended to a multilevel frame-
work where individuals are allowed to vary, called multilevel 
VAR (mlVAR); these are the most common type amongst 
reviewed articles (estimated by 95%). mlVAR models can be 
easily estimated using separate univariate regression equa-
tions (as generally implemented in the mlVAR package); the 
vast majority of authors used this estimation method (e.g., 
Contreras et al., 2019; Curtiss et al., 2019; Kuranova et al., 
2021). Researchers generally choose to estimate mlVAR 
through separate univariate regression equations because 
they are convenient and fast to estimate in R (while still 
able to estimate correlated random effects), especially with 
fewer than eight nodes (Epskamp et al., 2018). However, this 
estimation method has weaknesses, including that it can-
not directly estimate correlations between error terms or be 
combined with regularizations techniques to generate sparse 
networks (de Vos et al., 2017; Epskamp et al., 2018).

Another possibility is to use multivariate estimation 
through Bayesian methods. Although this is not currently 
available through a package in open source software (but 
can be done using the DSEM package in MPlus), it can 
model dependencies between error terms and is also more 
robust against missing data. Two reviewed articles used this 
method: Groen et al. (2020) and van Roekel et al. (2019). 
Groen et al. (2020) specify that they used Bayesian estima-
tion because it can directly estimate a hierarchical model and 
subject-specific parameters (instead of indirectly as when a 
multilevel VAR model is estimated with separate univari-
ate regression equations), can generate credible intervals 
(easily allowing an assessment of uncertainty or stability of 
parameters), and can handle missing data and unequal time 
observations well.

There is also the possibility to estimate a VAR model 
that is not multilevel, by pooling the data. This model 
assumes homogeneity across individuals and only estimates 
fixed effects (so overall is not very realistic for most data). 
However, this method can be used with regularization tech-
niques and is also able to handle more nodes since there are 
less estimated parameters (with no random effects). Both 
McCuish et al. (2021) and de Vos et al. (2017) state they 
chose to use a pooled VAR for its regularization possibili-
ties, since they wanted a sparse network with minimal spuri-
ous edges. However, de Vos et al. (2017) directly compare a 
pooled VAR model with a univariate estimation of a multi-
level VAR model and conclude that since their data includes 
substantial individual differences (as is commonly the case), 
the multilevel model better fits their data.

There are other types of recently developed VAR 
approaches that are currently less common but offer great 

promise, although no reviewed articles utilized these 
approaches. For example, time-varying VAR models spe-
cifically account for time-varying processes and therefore 
are more robust against violations of stationarity (Haslbeck 
et al., 2020). For networks based on panel data or data that 
has less than 20 timepoints, panelVAR is a good option 
(Epskamp, 2020).

Other (non‑VAR) models Although VAR models are the 
most common among reviewed articles, accounting for 
95% of estimated models, there are also other models suited 
to estimate temporal networks. For example, group itera-
tive multiple model estimation (GIMME) takes individual 
structures into account while estimating a group-level effect 
(similar to multilevel modeling), but does so using an itera-
tive search process that tries to identify associations occur-
ring consistently throughout individuals (Lane & Gates, 
2017). Among reviewed articles, only Ellison et al. (2020) 
estimated a GIMME model, and they specify that they chose 
to do so because they wanted to base their models on within-
person processes and build on within-person commonalities 
to form group networks, instead of assuming homogeneity 
across persons by directly modeling with a group or hier-
archical approach. Another type of model, used only by 
Huckins et al. (2020) among reviewed articles, is the Peter 
and Clark Momentary Conditional Independence (PCMCI) 
algorithm that is more robust against high multicollinearity 
and missing data while also retaining high power even for 
networks with many nodes (Runge et al., 2019). Although 
not used by any reviewed articles, sparse time series chain 
graphical models are another interesting alternative, as they 
can estimate non-Gaussian networks, model network with 
mixed categorical and continuous data, and can also be used 
with LASSO regularization (Abegaz & Wit, 2013; Jordan 
et al., 2020). A more in-depth overview of most of the dis-
cussed models, as well as the software/packages to estimate 
them, are given by both Epskamp et al. (2018) and Jordan 
et al. (2020). In addition, all of the above models include 
discrete intervals (e.g., lags), but there is also the possibility 
to use continuous time dynamic models; these can be espe-
cially useful if including variables that operate at different 
timescales (for an overview, see Bringmann et al., 2022).

Complementary analyses Reviewed articles did not just esti-
mate temporal network models, but also typically examined 
specific parts of the networks or compared networks. More 
specifically, 58% of articles compared (visually or statisti-
cally) at least two temporal networks; to statistically com-
pare network topology or centrality indices, most articles 
used permutation tests. In other articles, researchers examine 
the structure of networks, such as looking at the edges as 
well as the overall network connectivity. It is essential for 
those examining network connectivity to decide beforehand 
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(and ideally, preregister) a specific definition or index of 
connectivity. In many articles, researchers also examine how 
central, or connected, specific nodes are. Strength is the most 
commonly used centrality index within reviewed articles (in 
87% of articles), and it is also recommended as the centrality 
index that makes the most theoretical sense to use within 
psychology networks (Bringmann et al., 2019). We therefore 
recommend using (in- and out-) strength to assess centrality 
if edges all have the same signs (positive or negative), or (in- 
and out-) expected influence if there are both negative and 
positive edges (Robinaugh et al., 2016). It is important to 
note, however, that statisticians caution researchers regard-
ing interpreting centrality: although examining which nodes 
are especially connected to other nodes can help generate 
hypotheses for future research, a node having high centrality 
does not necessarily mean that it plays a causal role in the 
network or that it is linked with clinical outcomes (Bring-
mann et al., 2019).

Assessing robustness and accuracy Especially since tem-
poral networks are a new (but growing) field, it is critical 
to assess whether the network results are stable and accu-
rate; this is a concern that is currently being addressed for 
cross-sectional networks (e.g., Epskamp, Borsboom, et al., 
2018). Few of the reviewed articles performed procedures to 
assess the robustness of models. However, one key method 
across analysis types to assess the accuracy of an estimated 
parameter (e.g., edge estimates) is to use bootstrapped confi-
dence intervals, and these are very computationally intensive 
for multilevel models (and might not even be possible on a 
standard computer; Bringmann et al., 2013). It is possible 
to compute bootstrapped confidence intervals on pooled 
VAR models (e.g., with the bootnet package in R, as done 
by Lazarus et al., 2020; McCuish et al., 2021), although mul-
tilevel models are preferred to pooled models unless there is 
little heterogeneity among subjects (de Vos et al., 2017). It 
is more feasible to assess the stability of temporal networks 
through methods such as case-dropping (e.g., can assess if 
network parameters such as centrality indices or edge esti-
mates are similar after dropping a randomly selected per-
centage of participants), which can be conducted on any 
type of model. Jongeneel et al. (2020) employ this approach, 
dropping a randomly selected 80% of participants. Epskamp 
(2020) also suggests that researchers can assess stability by 
dropping blocks of data (so as to take temporal dependen-
cies into account, instead of dropping participants/individual 
rows as done to assess stability in cross-sectional networks; 
Epskamp, Borsboom, & Fried, 2017). Another possibility 
is to use Bayesian estimation, as authors can then examine 
the credible intervals of parameters and thereby evaluate 
the uncertainty of estimates, as done by Groen et al. (2020). 
Assessing stability of temporal network analyses is impor-
tant on its own merits, but it is even more crucial when there 

are violations of assumptions, since how these violations 
affect the resulting network is not yet clear (Epskamp, 2020)

Another crucial point is to examine the replicability of 
temporal networks. Among reviewed articles, 5% of articles 
split their sample to cross-validate their network models, an 
encouraging start to examining the replicability of temporal 
networks. However, that number is still quite low, and there 
were no studies replicating other temporal networks, which 
Guloksuz et al. (2017) point out is a crucial step to assess the 
stability and reproducibility of network models.

Another method to examine the robustness of the analy-
ses is to conduct a sensitivity analysis, following 33% of 
reviewed articles. Sensitivity analyses involve running 
analyses with and without a specific change (e.g., preproc-
essing choices like the method used to compute variables or 
transformations to correct for an assumption violation, or 
model choices) to examine its impact on the results. Sensi-
tivity analyses can be particularly useful when researchers 
have doubts about the impact of a specific arbitrary analy-
sis choice. Since the field of temporal network analyses is 
so new and the impact of many analysis decisions on the 
results is not yet fully understood, it could also be interest-
ing for researchers to perform multiverse analyses (Steegen 
et al., 2016) to examine the impact of many arbitrary analy-
sis choices at once; a limited version was done by de Vos 
et al. (2017).

Reporting

We urge researchers to share their code and anonymized 
data if at all possible on a platform such as the Open Science 
Framework (OSF) or GitHub. Sharing analysis code allows 
others to fully understand and replicate all preprocessing 
and analytical choices. Sharing anonymized data might not 
always be possible, but it can greatly contribute to the field 
when possible. For one thing, temporal network analyses 
rely on intensive longitudinal data, and this data is extremely 
difficult to collect; so sharing data allows others to investi-
gate the same dataset as well, perhaps with updated methods 
as the field continues to advance (Bringmann et al., 2022) 
or to assess the impact of arbitrary analytical choices (e.g., 
with a multiverse analysis; Steegen et al., 2016).

It is also important that researchers report all relevant 
details of their data collection, preprocessing, and analysis, 
which was not always the case in the reviewed articles. A 
lack of clarity in reporting data collection and methodology 
is not uncommon in EMA research (Vachon et al., 2019), 
but since this field involves not only EMA research but also 
novel analytical methods, it is especially important to clearly 
report all aspects of data collection and analysis methodol-
ogy so that the field can grow. We hope that researchers will 
find Fig. 6 helpful in reviewing all essential information that 
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should be reported in their manuscript (or supplementary 
materials), and we have also provided this information in 
a fillable checklist (https:// osf. io/ e6wp3/). For researchers 
conducting EMA data collection, they can also look at the 
reporting checklist by Trull and Ebner-Priemer (2020).

Limitations

This scoping review has some limitations. Since we wanted 
to survey a wide variety of methodology and analysis prac-
tices, we chose to limit the scope of our review to group-
level temporal networks, which had to include time-series 
data. We therefore did not include articles focusing solely 
on idiographic temporal networks or panelVAR networks 
(based on cross-lagged panel data), although we do believe 
audit of these specific network types through systematic 
scoping reviews would be useful in the future. Our inclusion 
criteria revealed that some articles could not be easily clas-
sified for inclusion or exclusion in the review. For example, 
Wichers (2014) focused on illustrating the temporal network 
approach, without the goal of providing an empirical contri-
bution to the literature (other examples are discussed in the 
Article Selection portion of the Supplementary Materials). 
Another potential limitation is that we use the findings of 
this review to formulate recommendations, although the field 
is still young; just because a number of papers use a specific 
practice does not mean that it is optimal. However, this is 
why we developed our recommendation section in light of 
relevant literature on EMA and temporal networks, as well 
as the results of the scoping review.

Future of the field

Through this scoping review, we also identify a few key 
areas of development for the field. First: assessing the 
robustness of temporal network analyses. Although there 
are some available methods to examine the overall stability 
of findings, such as through case-dropping (e.g., removing 
a certain percentage of randomly chosen participants and 
seeing how much this affects results; see Jongeneel et al., 
2020), it is difficult to estimate bootstrap confidence inter-
vals around edge/centrality estimates for multilevel temporal 
models (Bringmann et al., 2013). Although it is possible to 
pool data and not use multilevel models, this is only recom-
mended when there is little heterogeneity among partici-
pants, since it assumes that all participants are replications 
of one another (de Vos et al., 2017). One possibility to exam-
ine the robustness of point estimates is when using Bayes-
ian estimation methods, since you can then build credible 
intervals around the estimated parameter. However, easily 
(e.g., with already built packages) using Bayesian methods 
to estimate temporal network requires MPlus, proprietary 
software. Being able to examine the robustness of network 

analyses has been deemed crucially important to the future 
of the field (Guloksuz et al., 2017), and we hope methods 
to easily assess the robustness of temporal networks will be 
forthcoming as well.

As we discussed in the ‘Normality’ section above, very 
little is currently known about how violations of normality 
affect temporal networks as well as how transformations of 
non-normal time-series impact results. We therefore reiter-
ate the message from Epskamp, Waldorp, and colleagues 
(2018): We urge future researchers to investigate normality, 
assess how its violations and transformations impact tem-
poral networks, and potentially develop new methods and 
models to address these challenges.

There have also been a variety of new models developed 
that address some of the shortcomings of current temporal 
networks. For example, time-varying VAR allows research-
ers to explicitly model non-stationarity data (Haslbeck et al., 
2020), instead of correcting the data or ignoring the assump-
tion violation, both of which have unknown impacts on the 
results (Jordan et al., 2020). However, this review has not 
identified much use of these models. We hope that future 
research will continue to explore and use new models as the 
field grows.
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