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Abstract
The present study seeks to examine individuals’ stream of thought in real time. Specifically, we asked participants to speak their
thoughts freely out loud during a typical resting-state condition. We first examined the feasibility and reliability of the method
and found that the oral reporting method did not significantly change the frequency or content characteristics of self-generated
thoughts; moreover, its test–retest reliability was high. Based on methodological feasibility, we combined natural language
processing (NLP) with the Bidirectional Encoder Representation from Transformers (BERT) model to directly quantify thought
content. We analyzed the divergence of self-generated thought content and expressions of sadness and empirically verified the
validity and behavioral significance of the metrics calculated byBERT. Furthermore, we found that reflection and brooding could
be differentiated by detecting the divergence of self-generated thought content and expressions of sadness, thus deepening our
understanding of rumination and depression and providing a way to distinguish adaptive from maladaptive rumination. Finally,
this study provides a new framework to examine self-generated thoughts in a resting state with NLP, extending research on the
continuous content of instant self-generated thoughts with applicability to resting-state functional brain imaging.
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Attention is increasingly focused on understanding mental
activities that are largely independent of perceptual input or
external experimental tasks (Callard et al., 2013). The term
“self-generated thoughts” captures both the active nature of

these experiences and their independence from perception and
ongoing action (Perkins et al., 2015; Smallwood & Schooler,
2015), emphasizing that the content of experience arises from
internal changes occurring within an individual rather than
from external changes directly prompted by perceptual events
occurring in the external environment (Smallwood &
Schooler, 2015). “Self-generated thoughts” is an umbrella
term that encompasses various types of thought. In the
Dynamic Framework of Thought (Christoff et al., 2016; Fox
et al., 2018), self-generated thoughts include unconstrained
forms of cognition (spontaneous thought: dreaming, mind
wandering, and creative thinking) and automatically
constrained cognition (rumination and obsessive thought).

Self-generated thought is a ubiquitous (Christoff et al.,
2016; Killingsworth & Gilbert, 2010; Smallwood et al.,
2004) cognitive activity with complex impacts (Wang et al.,
2018). On the one hand, self-generated thought can have
many negative effects, such as disrupting task performance
(McVay & Kane, 2012) and reducing psychological well-
being(Killingsworth & Gilbert, 2010; Smallwood &
O'Connor, 2011; Stawarczyk, Majerus, & D'Argembeau,
2013b), and it is associated with various mental illnesses
(Marchetti et al., 2016; Perkins et al., 2015). On the other
hand, self-generated thought can also be beneficial. It can help
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in planning for the future (Szpunar, 2010), reflecting on the
past (Stawarczyk et al., 2011), processing personal goals
(Smallwood et al., 2013; Smallwood & Schooler, 2006), and
consolidating self-related memories (Smallwood et al., 2011).
Moreover, it can improve the ability to delay gratification
(Smallwood et al., 2013) and facilitate creative problem solv-
ing (Baird et al., 2012).

The content regulation hypothesis posits that the beneficial
or detrimental effects of self-generated thoughts are influ-
enced by their content (Smallwood & Andrews-Hanna,
2013). Indeed, different kinds of thought content can produce
adaptive or maladaptive effects (Marchetti et al., 2016). Self-
generated thoughts focusing on the past are more likely to
induce stress and sadness (Smallwood & O'Connor, 2011;
Stawarczyk, Majerus, & D'Argembeau, 2013b), while those
focusing on the future can make individuals more adaptive
and resilient (Baird et al., 2011). Ruminative self-generated
thoughts increase vulnerability to depression (Nolen-
Hoeksema et al., 2008;Watkins, 2008), while overactive, con-
fident, and grandiose self-generated thoughts are associated
with mania (Gruber et al., 2008). Thus, detailed and fine-
grained research on the content of self-generated thoughts is
crucial to understand the complex impact of this phenomenon
and its link to mental illness.

Investigators have used a variety of experience sampling
(ES) methods to measure self-generated thoughts. Currently,
dominant ES approaches include the probe-caught, self-
caught, and retrospective methods (Smallwood & Schooler,
2015). The probe-caught method involves randomly
interrupting participants while they are completing a task or
taking a break and then asking about the contents of their
experience with questions such as “Where was your attention
focused just before the probe?” The self-caught approach re-
quires participants to actively provide ES reports when they
capture their self-generated thoughts. In the retrospective
method, subjects report their thoughts after an entire task ends
or after a rest period (usually lasting a few minutes); partici-
pants are usually asked to fill out questionnaires. These ap-
proaches have provided invaluable insights into the frequen-
cy, content, and impact of self-generated thoughts. However,
they also have substantial limitations. First, ES relies exclu-
sively on individual introspection (Smallwood & Schooler,
2006, 2015). Second, the measurements are all indirect mea-
surements of experience and do not allow us to observe the
stream of thought as it flows from one state to another in real
time. Although the probe-caught method is closer to real-time
measurement than the retrospective method, repeatedly
interrupting participants can affect self-generated thoughts,
such as by reducing their frequency. Researchers have found
that longer intervals between thought probes are associated
with a higher frequency of off-task thoughts according to
self-reports(Seli et al., 2013; Smallwood et al., 2002).
Although the retrospective method does not interrupt

individuals, the fleeting nature of self-generated thoughts
(Klinger, 2009) makes it likely that participants will forget
short-lived thoughts before they can report these thoughts ret-
rospectively. Researchers have pursued a richer analysis of the
content of self-generated thoughts by adding additional probe
questions through an approach known as multidimensional
experience sampling (MDES)(Konu et al., 2020; Smallwood
et al., 2016; Wang et al., 2018). However, adding questions
inevitably increases the disadvantages of the probe-caught
method. Accordingly, current methods are limited in
supporting a richer study of the content of self-generated
thoughts.

Language plays an undeniable role in our cognitive lives
(Tillas, 2015), and various thinkers have suggested that lan-
guage is the cornerstone for building thoughts (Levinson,
2003; Prinz, 2004). The language of thought hypothesis
(Fodor, 1975; Rescorla, 2019) in linguistics, philosophy of
mind, and cognitive science posits that thought occurs in a
mental language. In addition, researchers have demonstrated
that language is a fundamental element in emotion (Lindquist
et al., 2015) and plays an important role in the communication
of emotions and emotion-related information (Reisenzein &
Junge, 2012). Although mental language, or mentalese, is not
necessarily a form of natural language, we may be able to
measure and analyze thought through language, including
the fertile content and emotional characteristics of the stream
of thought. The think-aloud verbal protocol in which subjects
report their thoughts when performing a primary task has long
been a useful method for exploring cognitive processes and
the content of consciousness (Ericsson et al., 2006; Ericsson&
Simon, 1993; Russo et al., 1989). It has been widely used to
study dimensions of thought, including self-generated
thoughts (Baird et al., 2011; Holleran & Mehl, 2008;
Sripada & Taxali, 2020), which suggests that the think-aloud
method is one way to measure the content of self-generated
thoughts.

In this paper, we established a new framework for under-
standing self-generated thoughts in a resting state through the
think-aloud protocol. Self-generated thoughts are prevalent in
resting-state conditions when no goal-directed tasks are per-
formed. Resting-state fMRI quantifies correlates of spontane-
ous brain activity, which consumes most brain energy (task-
evoked increases in neuronal metabolism are remarkably
small (< 5%) (Madsen et al., 1995). We are interested in
self-generated thoughts in a resting state, as they may be more
representative of the psychological phenomenon of “the
stream of consciousness”. However, several issues arise.

First, do verbal reports change the stream of thought? The
validity of verbal report methods has been questioned with
respect to “non-veridicality”, “completeness”, and “reactive-
ness” (Russo et al., 1989; Wilson, 1994). The question of
“non-veridicality” relates to whether verbal protocols accu-
rately reflect the content of our thoughts, including errors of
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omission and commission. The accuracy of verbal reports is
related to task requirements, and it is difficult to test the ve-
ridicality of a concurrent verbal protocol (Ericsson & Simon,
1980;Wilson, 1994). The question of “completeness” pertains
to the data collected using verbal protocols and whether they
provide sufficient information to understand an individual’s
cognitive processes. Incompleteness of verbal reports is inev-
itable. On the one hand, due to the limited capacity of short-
term memory or working memory, conscious elements may
not be fully reported (Ericsson & Simon, 1993). On the other
hand, unconscious cognitive processes may be used in task
performance (Wilson, 1994). Nevertheless, efforts should be
made to obtain a complete verbal report. As Simon suggests, it
is always better to retain as much information as possible in
any oral report analysis. It is also important to note that par-
ticipants should be sufficiently trained to become accustomed
to the verbalization of their thinking before the verbal report
method is used in a study. The central question of the “reac-
tiveness” of verbal protocols relates to whether oral reports
interfere with the thinking process. Concerns about reactivity
take precedence over concerns about lack of veridicality and
completeness because it makes little sense for a test report to
be veridical and complete if the words have changed the pri-
mary process (Russo et al., 1989). Russo emphasized that
testing reactivity is an important methodological goal that
usually involves comparing a silent control condition to a
concurrent protocol condition. The key to ensuring the valid-
ity of verbal reports is to define their applicable task areas and
task types.

Therefore, we explored whether verbal reports changed the
stream of thought in a resting state, i.e., reactivity. We asked
participants to report whatever was currently on their minds in
a resting-state condition. This concurrent method did not in-
volve interrupting participants; they simply said aloud what
they thought without interpretation. We first explored whether
verbal reports were reactive. The primary process in our study
was the naturally occurring stream of thought. Therefore, we
examinedwhether verbal reports changed this natural thinking
process, that is, whether the frequency and content character-
istics of self-generated thoughts changed as a result of verbal
reports. We incorporated classic methods for comparison. The
first was the uninterrupted self-caught method, which simply
required participants to press the “H” button when they expe-
rienced a self-generated thought to minimize the impact on
subjects. The retrospective method was used to ask partici-
pants to evaluate the content characteristics of their self-
generated thoughts. The first nonverbal report stage was used
as a comparable silent control condition. We compared the
difference between the frequency of thoughts and the retro-
spective content assessment in the first nonverbal report stage
and the verbal report stage. Further, all participants completed
two identical sessions within less than 1 week to test the test–
retest reliability of the verbal report method.

Second, after collecting self-reports, most researchers have
conducted manual follow-up analyses. For example, judges
have been instructed to rate participants’ personality from
stream-of-consciousness essays (Holleran & Mehl, 2008); to
rate negativity of tone, problem focus, and self-criticism
scores based on collected thoughts (Lyubomirsky et al.,
1999); and to classify the levels of abstraction of thought
content from transcr ibed think-out- loud repor ts
(D'Argembeau & Mathy, 2011). Such analyses of the content
of collected thoughts have mainly been performed through
manual coding, which is labor-intensive. Fortunately, a set
of distributional semantic models (DSMs) can be used to de-
code verbally reported text, a less labor-intensive approach
that facilitates the analysis of large numbers of verbal reports.
Furthermore, the use of a model may provide more consistent
and reproducible ratings than human raters. The reproducibil-
ity of the output indexes is also higher and the whole experi-
ment can be easily replicated by other researchers. DSMs,
such as Latent Semantic Analysis (Landauer & Dumais,
1997), calculate the context-based semantic similarity be-
tween words or terms to infer the relationships between terms
and the content of texts. DSM studies have usually used word-
based semantic models to analyze verbal reports. For example,
Faber and D’Mello used latent semantic analysis (LSA) to
analyze the content of self-reported task-unrelated thoughts
during a primary task (Faber & D'Mello, 2018), suggesting
that natural language processing (NLP) has potential value for
quantitative analysis of thought content characteristics.
However, sentence-based models, such as deep-learning algo-
rithms trained on large-scale data (e.g., Wikipedia), showed
superior performance than word-based models (Bhatia et al.,
2019) and have become prominent in linguistical analysis (see
Bhatia &Richie, 2020; Singh et al., 2020; Zhao et al., 2019 for
examples). Of particular note in this regard is the natural lan-
guage pre-trained Bidirectional Encoder Representation from
Transformers (BERT) model (Devlin et al., 2019) released by
the Google team in 2018. The vectors in BERT embody richer
and more accurate semantic information than the vectors in
LSA. The reasons for this are as follows. (1) The vectors in
LSA represent words, while the vectors in BERT represent
sentences. (2) The vectors in LSA are created by converting
a corpus into a term-document matrix by counting the number
of times a termi is present in a documentj and decomposing the
matrix into a low-dimensional approximation. However, the
vectors in BERT are pre-trained by masking a word in a sen-
tence, predicting the masked words, and predicting the next
sentence following the present sentence. By achieving these
two semantic inference tasks, the pre-trained model can learn
both word-level and sentence-level semantic representations.
(3) The LSA model was trained on the Touchstone Applied
Science Associates (TASA) corpus, which comprises 60,527
samples from 6333 textbooks. However, the BERT (Chinese
version) was trained on the entire Chinese content of
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Wikipedia, which contains more than 1,152,136 articles. The
enormous amount of native language training data can provide
better representations of the verbal reports of participants.
BERT is the pre-eminent NLP model in many benchmark
comparisons (Devlin et al., 2019), especially in the sentiment
classification task (SST-2, Stanford Sentiment Treebank) and
semantic similarity discrimination (STS-B, the Semantic
Textual Similarity Benchmark), which are closely related to
probing self-generated thoughts. In general, BERT is the next-
generation technology relative to LSA. The BERT model can
achieve both word-level and sentence-level sophisticated se-
mantic representations.

We combine verbal reports with NLP to quantify the con-
tent of thought using the BERT model and examine whether
the indicators calculated by BERT are behaviorally relevant.
Rumination is a stable trait-like response mode triggered by
negative events and characterized by repetitive and negative
content (Watkins, 2008). Researchers consider rumination to
represent a sticky and negatively valenced type of self-
generated thought (Christoff et al., 2016; DuPre & Spreng,
2018; Smallwood & Schooler, 2006). Therefore, we devel-
oped quantitative metrics of the characteristics of self-
generated thought content. Specifically, we used the BERT
model to detect the divergence of thoughts (repetitive feature)
and expressions of sadness (negatively valenced feature) in
thought content. We hypothesized that BERT-generated met-
rics would be associated with individual differences in the
rumination trait and that analysis of divergence and expres-
sions of sadness in self-generated thought content would bear
on current views of the relationship between self-generated
thoughts and rumination. Of note, researchers have stressed
that rumination contains different psychological constructs:
reflection and brooding (Treynor et al., 2003). Reflection
can be adaptive; it can increase self-knowledge and facilitate
problem solving (Watkins, 2008). It is positively related to
concurrent depression but negatively related to longitudinal
depression (Treynor et al., 2003). In contrast, brooding is
viewed as moody pondering and as a maladaptive form of
rumination. It involves passively focusing on issues and
symptoms and is associated with both concurrent and longi-
tudinal depression (Siegle et al., 2004; Treynor et al., 2003). It
would be valuable to differentiate the reflection and brooding
components of rumination (Treynor et al., 2003) to help ad-
dress the question of whether rumination can be adaptive and
maladaptive (Barbic et al., 2014; Nolen-Hoeksema et al.,
2008; Watkins, 2008). Therefore, these two content character-
istic metrics have the potential to distinguish between adaptive
and maladaptive rumination.

In summary, we propose a new framework for understand-
ing self-generated thoughts in a resting state by considering
the think-aloud protocol, and we attempt to address the fol-
lowing questions. First, is it feasible to have participants report
their thoughts generated in a resting state? Specifically, we

examine whether verbal reports change the frequency and
content characteristics of self-generated thoughts in a resting
state. Second, can the representations generated by DSMs
reflect the content of the resting-state self-generated thoughts
of people with high levels of negative and repetitive
rumination?

Methods

Participants

Forty-six participants recruited by Internet advertisements
completed two identical experiments and all self-report ques-
tionnaires. Individuals who reported psychiatric or neurolog-
ical disorders, use of psychotropic medications, or any history
of substance or alcohol abuse were excluded. We excluded
two participants with missing button press data in the first
session and four participants whose verbal reports contained
fewer than five thoughts. This yielded a final sample size of 40
(19 males and 21 females; age: 18~33 years, 23.0 ± 3.4 years).
All participants gave informed written consent. The protocol
was approved by the Institutional Review Board of the
Institute of Psychology, Chinese Academy of Sciences.

Measures

The Daydream Frequency Questionnaire (Singer & Antrobus,
1972) was used to assess the frequency of daily daydreaming.
It is a subscale of the Imaginal Processes Inventory
Questionnaire and consists of 12 items. Participants rated the
frequency with which they daydreamed in daily life on a five-
point Likert scale with items such as “What is the probability
that my mind will wander in my free time?” The five response
options for this item include never, rarely, sometimes, often,
and always. For “How much of my total conscious waking
state time is spent wandering or daydreaming?”, response op-
tions are none, less than 10%, at least 10%, at least 25%, and at
least 50%. Trait rumination was evaluated with the
Ruminative Responses Scale (Treynor et al., 2003), which
includes 22 items rated from 1 (almost never) to 4 (almost
always). The items describe responses regarding feelings of
sadness and depression. The scale consists of three factors:
Reflection, Brooding and Depression-related. An example
Reflection item is “Write down what you are thinking about
and analyze it.”An example Brooding item is “Why do I have
problems other people don’t have?”An example “Depression-
related” item is “Think about all your shortcomings, failings,
faults, mistakes.” All participants completed all question-
naires. The mean Daydream Frequency Questionnaire score
was 42.55 (SD = 8.88), and the mean Ruminative Responses
Scale score was 47.88 (SD = 12.42). The distribution of the
scores is shown in Fig. S8.
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Experimental procedure

All participants completed the task in the same quiet, iso-
lated room. After entering the laboratory, participants
were asked to sit comfortably in front of a computer for
five minutes to relax and become familiar with their sur-
roundings. Then, we briefly introduced the concept of
self-generated thoughts and asked a few questions to
deepen their understanding of this phenomenon, such as
“Do you pay attention to thoughts or images that come to
your mind unrelated to what is going on when you are
working or taking a class? How much attention do you
pay?” "Have you ever experienced a situation in which
you were reminded by others that you seem to have been
mind wandering? Does this happen a lot?” All introduc-
t ion and interview informat ion is presented in
Supplementary Material Table S6.

We then informed participants of the overall experi-
mental requirements and started the formal experiment.
The experimental task included three 10-min stages. In
the first stage, participants were required to press the
“H” button whenever a new thought (idea) that was dif-
ferent from their former thought came to mind. In the
second stage, participants were asked to say whatever
was currently on their minds. The third stage was a com-
bination of the first two. In addition to saying their current
thought, participants needed to press the “H” button
whenever they realized they were switching to a new
thought. It should be noted that the participant pressed
the button when a thought was first generated, and each
subsequent press of the button needed to be different from
the previous thought. Differences and switches in thought
need to be judged by the participants based on topic sim-
ilarity. Button presses reflect the number of self-generated
thought episodes (Seli et al., 2017; Stawarczyk, Cassol, &
D'Argembeau, 2013a). As our experiment asked partici-
pants to self-catch their thoughts, it reflects self-generated
thoughts with meta-awareness. At the end of each stage,
participants rated the characteristics of their thought con-
tent on a scale from 1 to 9 points. They were asked a total
of eight questions that included four dimensions, i.e., the
temporal, social, emotional valence, and mental experi-
ence form of their self-generated thoughts (Gorgolewski
et al., 2014)(Table S1). Each participant completed two
identical sessions within less than 1 week (Time 1 and
Time 2) (1~7 days, 2.6 ± 1.8 days) to assess the reliability
of the resting-state think-aloud method.

Our first purpose was to explore whether verbal reporting
was feasible, and our first concern was whether verbal
reporting might change the content or frequency of self-
generated thoughts. In addition, to prevent the verbal reporting
from affecting participants, all participants were asked to first
complete a resting state without providing any verbal report,

with the only requirement that they press the “H” button
(Stage 1). This stage was compared to the last two stages as
an accuracy index.

After the first stage, the experimental content and require-
ments of the last two stages were explained in detail. We
informed participants that the last two reporting periods would
be audio-recorded throughout but we would not concurrently
listen to their reports; that the audio-recording file names
would not contain any personally identifiable information;
and that we would use the text only for scientific research
and would not disclose any of their personal information.
Then, participants performed a 5-min verbal report exercise
to adapt to the experiment, and they proceeded to the next two
formal stages. Nearly all participants expressed their willing-
ness to report their thoughts and said that the experience of
talking to themselves was familiar. One participant expressed
difficulty reporting his ideas during the practice session, so he
did not participate in the experiment. The last stage was a
combination of the first two, and it was designed to improve
the efficiency of quantifying thought switches by using par-
ticipants’ button presses so that we could attempt to automate
the detection of thought switches.

To ensure a natural and quiet resting state and to avoid
embarrassment or discomfort when participants reported their
thoughts, the experimenter left the testing room and entered an
adjacent experimental room after each experimental stage re-
quirement was explained. Participants controlled the start of
every stage by pressing a button. Once they finished a stage,
they informed the experimenter sitting next door (by opening
the door of the testing room). The experimenter then
proceeded to introduce the next stage.

Preprocessing and analysis of verbal reports

We converted the verbal reports into text with the speech-to-
text platform iFLYTEK (https://www.iflyrec.com) with
manual supervision. Only a few participants used filler
words such as “um” and “ah” to indicate a pause. To avoid
the influence of such words, various stop words were
discarded using iFLYTEK. Based on the text, we manually
labeled thought switches according to the similarity of the
topics and calculated the number of self-generated thought
episodes. For example, “When will my hair grow long?”
followed by “I'm going to talk to my sister later about how
to use the water boiler” was marked as a thought switch,
which consisted of two different self-generated thought epi-
sodes. It is worth noting that manually coded thought switches
have the limitation that we cannot discern connections in par-
ticipants’ thought stream based on their prior experience. The
total number of self-generated thought episodes based on
manual text labeling was counted and compared with the
number of button presses per participant in the first stage.
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Divergence in thought content in the first and second
5-min segments

We then used NLP to process the text using the BERT model
(Devlin et al., 2019) and bert-as-service (https://github.com/
hanxiao/bert-as-service) to map sentences contained in each
self-generated thought episode into 768-dimensional fixed-
length vector representations. Here, the pre-trained BERT
model was Chinese_L-12_H-768_A-12 provided by Google.
We focused on the divergence in thought content over time.
We divided each 10-min stage into two 5-min segments. For
each segment, we calculated the sum vector of all self-
generated thought episode vectors (768-dimensional token
vectors from the final layer of BERT) to represent the content
of the segment. We measured the divergence of thought con-
tent across the two segments by computing the inverse cosine
value between the two sum vectors.

acos dot A;Bð Þ= norm Að Þ* norm Bð Þð Þð Þ

The above MATLAB formula calculated the angle
expressed in radians between two vectors. The smaller this
indicator is, the smaller the angle between the two vectors,
and the more similar the text content of the two segments.
We call this indicator the radian difference. The detailed cal-
culation process is shown in Fig. 1 (section 1) below.

Detection of the level of sadness in self-generated
thought content

To detect expressions of sadness in verbal reports, we trained a
BERT-based deep-learning emotion classifier on 24,400Weibo
(Chinese version of Twitter) sentences with emotion annota-
tions. This dataset was downloaded from the “The 3rd CFF
Conference on Natural Language Processing & Chinese
Computing” website (http://tcci.ccf.org.cn/conference/2014/
pages/page04_ans.html). These raw Weibo sentences were
first preprocessed to be more similar to our texts by removing
theWeibo emoji, the “@” symbol and the following username,
the “#” symbol, and the “Reply” word, which are part of the
Weibo format. Then, these preprocessed sentences were
imported into the BERT model and converted to 768-
dimensional fixed-length vectors. Three full-connect layers
(containing 1024, 256 and 64 neurons, respectively, with ‘relu’
activation), one dropout layer (dropout rate = 0.5), and one
softmax layer were concatenated to the BERT model. The last
3 layers of the BERT model (Chinese_L-12_H-768_A-12)
used in this section were fine-tuned to achieve better perfor-
mance. We used categorical cross-entropy as loss function
and used default adam optimizer in Keras for training. The
batch size was set to 32. The emotion classifier predicts the
most predominant emotion (from among anger, disgust, fear,
happiness, liking, none, sadness, or surprise) of each sentence

Fig. 1 Flow chart of verbal report analysis: an example of one stage.
Section 1: The sentences contained in each self-generated thought epi-
sode were represented as a 768-dimensional vector using the BERTmod-
el. Then, the radian difference between two sum vectors was calculated to
detect the overall divergence of thought content between the two 5-min

segments. Section 2: We trained an emotion recognition model based on
24,400 sentences, and the model achieved 78% accuracy in the eight-
class emotion recognition task. Then, the verbal reports were entered into
this classifier to quantify the tendency to report sad thoughts
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and provides the probability of each emotion. A total of 20,000
Weibo sentences were randomly allocated into the training
sample, and the other 4400 were allocated into the testing sam-
ple. After 50 epochs of training, the model achieved 78% ac-
curacy in the eight-class emotion recognition task. All perfor-
mance metrics were calculated based on the testing sample.
More information about precision, recall, and F1-scores as per-
formance indices is shown in Table 1. The confusion matrix of
the emotion classifier is shown in Table 2. The distribution of
true labels in the training and testing samples is provided in
supplemental materials Fig. S6. The sentences contained in
each self-generated thought episode verbal report was entered
into this classifier to obtain the sadness emotion probability of a
self-generated thought episode. The average sadness emotion
probability of all self-generated thought episodes of a verbal
report was used as the degree of NLP expression of sadness
for each participant (Fig. 1 section 2).

Correlation analysis

We calculated the correlation between the total score on the
Daydream FrequencyQuestionnaire and the frequency of self-
generated thought episodes in the experiment. We also calcu-
lated the relationship between two metrics calculated by NLP
(content divergence and expressions of sadness in the verbal
reports) and rumination trait indices (total score on the
Ruminative Responses Scale and three sub-factors of rumina-
tion). Rumination is characterized by repetitive negative
thoughts; therefore, we hypothesized that a higher rumination
trait score would be associated with smaller divergence and
greater sadness in the content of self-generated thoughts.

Results

Feasibility of the resting-state think-aloud method

Our first goal was to examine the feasibility of using the
resting-state think-aloud method. Would the verbal report
change the frequency or content of self-generated thoughts?
The first stage was compared to the verbal report stage to
assess accuracy. To quantify the frequency of self-generated
thoughts in the first stage, we used the number of times par-
ticipants pressed the “H” button. In the second and third
stages, we used the frequency of manually labeled self-
generated thoughts. Repeated-measures ANOVA showed no
significant differences in the frequency of self-generated
thoughts among the three stages (Time 1: F (1.46, 56.77) =
0.455, MSE = 20.347, p = .575 (epsilon = 0.728,
Greenhouse–Geisser correction), partial η2 = 0.012; Time 2:
F (1.17, 45.64) = 0.782, MSE = 66.411, p = .40 (epsilon =
0.585, Greenhouse–Geisser correction, partial η2 =
0.02)(Fig. 2a). The frequency of self-generated thoughts was

significantly correlated across the three stages; that is, the
consistency was good (stage 1 _ stage 2: r(40) = 0.542, p <
.001, 95% CI = [0.28, 0.73]; stage 1 _ stage 3: r(40) = 0.502, p
= .001, 95%CI = [0.23, 0.70]; stage 2 _ stage 3: r(40) = 0.828,
p < .001, 95% CI = [0.70, 0.90]) (Fig. S2). These same anal-
yses conducted at Time 2 revealed similar patterns (Fig. S1).
Furthermore, frequency in the first and second stages was
related to daydream frequency per questionnaire (Fig. 2b, col-
umn Time 1: stage 1, r(40) = 0.492, p = .001, 95% CI = [0.21,
0.70]; stage 2: r(40) = 0.354, p = .025, 95% CI = [0.05, 0.60];
Fig. 2b, column Time 2: stage 1, r(40) = 0.316, p = .047, 95%
CI = [0.005, 0.57]; stage 2: r(40) = 0.431, p = .006, 95% CI =
[0.14, 0.65]).

In the third stage, participants were asked to speak their
thoughts out loud and press the “H” button when they realized
their thoughts had changed. Button pressing frequency in the
third stage of Time 1 was significantly lower than the labeled
frequency from oral reports (t (39) = – 4.12, p < .001, d = –
0.65, 95% CI = [– 7.23, – 2.47]). Moreover, it was significant-
ly lower than the frequency of button pressing in the first stage
(t (39) = – 2.86, p = .007, d = – 0.45, 95% CI = [– 6.23, –
1.07]) and the labeled frequency in the second stage (t (39) = –
3.36, p = .002, d = – 0.53, 95% CI = [– 7.09, – 1.76]) (Fig.
2a1). Most participants reported that they often forgot to press
the button in the third stage despite having expressed their
thoughts out loud. Therefore, in the second identical experi-
mental session (Time 2), we emphasized that the task also
included pressing the button in the third stage. At Time 2,
the difference between button pressing and labeled frequen-
cies in the third stage no longer differed significantly (t (39) =
– 1.87, p = .068, d = – 0.30, 95% CI = [– 7.12, 0.27]), but the
button pressing frequency in the third stage was still signifi-
cantly lower than that in the first stage (t (39) = – 4.07, p <
.001, d = – 0.64, 95% CI = [– 8.05, – 2.70]) and the labeled
frequency in the second stage (t (39) = – 2.16, p = .037, d = –
0.34, 95% CI = [– 8.04, – 0.27]) (Fig. 2a2). Additionally, the
labeled frequency in the third stage of the two sessions (Time

Table 1 The performance of the emotion classifier on the testing
sample

Emotion Precision Recall F1-
score

No. of samples

Anger 0.748 0.761 0.755 410

Disgust 0.754 0.772 0.763 723

Fear 0.708 0.708 0.708 72

Happiness 0.846 0.734 0.786 704

Like 0.823 0.854 0.838 1163

None 0.752 0.786 0.768 589

Sadness 0.790 0.799 0.795 538

Surprise 0.711 0.687 0.699 201
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1 and Time 2) was not significantly correlated with the
Daydream Frequency Questionnaire score (Fig. 2b, row
Stage 3, Time 1: r(40) = 0.295, p = .065, 95% CI = [–
0.019, 0.56]; Time 2: r(40) = 0.278, p = .082, 95% CI = [–
0.04, 0.54]). Although the button pressing frequency of the
third stage at Time 1 was significantly positively related to the
Daydream Frequency Questionnaire score (r(40) = 0.405, p =
.010, 95% CI = [0.11, 0.64]), it was not significantly correlat-
ed at Time 2 (r(40) = 0.229, p = .156, 95%CI = [– 0.09, 0.50])

(Fig. 2b). Accordingly, we inferred that asking participants to
both speak out loud and press the button to indicate thought
switching (i.e., Stage 3) may have been too burdensome.
Therefore, the subsequent NLP analysis did not include the
data from this stage.

In each stage, participants were asked eight questions com-
prising four dimensions of self-generated thoughts, i.e., tem-
poral (past vs. future), social (self vs. other), emotional va-
lence (positive vs. negative) and mental experience form

Table 2 The confusion matrix of the emotion classifier on the testing sample

Predicted

Anger Disgust Fear Happiness Like None Sadness Surprise

Actual Anger 312 59 1 5 7 10 8 8

Disgust 39 558 3 8 32 36 28 19

Fear 2 5 51 1 0 4 8 1

Happiness 9 20 0 517 103 30 17 8

Like 12 20 0 57 993 44 25 12

None 10 33 8 10 39 463 21 5

Sadness 17 30 5 11 22 20 430 3

Surprise 16 15 4 2 10 9 7 138

Fig. 2 The frequency of self-generated thoughts during simultaneous
verbal reporting and button pressing. a Differences between the frequen-
cy of button pressing in the third stage and in other stages. Two-tailed
paired t tests; data are means with 95% CI. b The Pearson correlation
coefficients between the frequency of self-generated thoughts and

daydream frequency (two-tailed). “Daydream Frequency” is the total
score on the Daydream Frequency Questionnaire. The subscript “press”
indicates the frequency of button pressing. The subscript “labeled” indi-
cates the number of manually labeled occurrences. * p < .05; ** p < .01;
*** p < .001
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(picture vs. language). We did not find any significant differ-
ences in the eight content characteristics across the three
stages (Table S2, Fig. 3a). Furthermore, we compared the
differences in the four dimensions of thought content at each
stage (Fig. 3b1, b2, b3, Table S3), and the results were stable
across the three stages. Participants thought significantly more
about themselves than others and reported more positive than
negative content. The content results measured at Time 2 were
similar to those measured at Time 1 (Fig. S3).

Reliability of the resting-state think-aloud method

The intraclass correlation coefficient (ICC), which varies be-
tween 0 and 1, is a widely used coefficient for measuring test–
retest reliability (Bartko, 1966). Liandis and Koch suggested
that an ICC greater than 0.80 indicates that reliability is good,
0.61 to 0.80 moderate, 0.41 to 0.60 fair, 0.11 to 0.40 slight,
and less than 0.1 negligible (Shrout, 1998). In our experiment,
all participants completed two identical experimental mea-
surements within 1 week (Time 1 and Time 2), and we used

the ICC to examine the test–retest reliability of the frequency
and content of self-generated thoughts (Table 3). The test–
retest reliabilities (ICC) of frequency in stages one to three
were 0.765, 0.853, and 0.870, respectively. In the third stage,
the frequency measurement was the number of manually la-
beled thoughts. The test–retest reliability of content character-
istics in the three stages was also quantified as the ICC of the
answers to the eight questions after each stage(Table 3).

Feasibility and reliability of quantitative metrics
based on NLP analysis

Based on the above results, we concluded that oral reporting
did not significantly change the frequency or content charac-
teristics of individual self-generated thoughts. Additionally,
the verbal report method had moderate-to-goodtest–retest re-
liability. Therefore, we proceeded to quantify natural stream
of thought content characteristics through NLP (details pro-
vided in the Methods section). We focused on thought diver-
gence and expressions of sadness and used the second stage of

Fig. 3 Content characteristics of self-generated thoughts. a Differences
among the three stages of each content assessment question. Comparisons
of differences (two-tailed paired t tests) across four dimensions (temporal:
past vs. future; social: self vs. other; emotional valence: positive vs.

negative; mental experience: picture vs. language) of self-generated
thought content in the first stage (b1), the second stage (b2), and the third
stage (b3). Data are means with 95% CI. * p < .05; **** p < .0001
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the oral reporting results because that stage was less burden-
some than the third stage and had moderate-to-goodtest–retest
reliability. The ICC of the radian difference between the first
and second 5-min segments was 0.709 (p < .001, 95% CI =
[0.45, 0.85]). The ICC of expressions of sadness in the verbal
reports detected by the pre-trained emotion recognition model
was 0.667 (p < .001, 95% CI = [0.37, 0.82]) and was signif-
icantly positively correlated with the negative events tendency
retrospectively reported by individuals (Fig. 4a, r(40) = 0.354,
p = .025, 95% CI = [0.05, 0.60]; Fig. 4b, r(40) = 0.341, p =
.031, 95% CI = [0.03, 0.59]).

Based on two thought content indicators calculated by
NLP, we explored the relationship between the characteristics
of self-generated thought content and the rumination trait.
First, we found that the index of within-session divergence

in self-generated thought content was significantly negatively
correlatedwith rumination (Fig. 5a1, r(40) = – 0.436, p = .005,
95% CI = [– 0.66, – 0.14]), indicating that people with higher
rumination trait values differ less in self-generated thought
content within a session. In addition, to control for possible
effects of report length and total number of words on content
divergence, we calculated the corresponding partial correla-
tions between content divergence and rumination trait indices
(“Partial correlations” in the Supplemental Material). The re-
sults remained almost the same (Table S4). In addition, the
tendency to report sad thoughts in verbal reports was signifi-
cantly positively correlated with the rumination trait (Fig. 5b1,
r(40) = 0.348, p = .028, 95% CI = [0.04, 0.60]), suggesting
that people with higher rumination trait levels have higher
levels of sadness in the content of their self-generated

Table 3 Test–retest reliability

Stage1 Stage2 Stage3

ICC P 95% CI ICC P 95% CI ICC P 95% CI

Frequency 0.765 < .001 0.55, 0.88 0.853 < .001 0.72, 0.92 0.870 < .001 0.75, 0.93

Past 0.499 .017 0.05, 0.74 0.412 .051 -0.11, 0.69 0.396 .060 -0.14, 0.68

Future 0.260 .176 -0.40, 0.61 0.578 .004 0.20, 0.78 0.611 .002 0.27, 0.79

Self 0.697 < .001 0.43, 0.84 0.506 .015 0.07, 0.74 0.413 .050 – 0.11, 0.69

Other 0.347 .094 -0.24, 0.66 0.645 .001 0.33, 0.81 0.556 .006 0.16, 0.77

Positive 0.447 .034 -0.05, 0.71 0.747 < .001 0.52, 0.87 0.761 < .001 0.55, 0.87

Negative 0.499 .017 0.05, 0.74 0.752 < .001 0.53, 0.87 0.553 .007 0.16, 0.76

Picture 0.837 < .001 0.69, 0.91 0.734 < .001 0.50, 0.86 0.863 < .001 0.74, 0.93

Language 0.763 < .001 0.55, 0.88 0.788 < .001 0.60, 0.89 0.841 < .001 0.70, 0.92

Note: The test–retest reliability of three experimental methods (three stages) includes the frequency and content of self-generated thoughts in a resting
state. SPSS version 25 was used. Mode: two-way mixed; type: consistency

Fig. 4 Pearson correlations between expressions of sadness in verbal
reports calculated by the BERT model and negative events assessed
retrospectively. a The second stage of Time 1. b The second stage of
Time 2. The X-axis is the expressions of sadness detected by the pre-

trained emotion recognition model. The Y-axis is the negative events
assessment, a retrospective question that participants rated from 1 to 9
points. Two-tailed. * p < .05
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thoughts. We further examined the performance of two indi-
cators of self-generated thought content characteristics on two
different forms of rumination: reflection and brooding.
Reflection and brooding were consistent in relation to the
divergence of thought content within a session (Fig. 5a2,
r(40) = – 0.465, p = .003, 95% CI = [– 0.68, – 0.18]; Fig.
5a3, r(40) = – 0.486, p = .002, 95% CI = [– 0.70, – 0.21]). The
partial correlation results were consistent with the full corre-
lation results (Table S4). We also analyzed the divergence in
thought content over time, which was the radian difference
between the two test–retest sessions. The divergence between
Time 1 and Time 2 was also significantly negatively related to
rumination, reflection, and brooding (Fig. S4). After we con-
trolled for report length and total number of words, only
brooding remained significantly negatively correlated with
divergence in thought content over time (Table S5, brooding:
r(36) = – 0.376, p = .020). In addition, reflection and brooding
differed in their relationships with expressions of sadness.
Specifically, the tendency to report sad thoughts was signifi-
cantly related only to brooding (Fig. 5b3, r(40) = 0.351, p =
.027, 95% CI = [0.04, 0.60]), while the correlation with re-
flection was low and not significant (Fig. 5b2, r(40) = 0.231, p
= .151, 95% CI = [– 0.09, 0.51]).

Automated NLP analysis attempt

Although many participants performed poorly in pressing the
button in the third stage, we explored the possibility of auto-
matically detecting thought switches in the third stage.
Participants whose button pressing frequencies were fewer
than five were excluded. In addition, two participants with
extremely high button press values, 49 and 87 presses, were
excluded. The final sample size was 31 (15 males and 16
females). We found that the button pressing frequencies in
the third stage of both sessions were significantly positively
related to Daydream Frequency Questionnaire scores (Time 1,
r(31) = 0.416, p = .020, 95%CI = [0.67, 0.07]; Time 2, r(31) =
0.377, p = .036, 95% CI = [0.65, 0.03]). Participants’ button
pressing frequency and the frequency of manually labeled
self-generated thought episodes in the third stage differed.
Specifically, participants’ button pressing frequencies were
less than the frequency of manually labeled self-generated
thought episodes (Fig. 2a). Most participants reported that
they often forgot to press the button in the third stage despite
having expressed their thoughts out loud. So we believed that
button presses were missed in the third stage. We examined
manually labeled thought switches in the third stage according

Fig. 5 Pearson correlations between the characteristics of self-generated
thoughts calculated by NLP and rumination traits. aCorrelations between
the index of divergence in self-generated thought content and total rumi-
nation traits (a1), reflection sub-factor (a2) and brooding sub-factor (a3).
The Y-axis is the average radian difference between two consecutive 5-
min measurements in the second stage. b Correlations between the index
of expressions of sadness in verbal reports and total rumination traits (b1),

reflection sub-factor (b2), and brooding sub-factor (b3). The Y-axis
shows the average expressions of sadness in verbal reports detected by
the pre-trained emotion recognition model in the second stage of two
sessions (T1 and T2). “Rumination” is the total score on the
Ruminative Responses Scale. “Reflection” and “Brooding” are two fac-
tors of the Ruminative Responses Scale. Two-tailed. * p < 0.05; ** p <
0.01
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to when participants pressed the button. Specifically, if a par-
ticipant did not press the button at an obvious topic switch we
would treat it as a thought switch and labeled it as a missed
pressing. If we did not see an obvious topic switch but the
participant pressed the button, we respected the participant’s
judgment of topic switch and labeled it in accordance with the
participant’s button press. The results of a reanalysis with
manual correction of missed button presses showed that the
labeled frequency in the third stage of the two sessions was
also significantly correlated with Daydream Frequency
Questionnaire scores (Time 1, r(31) = 0.364, p = .044, 95%
CI = [0.64, 0.01]; Time 2, r(31) = 0.420, p = .019, 95% CI =
[0.67, 0.08]). Furthermore, we calculated the within-session
divergence index of thought content based on participants’
button pressing and manually labeled thought switches. The
correlation between the two ways of calculating thought
switches reached 0.923 (p < .001, 95% CI = [0.96, 0.85]).
The button pressing frequency was still significantly lower
than the labeled frequency (Time 1: t(30) = – 4.324, p <
.001, d = – 0.78, 95% CI = [– 3.09, – 1.11]; Time 2: t(30) =
– 3.308, p = 0.002, d = – 0.59, 95% CI = [– 3.03, – 0.72])
because some participants missed presses, but we found that
the index of within-session divergence in self-generated
thought content based on participants’ button pressing was
significantly negatively correlated with rumination (Fig. 6,
a1: r(31) = – 0.392, p = 0.029, 95% CI = [– 0.04, – 0.66]),

reflection (Fig. 6, a2: r(31) = – 0.374, p = 0.038, 95% CI = [–
0.02, – 0.64]) and brooding ((Fig. 6, a3: r(31) = – 0.420, p =
0.019, 95% CI = [– 0.08, – 0.67])). In addition, thought diver-
gence calculated by combining participants’ button pressing
and manual checks was also significantly correlated with ru-
mination and its sub-factors(Fig. 6).

Discussion

Our first purpose was to explore whether verbal reporting is
feasible for accessing task-independent(restingstate)self-
generated thoughts and, if so, to explore a new simple behav-
ioral paradigm to expand research on self-generated thoughts.
In a 10-min resting-state condition, participants were asked to
immediately speak out loud any thoughts that came to their
minds. To test the feasibility of this approach, we began our
experiments with traditional self-caught and retrospective
methods for comparison. In the first stage, participants needed
only to press the “H” button whenever new thoughts came to
mind. At the end of each stage, they retrospectively evaluated
their thoughts by responding to eight questions. The number
of “H” button presses represented the frequency of self-
generated thoughts that participants perceived. For analysis
of the oral reporting stages, we first converted recorded verbal
reports into text and manually labeled the frequency of

Fig. 6 Correlations between rumination and the radian difference
between participants’ button pressing and manually labeled thought
switches. The Y-axis shows the radian difference in the thought content
of the third stage between the two sessions (T1 and T2). “Rumination” is
the total score on the Ruminative Responses Scale. “Reflection” and

“Brooding” are sub-factors of the Ruminative Responses Scale. The sub-
script “press” indicates a topic shift using the participant’s button press-
ing, while the subscript “labeled” indicates manually labeled topic shifts.
Two-tailed. * p < .05; ** p < .01
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thought content changes. Our results showed that the resting-
state think-aloud method was feasible and reliable. It is worth
noting that while the content of individuals’ daily thoughts is
always changing, what we expect to be reliable are the char-
acteristics of the self-generated thoughts, e.g., the frequency of
individual self-generated thoughts, the tendencies of different
content dimensions, within-session content divergence, and
the degree of sadness expressed. Based on methodological
feasibility, we explored whether the thought content represen-
tations generated using NLP are behaviorally meaningful and
examine the relationship between rumination and self-
generated thoughts. We used the pre-trained BERT model to
map sentences contained in each self-generated thought epi-
sode into 768-dimensional fixed-length vector representa-
tions, and quantitatively calculated the divergence of thought
content between temporal segments. We also trained a BERT-
based NLP text emotion classifier to detect expressions of
sadness in verbal reports. Our results showed that the thought
content indicators calculated quantitatively by NLP are valid.
Meanwhile, we validated the relationship between self-
generated thoughts and rumination and found that reflection
and brooding could be identified by detecting the divergence
of self-generated thought content and expressions of sadness.

To distinguish each time self-generated thoughts arose and
calculate the number of self-generated thoughts, we defined
self-generated thought episodes on the basis of topic shifts. In
the first and third stages, the first time a thought was generated
the participant pressed the button, and each subsequent button
press indicated a different thought. This difference was based
on the difference in topics. The button pressing frequency
represents the number of self-generated thought episodes.
This definition of the number of self-generated thoughts dif-
fers slightly from that based on the task state, however, we
believe it is a more operational way to reflect self-generated
thoughts in the task-free state. Furthermore, it allows us to
dynamically separate self-generated thought episodes for
more detailed analysis. Based on this calculation of the num-
ber of self-generated thought episodes, we can compare dif-
ferences in the number of self-generated thought episodes
among the three stages. We did not detect significant differ-
ences between the button pressing frequency of the first stage
and the labeled frequency of the second stage, which supports
the comparability between self-caught button pressing and the
manually labeled frequency. In addition, we administered the
Daydream Frequency Questionnaire, a widely used tool for
studying self-generated thoughts (Mason et al., 2007).
Previous studies showed that individuals with high
daydreaming traits also showed a higher frequency of mind
wandering in the laboratory (Smallwood et al., 2004).
Consistent with this, we found that both the button pressing
frequency of the first stage and the labeled frequency of the
second stage were significantly positively related to the total
score on the Daydream Frequency Questionnaire. These

results indicate that the labeled frequency of oral reports could
be an effective way to study self-generated thoughts.

To integrate the retrospective method, we asked partici-
pants to respond to eight questions after each stage corre-
sponding to four dimensions of self-generated thoughts. A
two-way repeated-measures ANOVA for each question
showed that the main effects of session and stage were not
significant, nor was their interaction (Table S2). Of note, non-
significant results mean not that the content characteristics
measured by the retrospective method in the three stages are
statistically equal but rather that they are relatively compara-
ble. Additionally, we measured individual traits of current
awareness and attention in daily life with the Mindful
Attention Awareness Scale (MAAS)(Brown & Ryan, 2003),
which has a total score of 90. The average MAAS score of our
participants was 62.2 (range 40 ~ 73), suggesting that most of
our subjects could be characterized as self-aware. We found
that participants’ spontaneous self-generated thoughts were
more about themselves than about others and more positive
than negative, in accordance with previous research
(Hoffmann et al., 2016; Ruby et al., 2013). For example, using
the traditional probe-caught method, the frequency of self-
generated thoughts was found to be more future-related than
past-related, more self-related than other-related, and more
positive than negative (Ruby et al., 2013). In a task-free situ-
ation (restingstate), Wilson et al. found that most people seem
to prefer to do something rather than having nothing to do but
think, even if that something is negative (Wilson et al., 2014).
We cannot directly compare our research with that of Wilson
et al. because we did not measure enjoyment. We assume that
people do not choose to put themselves in the default mode by
disengaging from the external world, but when they are in this
mode, healthy participants, such as those we studied, think
more about positive events than negative events overall.

Meta-awareness (or meta-consciousness) is a “monitoring
system” that intermittently assesses the contents of conscious-
ness and can be as diverse as the content of experience
(Schooler, 2002). Self-generated thoughts with and without
meta-awareness is an important topic (Seli et al., 2017).
Research has demonstrated that the two states of mind wan-
dering have different implications for task performance
(Smallwood et al., 2007, 2008) and depression (Deng et al.,
2014; Nayda & Takarangi, 2021). They also differ in patterns
of associated brain activity (Christoff et al., 2009). Any time
participants self-catch their thoughts, the process involves me-
ta-awareness. Thus, this method is believed to only allow
access to self-generated thoughts that are accompanied by
meta-awareness, while the probe-caught method is thought
to allow access to self-generated thoughts with and without
meta-awareness(Schooler et al., 2004; Seli et al., 2017;
Smallwood et al., 2007). Our experiment asked participants
to self-catch their thoughts, thus involving meta-awareness.
The first and third stages need participants to judge if the
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emerging thought is on a different topic from the previous
thought and press the button, thus requiring meta-awareness
of self-generated thought episode switches. The free verbal
report stage (stage 2) asks participants to continuously report
whatever comes to their mind, regardless of grammar, which
does not require meta-awareness regarding their self-
generated thought episode switches. There was no significant
difference between pressing the button alone and verbal report
alone (manually labeled frequency), while the number of but-
ton presses was significantly lower for participants in the stage
where both button pressing and verbal report were required
than in the other two stages (Fig. 2a). We believe that these
differences mainly reflect differences in metacognitive load.
Intriguing, the third stage differed significantly from the first
two stages mainly in participants’ button pressing frequencies,
while the number of manually labeled self-generated thought
episodes did not differ significantly from the first two stages.
Moreover, there were no significant differences from the first
two stages in retrospective thought content assessment. Most
participants reported that they often forgot to press the button
in the third stage despite having expressed their thoughts out
loud. Therefore, we believed that the higher level of meta-
awareness required for Stage 3 is a major limitation of requir-
ing both pressing the button and verbal report.

We designed the third stage (including both button
pressing and verbal reporting) to test the concordance of
thought switches identified by participants’ button presses
and thought switches identified manually from the content
of verbal reports, which reflected differences in defining
topic similarity. Some of the participants’ button pressing
moments matched verbal report moments within a margin
of error of 2 s; however, some button presses did not
match, and some were missing. This result may be due
to limitations in our experiment. First, the instructions
were insufficiently clear. We asked participants to press
the button when they noticed a new thought, but we did
not specify whether to speak or press first. We found that
participants sometimes pressed the button before they
spoke and sometimes afterwards. Second, the require-
ments for monitoring and executive function might have
been excessive, which may have led to fewer thought
switches. Third, participants may have become fatigued.
This stage was always executed last, and continuously
speaking aloud might be tiring, but we did not measure
the degree of fatigue. Finally, we did not counterbalance
task order. To avoid the impact of verbal reporting on
self-generated thoughts, stage 1 was always carried out
first. In addition, we ordered the three stages by increas-
ing cognitive load, and we did not counterbalance the
order to prevent tasks with a higher cognitive load from
affecting tasks with a lower cognitive load. Thus, we can-
not differentiate between higher cognitive load and

fatigue as causal factors for our finding of fewer button
presses in the third stage.

Automation will largely improve the efficiency of NLP
analysis and reduce the large amount of manual work and
facilitate the reproducibility of research. Although some prob-
lems with the design of the third stage may have led to poor
execution by participants, we attempted to explore the possi-
bility of automatic detection of thought switches based on the
stage 3 method. Fortunately, we found that some of the par-
ticipants were able to perform the task well in stage 3, and
some of them had few missed presses. Accordingly, we con-
ducted a detailed analysis based on 31 participants with suffi-
cient data from stage 3. The 31 participants’ results showed
that both the button pressing frequency and the labeled fre-
quency in the third stage of the two sessions were significantly
correlated with Daydream Frequency Questionnaire scores.
Importantly, we found that the index of within-session diver-
gence in self-generated thought content based on participants’
button pressing was significantly negatively correlated with
rumination, reflection, and brooding (Fig. 6). Therefore, it is
feasible to use participants’ button pressing to automatically
detect thought switches, which requires enhanced training of
participants. Furthermore, based on the results of our experi-
ments, we believe that the free verbal report phase is better.
Unfortunately, our study does not yet answer the question of
automatic machine recognition of self-generated thought epi-
sodes. This would greatly improve the efficiency of the NLP
method and enable large-scale studies, and it would require
the exploration of improved computational approaches.

Having established the effectiveness of the resting-state
think-aloud method, we used the second-stage data to quanti-
tatively explore the content characteristics of self-generated
thoughts by NLP. We found that the indicator measuring
quantitative divergence in thought content was significantly
negatively correlated with rumination. In other words, people
with high rumination traits generally stick to similar thoughts.
The dynamic framework proposed by Christoff et al.
(Christoff et al., 2016)(Fig. S7a) defines spontaneous thought
as a mental state “that arises relatively freely due to an absence
of strong constraints on the contents of each state and on the
transitions from one mental state to another.”Mind wandering
and rumination seem antithetical based on the dynamics of
thought: mind wandering is characterized by free transitions
from one idea to another, and ruminative thoughts are often
fixed on a single theme or topic. The authors also proposed
that “there is a range of low to medium level of automatic
constraints that can occur during dreaming, mind-wandering
and creative thinking, but thought ceases to be spontaneous at
the strongest levels of automatic constraint, such as during
rumination or obsessive thought” (Christoff et al., 2016).
According to the dynamic framework, thoughts in the resting
state arose and proceeded in a relatively free, unconstrained
fashion; therefore, they belong to mind wandering under the
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concept of spontaneous thought. Our findings suggest that
people with high rumination trait have lower thought diver-
gence, supporting the dynamic framework of rumination char-
acterized by strong automatic constraints. As a result, people
with high rumination may tend to automatically limit their
thoughts to fewer topics or events. At the same time, our
results suggest that rumination should be considered a more
protracted form of mind wandering and spontaneous thought.

We also found that the tendency to share sad thoughts in
the verbal reports detected by the pre-trained emotion recog-
nition model was significantly positively correlated with ru-
mination, suggesting that the self-generated thought content of
individuals with high rumination trait is more negative. This
aspect is also consistent with the negative tendency of rumi-
nation and its relation to negatively valenced self-generated
thoughts (Christoff et al., 2016; Nolen-Hoeksema et al., 2008;
Watkins, 2008). We further examined the relationship be-
tween our two quantitative indicators of self-generated
thought content characteristics and different forms of rumina-
tion. Reflection and brooding were both correlated with
within-session divergence of thought content. Partial correla-
tion results showed the same (Table S4). Furthermore, only
brooding retained a significant partial correlation with differ-
ences in thought content over longer periods (two test–retest
experiments). This is consistent with the notion that brooding
represents longer-term repetition of thinking about a few
things, while reflection is a short-term reflection on some-
thing. This may explain previous research results finding that
reflection was related to a decrease in depression over time
and could lead to effective problem solving, while brooding
was related to more concurrent and longitudinal depression
(Treynor et al., 2003). Therefore, longer spans of thought
content differences have value in distinguishing between re-
flection and brooding. In contrast, expressions of sadness in
self-generated thoughts were significantly positively related to
brooding but not correlated with reflection (Fig. 5b), suggest-
ing that sad thoughts may differentiate reflection and
brooding. Indeed, brooding is viewed as moody pondering
and a maladaptive form of rumination (Marchetti et al.,
2013), while reflection is considered an adaptive form of ru-
mination that involves an attempt to solve problems to im-
prove mood (Treynor et al., 2003).

Our proposed framework using NLP based on verbally
reported thoughts is essentially self-reported content because
verbal reports are self-reports; however, compared to the tra-
ditional ES method in the field of research on self-generated
thoughts, our method is innovative in several ways. First, we
collected self-generated thoughts in real time and could ob-
serve the stream of thoughts from one thought to another
while not relying on memory and thus reducing memory bias.
Second, in contrast to ES, we directly quantified thoughts
without relying on individual introspection. Third, compared
to a human rater coding of task-unrelated thoughts, direct

quantitative analysis reduces labor and improves reproducibil-
ity of rating and output indexes. Finally, we extended the
ability to study the content characteristics of self-generated
thoughts. Beyond the divergence and sadness emotion content
of sentences, more metrics can be developed based on the rich
contents of BERT vectors. Importantly, all such potential met-
rics would be person-power-free and could facilitate the re-
producibility of research on self-generated thoughts.

Our proposed framework for the study of self-
generated thoughts in a resting state has several potential
applications. We demonstrated that the resting-state think-
aloud method was effective and feasible in the absence of
an external primary task; i.e., it can be used to study
“stream of consciousness” in a resting state. Seeking to
understand inner experience during a resting state in MRI
scanning, Delamillieure et al. designed a resting state in-
trospective questionnaire and asked participants to com-
plete this questionnaire after an 8-min resting-state MRI
scan. They found that most participants showed domi-
nance of a type of mental activity (visual mental imagery,
IMAG) at rest (Delamillieure et al., 2010). Gorgolewski
and colleagues (Gorgolewski et al., 2014) focused on the
relationship between self-generated thoughts and intrinsic
neural activity of the brain in resting-state fMRI by ad-
ministering retrospective questionnaires. They found pat-
terns of self-generated thoughts related to interindividual
differences distributed across a wide range of cortical
areas and showed that self-generated thoughts are a het-
erogeneous category of experience. They also proposed
that studying the content of self-generated thoughts could
help in understanding brain dynamics. These pioneering
studies have deepened our understanding of inner experi-
ence in a resting state and of the relationship between
self-generated thoughts and intrinsic neural fluctuations,
despite the difficulty of evaluating spontaneous experi-
ences that occurred in the past. Our results show that the
resting-state think-aloud method is an effective way of
studying self-generated thoughts with potential applicabil-
ity to understanding spontaneous brain activity. The meth-
od of instant oral reporting, in addition to revealing
frequency-related characteristics of self-generated
thoughts, affords rich and detailed content characteristics.
Specifically, we can quantify the content of self-generated
thoughts through NLP, which allows us to more closely
examine the content of thoughts. Additionally, we can
combine this new method with traditional methods, such
as the retrospective method, for more comprehensive
studies. Therefore, the resting-state think-aloud method
may lead to a comprehensive exploration of self-
generated thoughts and spontaneous brain activity through
resting-state fMRI. The application of this method in MRI
scanning should be explored in the future. In addition,
verbal reporting in a resting state can be integrated into
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BOLD-fMRI, EEG or fNIRS experiments, providing op-
portunities to synchronously monitor brain activity related
to self-generated thoughts.

Second, we can track the stream of thought fragments over
time in individuals, exploring changes in self-generated
thought content over time. Specifically, why do some people
think adaptively when considering their problems and trou-
bles, while others fall into brooding? How can we help indi-
viduals not fall into maladaptive rumination? Our study dem-
onstrated that a brief sample of the stream of thought can
reflect the personal trait of rumination. Furthermore, diver-
gence and expressions of sadness of thought content can dis-
tinguish reflection and brooding. These results answer the first
question while providing guidance and suggestions for the
second question. This method has good implementability.
We can collect a small sample of individual self-generated
thoughts. By analyzing the thought content itself, we can dis-
tinguish different forms of rumination and provide targeted
help. More future research is required to establish criteria for
comparing indicators such as divergence and expressions of
sadness to distinguish between reflection and brooding.

Third, we can directly distinguish between self-
generated thought models of different mental illnesses to
aid in diagnosis and treatment. A brief segment of the
individual stream of thought can indeed reflect individual
traits. Advances in NLP allow us to perform quantitative
analyses of the content of thoughts themselves and to
improve the efficiency of our coding. A large sample of
thought content can be subjected to machine learning to
classify different thought characteristics and help us de-
tect different individual thought forms. Furthermore, the
content characteristics of self-generated thoughts differ
between various mental illnesses (Gruber et al., 2008).
Collecting the stream of thought of participants with men-
tal illnesses, such as depression, may support diagnosis
and treatment by detecting their thought content using
NLP. This may be a promising area for future research.

Fourth, an interesting possibility for future research is to
use BERT models with longer maximum sequence lengths
and construct vectors for sequences of thought longer than a
single sentence. This would improve the application of the
approach to self-generated thought detection.

In summary, our study established a new framework for
understanding self-generated thoughts in a resting state. The
study offers three main contributions. First, the think-aloud
method has been widely used to capture thought processes
during the performance of a primary task, such as problem
solving and decision making. However, few studies have uti-
lized the think-aloud method to study the stream of thought in
a resting state. Here, we applied this method to study resting-
state self-generated thoughts and demonstrated its validity.
Second, we demonstrated the behavioral significance of quan-
titative NLP metrics and provided empirical evidence that

rumination is a sticky and negatively valenced type of self-
generated thought. Furthermore, we found that thought diver-
gence and expressions of sadness metrics can distinguish be-
tween adaptive and maladaptive rumination. Finally, our
study demonstrated that simple oral reporting in a resting state
is reliable and effective. Our findings will help extend research
on the content characteristics of self-generated thoughts to
address the complex impact of this phenomenon and its link
to mental illness. In particular, NLP can be used to directly
quantify the self-generated thought content of individuals to
reduce memory and introspection bias and improve
reproducibility.
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