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Abstract
Semantic feature production norms are a useful tool for researchers to have empirically collected data about the semantic
representations of a particular population. As older adults have been shown to have certain differences in their semantic
knowledge organization in comparison with younger adults, it is relevant for them to have their own normative data. Thus we
present here the first Spanish semantic feature production norms for older adults. They contain information about the feature
composition of 400 concrete concepts. We also provide information about some feature and concept variables as well as
comparisons between young and old adults on these variables.

Keywords Semantic feature production norms . Older adults . Spanish . Conceptual organization

The knowledge we acquire about the world throughout our
lives constitutes our semantic memory. This memory includes
the accumulation of information we have about objects, such
as texture, color, common behavior, superordinate category,
etc. This memory has both a static element, which is more
stable, and a dynamic element, which can vary over one’s
lifetime as well as across individuals. Many models of seman-
tic memory posit that conceptual representation is dynamic
and its activation is context-dependent (Barsalou, 1982;
White et al., 2018; Yee & Thompson-Schill, 2016). It follows,
therefore, that there is an amount of knowledge that is partially
idiosyncratic because it is closely tied to our daily experience

and the culture in which we live (White et al., 2018).
However, the words that we use to communicate with other
speakers obviously refer to some common conceptual features
that allow us to understand each other. These features are
essential to establishing an interaction and understanding be-
tween speakers, and considerable stability of meaning has
been observed for concrete concepts in common use, both
within the same language and among different languages,
and even among different age groups (García Coni et al.,
2019; Kremer & Baroni, 2011; Vivas, Kogan, et al., 2020a;
Vivas, Martínez, et al., 2020b; Vivas, Montefinese, et al.,
2020c).

Consequently, there should be stable and essential aspects of
a concept’s meaning that are shared by speakers of a language
and allow for effective communication and understanding
(White et al., 2018). Vivas, Kogan et al. (Vivas, Kogan, et al.,
2020a) suggested there are three levels in the structure of a
concept’s meaning: core features, partially shared features and
idiosyncratic features. The former (core features) refers to the
essential features of the concept at issue, which are probably
present in every person’s semantic representation of that object.
The second level (partially shared features) can be present in
many people’s representations but are not indispensable to de-
fining the concept. Lastly, idiosyncratic features are part of a
person's mental representation of the object that are tied to
personal experience and not shared with other members of the
community. Core features are also shared across languages.
Despite their commonality among people, core features can
show certain variability across cultures and, most importantly
for the focus of the current paper, across one’s life span.
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Semantic feature production norms have been developed to
identify the shared aspects of meaning. Norms are currently
available for various languages, including Dutch, English,
Spanish, Italian, German and Chinese (Buchanan, Holmes,
Teasley, & Hutchison, 2013; Buchanan et al., 2019; De
Deyne et al., 2008; Deng et al., n.d.; Lenci et al., 2013;
McRae, Cree, Seidenberg, & McNorgan, 2005; Moldovan,
Ferré, Demestre, & Sánchez-Casas, 2015; Montefinese,
Ambrosini, Fairfield, & Mammarella 2013; Ruts et al.,
2004; Vinson & Vigliocco, 2008; Vivas et al., 2017;
Zannino et al., 2006).

Most of these norms include only concrete concepts, but
there are also some derived from abstract concepts, verbs and
adjectives (Buchanan et al., 2019; Lenci et al., 2013; Vinson
& Vigliocco, 2008). These norms provide valuable informa-
tion about the mental representation of concepts and form the
basis for theoretical models on semantic memory. The infor-
mation extracted sheds light on the elements that compose
concepts (i.e., the features) and their weight and relation.
Additionally, semantic feature production norms provide re-
sources that can be useful for the selection of experimental
stimuli, such as the concept and feature variables. As men-
tioned in the introductory paragraph, these norms mainly ac-
count for those common aspects of meaning, but intersubjec-
tive variability obviously exists and can also be analyzed, as
has been done in depth by Chaigneau and colleagues
(Chaigneau et al., 2018). These authors have developed a
formula to measure conceptual variability within Conceptual
Property Norms and have shown how concepts can have dif-
ferent feature variability. We will focus on the commonalities
in semantic representations, but the interested reader can per-
form some of these analyses with our database, which is avail-
able in the Open Science Framework (OSF).

Semantic feature production norms have generally been
developed on the basis of young, healthy adults. However, it
has been observed that certain particularities can emerge in
semantic representation during one’s life span. Evidence of
the differential characteristics of the lexico-semantic system
of older adults comes from diverse sources. An interesting
amount of data has been obtained on the basis of semantic
network analysis. For example, Dubossarsky et al. (2017) per-
formed a study using a word association task with a wide
sample comprising children, middle-aged adults and older
adults. They observed increasing average path length,
smaller in and out degree and increasing entropy in late life.
The authors conclude that the semantic networks of older
adults are less connected, less organized and less efficient. In
the same vein, Wulff, Hills and Mata (2018) performed a
similar analysis using a verbal fluency task. They observed
sparser networks in older adults. Further, Wulff, De Deyne,
Jones, Mata and the Aging Lexicon Consortium (Wulff et al.,
2019) assert that “there is now converging evidence that al-
though network size appears to grow continuously across the

life span, degree and shortest path length show mirrored non-
linear trends, with degree increasing across childhood and
decreasing across adulthood and shortest path length decreas-
ing across childhood and increasing across adulthood” (p. 7).
They suggest a four-dimensional model to account for these
differences: environment, learning, representations and re-
trieval. The former refers to the cumulative exposure to the
environment that contributes to the diversity of people over
their lifetimes. The learning component refers to sensory con-
straints and attention failures in encoding. The dimension of
representations includes two processes: decay and consolida-
tion. Those representations that are not activated tend to show
a gradual decay, but there is also an ongoing gradual and
systemic consolidation process that can last months and sys-
tematically reorganizes memories by removing unused mem-
ories, allowing more efficient memory representations (as
proposed by Hardt et al., 2013). By contrast, system
consolidation is a much slower process which can last for
weeks to months, or even up to several decades, depending
on the species. Consolidation in this case refers to a gradual
process of reorganization and a differential involvement of the
brain regions that support memory processing. The last
dimension of the model, retrieval, refers to the changes that
occur in cognitive control or interferences and search
strategies. All these factors help to explain changes in
semantic networks over one’s life span.

With respect to vocabulary and use of language, there is
plenty of evidence that they tend to be maintained during
aging (Kausler, 1991; Harada et al., 2013; Salthouse, 1993)
and even that older adults tend to perform better than younger
participants on vocabulary tests (Krieger-Redwood et al.,
2019), synonym judgement tasks (Hoffman, 2019) and gen-
eral knowledge (Coane & Umanath, 2021). However, it is
very common to observe retrieval deficits of specific words.
This leads to the phenomena called tip-of-the-tongue, where
there is a failure to activate the complete phonological infor-
mation about the word (Burke & Shafto, 2004). Verbal fluen-
cy also tends to decline with age (Harada et al., 2013).

From the neurofunctional point of view, a recent meta-
analysis of neuroimaging studies in semantic tasks comparing
younger and older people indicated that the latter exhibit
domain-general neural resources and a reduction in prefrontal
lateralization (Hoffman & Morcom, 2018). This result is
interpreted as a compensatory mechanism for the decline in
the effectiveness of executive functions in order to face task
demands.Moreover, a recent study by Krieger-Redwood et al.
(2019) analyzed intrinsic brain connectivity during a task that
demanded semantic control in both young and old partici-
pants. They observed that older adults performed worse in
the task, and they attributed this phenomenon to an observed
reduction in intrinsic brain connectivity between anterior tem-
poral lobe and medial prefrontal cortex within the default
mode network. However, it is important to be cautious when
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generalizing these results to other aspects of semantic cogni-
tion. A variety of processes within semantic cognition must be
differentiated. As stated by Hoffman (2018), there are “se-
mantic representations that accumulate throughout the life
span, processes for controlled retrieval of less salient semantic
information, which appear age-invariant, and mechanisms for
selecting task-relevant aspects of semantic knowledge, which
decline with age and may relate more closely to domain-
general executive control” (p. 2). Grieder et al. (2012) also
provide behavioral and electrophysiological evidence that au-
tomatic semantic retrieval remains stable in global signal
strength and topographic distribution during healthy aging.

In addition, some authors analyzed the types of lexical
relations produced by a group of older adults with typical
aging (Minto-García et al., 2020). They selected a word asso-
ciation task and asked participants to produce the first word
that came to mind when presented with a target word. Only
nouns were used. Responses were classified according to two
coding schemes: paradigmatic vs. syntagmatic, and another
classification proposed by the authors that included the fol-
lowing categories: (i) semantic association (categorical, e.g.,
dog-animal, and non-categorical, e.g., tree-branch); (ii) wide
association (thematic-contextual co-occurrence plus semantic
relation, e.g., bee-sting, and thematic-contextual co-occur-
rence, e.g., elephant-luck) and (iii) association by signifiers
(phonological and morphological) (see Minto-García et al.,
2020, p. 5). They observed that a greater number of responses
were paradigmatic and fell under thematic-contextual co-oc-
currence plus semantic relations (e.g., carrot-rabbit). In this
regard, one of the most frequently addressed issues when
comparing the semantic organization of younger and older
adults is the alleged preference for thematic/situational cate-
gorization in the latter, and for taxonomic/categorical catego-
rization in the former. Using a picture-matching task,
Maintenant et al. (2011) found that older people were more
likely to make thematic choices because they found it more
difficult to inhibit them when the task required it. That pattern
of performance has often been attributed to cognitive decline,
where situational categories, which are tied to context and
superficial characteristics, are benefited by their salience and
low cost (García Coni, Comesaña, Piccolo, & Vivas, 2020;
García Coni et al., 2019; Maintenant et al., 2013).

More closely related to the topic of semantic feature com-
position, some studies compared younger and older adults
who spoke different languages in order to analyze the
differences between and within cultures in semantic tasks. A
recent paper from White et al. (2018) performed a study in
order to demonstrate how the meaning of concepts evolves
over time. They studied younger and older adult speakers of
French and Dutch on a category judgment task with house-
hold containers. They found, regarding the concept "bottle",
that older and younger adults weighted classic materials such
as glass differently from relatively new materials such as

plastic. This would imply that our changing environment gen-
erates changes in the meaning of words—at least in terms of
the features we consider relevant to define objects. However,
there will always be a considerable amount of overlap in the
life experiences of different age groups within the same cul-
ture, which will cause mental representations to overlap as
well. According to this same study, the component of neces-
sary stability of representations could explain why older adults
who grew up with glass bottles maintain this bottle prototype
without adapting it to current experiences (which incorporate
plastic). This is also supported by the fact that the ability of
statistical learning through the regularities of the environment
decreases with age and becomes less effective (McNealy
et al., 2010).

For their part, Yoon et al. (2004) collected category norms
for young and old adults from two vastly different cultures:
Chinese and American. They asked participants to produce
items belonging to a shown category and calculated affinity
scores for each category. The results indicated that there is a
high level of similarity between young and old adults. This
study found that differences between cultures are much
greater than differences within cultures. However, some
categories, such as disease and herbal medicines, showed
differences between age groups, too.

More recently, Castro et al. (2020) presented category
norms for different age groups including young (18–39 years),
middle-aged (40–59 years) and old (60 years and older) adults
by selecting 70 categories, including those selected by Yoon
et al. (2004). Interestingly, they observed that young and
middle-aged adults showed lower between-subjects variabili-
ty in their responses than old adults.

Verheyen et al. (2019) also analyzed age-related differ-
ences in categorization. They asked participants whether or
not an item belonged to a certain category. They used eight
categories with 24 items each. They observed that older adults
used a lower threshold for category membership.
Furthermore, although they observed very similar categoriza-
tion proportions between groups, some items from the catego-
ries insects, fruits, fish, furniture, tools and sports were found
to be differently functioning items according to the model
analysis. It is worth noting that at the end of their paper, they
state that “these findings indicate that studies on age-related
semantic processing should recognize the age-specific nature
of semantic representations” (p. 15).

All the evidence suggests that the elderly lexical-semantic
system has some particularities that deserve to be considered
when studying semantic cognition. Consequently, older adults
should have their own normative data in order to be more
faithful to their own characteristics and to avoid attributing
characteristics that belong to other age groups and that are
probably not a good reflection of their semantic organization.
Additionally, the study of semantic organization in the aging
stage is of vital importance, since it is one of the cognitive
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domains that allows for differentiation between normal and
pathological aging.

Thus, for the purpose of analyzing the semantic organiza-
tion of older adults and providing researchers with new nor-
mative data, we developed the first semantic feature produc-
tion norms for this population. Additionally, a comparison of
younger and older adults will be performed for relevant con-
cept and feature variables.

Description of the norms

Sample

Our sample consisted of 810 healthy older adults (63% wom-
en) from the city of Mar del Plata, Argentina. Participants
were accessed through university programs for older adults.
Their ages ranged from 60 to 95 years old (mean= 70.53 years,
SD = 7.34 years). Every participant was a native Argentine
Spanish speaker. All of them gave their informed consent to
participate in this study. The study was performed according
to the principles of the Declaration of Helsinki (World
Medical Association (WMA), 2013).

Materials

The concepts were extracted from the database built by
Cycowicz et al. (1997). The same set was used to build the
young adult Spanish feature norms (J. Vivas et al., 2017) as
well as other Argentine psycholinguistic norms (Manoiloff
et al., 2010; Marínez-Cuitiño et al., 2015). Each concept cor-
responds to a single noun in Argentine Spanish. In case of
polysemic terms, a key was added to clarify the target
meaning.

The norms include 400 concepts belonging to 22 semantic
categories, from the domains of living (129 concepts) and
non-living things (227) and other categories that cannot be
categorized in that way (44). The categories from the living
domain include animals (93), vegetables (12), fruits (15) and
plants (9). Non-living categories include accessories (19),
weapons (4), tools (33), constructions (17), house parts (10),
clothing (17), utensils (29), furniture (14), vehicles (17), de-
vices (13), objects (27), containers (16) and toys (11). The
categories that cannot be included in either domain are food
(6), musical instruments (14), body parts (19) and nature (5).
Food, musical instruments and body parts are exceptional
cases because, according to the category-specific deficits lit-
erature, they behave neither as non-living nor as living things
(see Barbarotto et al., 2001; Mahon & Caramazza, 2009;
Rumiati et al., 2016). We also added the category “nature”
as a salient exception because it includes concepts such as
cloud and moon that are non-living but also not manmade.
The concepts were also chosen to span a wide range of

familiarity values, although a minimum value of familiarity
was obviously required in order for participants to provide
useful information.

Data collection

The norms were collected over a period of three years in the
city ofMar del Plata (Argentina). Concepts were distributed in
groups of 15 in different spreadsheets in such a way that cat-
egories were homogeneously represented. Each participant
listed features for only one set of concepts. The same spread-
sheets were used for the young adult norms (for a detailed
description see Vivas et al., 2017).

Participants were given a set of concepts and had to pro-
duce a list of features that described them. They were provided
15 blank lines per concept and instructed to list different types
of features, such as those related to internal parts and physical
properties (their appearance, sound, smell or touch). They
were also encouraged to think about where, when and how
they use the object at issue, and to consider the category to
which it belongs. Two examples were provided, one for each
domain. The instructions that participants received are pre-
sented in Appendix 1. In every case, 30 subjects listed features
for each concept. Participants were not given a time limit; they
took approximately 20–30 minutes to complete the task.

Recording Process

The construction of norms requires the contribution of a very
large number of participants. Subjects provide spontaneous
answers that vary considerably in how the same features are
expressed. The answers provided by the participants were
diverse, even when referring to the same features. For exam-
ple, to describe the concept chair, some participants produced
“has legs” and others “has many legs” or just “legs”. In
Spanish, the variety of features is wider than in English, as
in the former language, adjectives must agree with the noun
they modify in gender and number. To cope with this variabil-
ity, an arduous and extensive task was undertaken to ensure
that features conveying the same meaning were coded identi-
cally, within a concept and among different concepts.
Similarly, features with dissimilar meanings were carefully
coded with different labels. This procedure is referred to in
McRae’s paper (2005) as the recording process. This process
entails the adjustment of most of the features produced by
participants without altering the original meaning of those
features. There are at least two main reasons that justify this
process. First, as the norms aim to capture the regularities
underlying the production of semantic features, the wide va-
riety of spontaneous expressions given for those features must
be reduced. Otherwise, the vast information provided by the
norms would be useless, and its analysis would be impossible.
Secondly, in order to accurately compute many feature
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variables, the unification of features is essential. For example,
variables such as production frequency (i.e., the number of
participants who produced a certain feature within a specific
concept) and distinctiveness (the number of concepts in which
a certain feature is listed) would not be correctly calculated if
features were not coded equally. In order to rigorously per-
form this process, we followedMcRae and colleagues’ (2005)
criteria, but we also added new criteria to perform this process
successfully. Below, we cite the most important criteria we
previously published in Vivas et al. (2017):1

“All features consisting of adjectives were written as
singular and masculine independent of the number and
gender of the corresponding concept.
Quantifiers (for instance: “generally” or “usually”) were
eliminated, because the information provided by these
words is expressed by the production frequency of the
feature.
To identify the features that referred to a subtype of a
concept, we used the expression <can be> (for example,
for the concept apple, <can be red> and <can be green>
were used)2.
The features constituted by a quantifier adjective pre-
ceding a noun such as “has four legs”, were divided into
two separate features: <has four legs> and <has legs>.
This decision was made because two bits of information
are contained in features like these and we intended to
preserve both.
Disjunctive features (such as “is red or black” in the case
of an ant) were also divided (in this example, into <is
red> and <is black>). However, if a feature conveyed a
conjunction (such as “is black and yellow” in the case of
the concept bee), it was not divided.
In some cases, some words were added to the features.
For example, an indefinite article (“a” or “an”) was
added to the features that referred to superordinate cat-
egories (for instance, “animal”was transformed into <an
animal>), and the expression “used for” was incorporat-
ed into the features that referred to a function (for exam-
ple, the feature “to carry things” was transformed into
<used for carrying things>).
Every feature that consisted in a verb was conjugated in
the indicative of the present tense (e.g., “roar”was trans-
formed into <roars> in the case of the concept lion).
The word “has” was added to every feature that refer-
enced the possession of a certain part or object, and that
word replaced any synonym for it, such as “possesses”,

and any other word that conveyed a similar meaning,
such as “with” (e.g., in the case of the concept lion, the
features “possesses a mane”, “with a mane” and “mane”
were all replaced by <has a mane>).” (p. 1099)

Measures and statistics

In this section, we detail the variables corresponding to feature
and concept measures. The calculations that were performed
are shown. Between parenthesis we show the values obtained
for the younger adult (YA) population.

Participants produced a total of 24,654 features (YA:
21,630). At this point it is important to clarify that, out of these
features, only those produced by at least five participants were
included in the norms, as per McRae and colleagues’ (2005)
criteria. The reason for this decision is that values lower than
5, as Zannino et al. (Zannino et al., 2006) suggest, are not
considered representative of the knowledge that the commu-
nity has about the concepts at issue. As a result, only 2734
(YA: 3064) features were used to calculate most of the vari-
ables. The mean of the features produced by each participant
was 4.59 (SD 2.39; Max. 20; Min. 1) (YA: 5.82; SD 2.25;
Max. 17; Min. 1).

Four files were elaborated: a concept-feature file, a
concept-concept matrix, a feature-feature matrix and a phonet-
ic transcription. The datasets generated in the current study are
available in the OSF repository. Concepts and/or features in
these files are written both in Spanish and English. Note that
the English version has been published simply to facilitate
communication with English-speaking readers and is not
intended to be used as English-language normative data.
Each of these files is described below.

File 1. Concept-feature

This file includes the features produced by the participants for
the 400 nouns. The variables shown in this file are equivalent
to the ones found in the previously published norms for young
adults, although they are ordered differently. For clarity, var-
iables were organized in four blocks.

First block - Spanish Concept, English Concept, Spanish
Category, English Category, Spanish Feature, English
Feature, WB-Label, N_WB_Tax, N_WB_Sit, N_WB_Ent,
N_WB_Intr

This first block includes variables referring to the descrip-
tion and classification of concepts and features. The first and
second columns of this file correspond to the concept name in
Spanish and English, respectively. The next two columns refer
to the semantic category in both languages, followed by the
feature name in both languages. The following column (WB-
label) shows the feature type, according to the coding scheme
proposed by Wu and Barsalou (2009).

1 A much more extended list of unification criteria can be seen in Appendix 3.
2 The reader will note that the expression “can be” (“puede ser”, in Spanish)
was only used in the Spanish version of the features. In the English version,
that expression was replaced by “Eg.,” because this is what McRae and col-
leagues (2005) used.
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The authors propose five major categories: taxonomic cat-
egories (C), situation properties (S), entity properties (E), in-
trospective properties (I) and miscellaneous (M).
Subcategories are also proposed. A more detailed feature type
classification is expressed in lowercase after the hyphen (see
Appendix 2 for the complete coding scheme). Although some
features were related to more than one feature type, in general
we referred to just one of these categories, as per McRae and
colleagues’ (2005) criterion. However, some exceptions were
observed. For instance, features that alluded to quantities
(such as <has two wings>) were codified as E-quant + the
corresponding feature category (in this example: E-excomp),
and those that included negations (like <cannot fly>) were
codified as I-neg + the corresponding feature category (in this
example: E-beh). The final columns of this block
(N_WB_Tax; N_WB_Sit; N_WB_Ent; N_WB_Intr) include
the number of different instances of each of the major catego-
ries present for each concept.

Because the process of assigning a specific code to each
feature is performed by different coders and can be ambiguous
in some cases, we followed the procedure recommended by
Bolognesi et al. (2017) in order to attain the maximum reli-
ability in annotations for each feature. The steps taken were as
follows: (1) We chose Wu and Barsalou’s coding scheme for
three reasons: (i) it is one of the most well-known and com-
plete taxonomies; (ii) it is hierarchically structured and there-
fore allows for the possibility of analyzing broader categories
as well; and (iii) it was previously used in the young adult
semantic feature norms (Vivas et al., 2017), and consequently
we already had trained coders. (2) Initially, training sessions
were held to explain and exemplify the taxonomy to new
coders, and a detailed, written description with examples
was provided to every participant.3 (3) A subset of 114 con-
cepts (28% of the full set) with their respective 800 features
were selected for the initial annotation, on which a reliability
analysis would be performed. (4) One trained and four novice
coders codified the features considering the subcategories of
Wu and Barsalou’s coding scheme. (5) Krippendorff's alpha
analysis was performed with the codes provided. First, an
analysis was performed only with the novice coders, which
obtained a value of .78. Then another analysis was performed
including the trained coder, which obtained a value of .863,
indicating a high level of agreement and, consequently, a very
acceptable reliability for the coding process. Afterwards, a
proportion of concepts were given to each coder to work on
independently.

It can be observed that for the older adult (OA) norms, 440
features corresponded to the taxonomic category (while 520
corresponded to this category for YA), 1069 to situational

properties (YA: 1064), 1026 to entity properties (YA: 1383)
and 203 to introspective properties (YA: 97).

Second Block - Prod_Freq, Ranked_Prod_Freq,
Sum_PF, CPF, Disting, Distinctiveness, CV, Rel,
Intercor_Strength

This second block comprises properties of the features. The
following nine columns refer to feature properties. Production
frequency (Prod_Freq) is the number of participants who pro-
duced that feature for the target concept. Ranked production
frequency (Rank_PF) is the ordered position of the feature
with respect to the other features of the same concept, ranked
by descending order of production frequency of the feature.
Total production frequency (Sum_PF) expresses the sum of
the production frequencies of that feature across all concepts
in which it appears. The CPF column lists the number of
concepts in which that feature occurs. The following two var-
iables refer to CPF: a binary variable (Disting) that indicates if
the feature is distinguishing (“D”, if it only appears in one or
two concepts) or not (“ND”, if it appears in more than two
concepts), and a quantitative measure (Distinct), which is the
inverse of CPF (i.e., 1/CPF) (Devlin et al., 1998; Garrard
et al., 2001). This variable was calculated using all the con-
cepts included in the norms. Cue validity (CV) represents the
production frequency of the feature divided by the sum of the
production frequencies of that feature in all the concepts in
which it appears. Following the analysis performed for young
adults, taxonomic features were not removed to calculate cue
validity, asMcRae and colleagues had done. As cue validity is
calculated on a per-feature basis, there is no interaction be-
tween taxonomic and other kinds of features. Relevance (Rel)
is related to distinctiveness and cue validity, as they convey
feature informativeness (Marques et al., 2011; Sartori et al.,
2005; Sartori & Lombardi, 2004). Relevance connects a local
component, operationalized by production frequency, and a
global component, which expresses the contribution of the
feature to the meaning of the other concepts. The values of
this variable were calculated by using the equation employed
by Sartori et al. (Sartori et al., 2007)4. Intercorrelational
strength (Intercor_Strenght_No_Tax) occupies the final col-
umn of the feature properties block. This measure encom-
passes the strength of the correlation between a feature and
the other features for the same concept. It is calculated by
adding the features’ shared variance (i.e., r2) with that of the
other features of the same concept. The shared variances be-
tween features can be found in File 3, feature-feature. This
calculation was performed based only on features found in
three or more concepts, as was done for the young adult

3 The detailed description and examples had been translated and discussed
some years ago during the collection of the young adult Spanish semantic
feature production norms (Vivas et al., 2017).

4 kij = lij x gj = xij x log (I/Ij), where kij denotes the relevance of Feature j for
Concept i, lij stands for the local component of relevance (i.e., the production
frequency of Feature j for Concept i), and gj represents the global component
of relevance, operationalized as the logarithm (base 2) of the total number of
concepts I divided by the production frequency of feature j for the whole
database.
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norms; therefore, features that do not have values for
intercorrelational strength in the file are those that are associ-
ated with less than three concepts. We considered a signifi-
cance level of p ≤ .05, which corresponds to│r│>.164 (which
is 2.7% of shared variance) (Sheskin, 2007; Vivas et al.,
2017).

Third Block - Familiarity, Total_feat, 5_feat_tax,
5_feat_no_tax, Density_No_Tax, Num_Correl_Pairs_
N o _ T a x , P e r c _ C o r r e l _ P a i r s _ N o _ T a x ,
Num_Disting_Feats_No_Tax, Disting_Feats_Perc_
No_Tax, Mean_Distinct_No_Tax, Mean_CV_No_Tax,
Mean_Corr.

This block includes properties related to the concept. The
first column shows the concept’s familiarity (Familiarity),
which was extracted from the Argentine psycholinguistic
norms (Manoiloff et al., 2010). The range of that measure goes
from 1 to 5. Then there are three columns devoted to the
number of features: the first one includes the sum of all fea-
tures for that concept, including those produced by just one
person (Total_Feat). The second is the sum of all features that
were produced by five or more people (5_Feat_Tax). The
third sum excludes both the features with less than five men-
tions, and the taxonomic features (5_Feat_No_Tax).

Next comes intercorrelational density (Density_No_Tax),
which is the sum of shared variances (i.e., r2) across the con-
cept’s significantly correlated features. Whereas
intercorrela t ional s t rength is a feature var iable ,
intercorrelational density is a concept variable. Both were cal-
culated for non-taxonomic features only (see Vivas et al.,
2017). The shared variances between features can be found
in File 3, feature-feature. This file only shows the values of the
significantly correlated feature pairs per concept.

The last two variables related to significantly correlated
feature pairs are the number of pairs for a given concept
(Num_Correl_Pairs_No_Tax) and the percentage of correlat-
ed features over those with a production frequency of 5 or
more (Perc_Correl_Pairs_No_Tax).

The next two concepts’ variables in the file are the number
of distinguishing features (Num_Disting_Feats_No_Tax) and
their percentage per concept, excluding taxonomic features
(Disting_Feats_perc_No_Tax).

The concept-feature file also includes three variables that
express mean values: mean distinctiveness (Mean_Distinct_
No_Tax), mean cue validity (Mean_CV) and mean correlation
(Mean_Corr). This third variable is derived from the concept-
concept matrix and is calculated as the mean of the cosine
similarity obtained between the concept and the other 399
concepts of the set.

Fourth Block - Feat_Length_Including_Spaces,
Length_Syllables, Length_Letters, Length_Phonemes

Finally, linguistic properties for both concepts and features
were included: feature length (Feat_Length_Including_
Spaces), concept syllables (Length_Syllables), concept length

i n l e t t e r s ( L e n g t h _ L e t t e r s ) a n d p h o n em e s
(Length_Phonemes).

File 2. Concept-concept

This matrix is made up of the 400 concepts and reflects the
similarity between each concept pair. Each concept is consid-
ered a vector defined by its feature composition and frequen-
cy. Only those features produced by at least five participants
were included in this analysis. The semantic similarities were
calculated using the geometric technique of comparing two
vectors in the n-dimensional Euclidean space by the smallest
angle between them. Parallelism (that is, a cosine equal to 1 or
−1)5 represents the maximum possible similarity, while or-
thogonality (a cosine equal to 0) represents the maximum
possible difference. The cosine was computed in the usual
way, computing the ratio between the "component-wise" in-
ner product and the product of the respective Euclidean
norms. It is worth mentioning that the idea of measuring se-
mantic similarity through the construction of two vectors from
a set of features that defines a concept was originally proposed
by Kintsch (2001).

File 3. Feature-feature

This matrix comprises the determination coefficient between
the 15576 pairs of features. Only those features that appeared
in three or more concepts were included, as per McRae et al.’s
(2005) criterion, to avoid spurious correlations between fea-
tures. Thus, the matrix is composed of the combination of 177
features. This file was necessary to calculate some of the var-
iables found in the Concept-Feature file, namely: features’
intercorrelational strength (Intercorr_Str_No_Tax), concepts’
density (Density_No_Tax), the number of significantly corre-
lated feature pairs (Num_Corred_Pairs_No_Tax) and the per-
centage of signif icant ly correlated feature pairs
(%_Corred_Pair_No_Tax).

File 4. Phonetic transcription

This file includes the broad phonetic transcription of the 400
concepts. We used the International Phonetic Alphabet (IPA)
symbols for the transcription, though some adaptations were
implemented following Hualde (2014) and Martínez-Celdrán,
Fernández-Planas and Carrera-Sabaté (2003). The language
variety described is formal Argentinean Spanish spoken in
Buenos Aires by educated middle-aged speakers. Interested
readers may want to download the self-extracting file

5 Theoretically, the cosine similarity values range from −1 to 1. In the present
study, as we compared only positive values (that is, production frequency
could be zero or more, but never less), there is no possibility of a negative
correlation, so the outcome is bounded in [0,1].
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containing the IPA fonts used here (Ipa-samd Uclphon1
SILDoulosL): https://www.phon.ucl.ac.uk/home/wells/fonts.
htm

Comparison between younger and older
adults

In this section, we compare the data between older and youn-
ger adults. Tables 1, 2 and 3 show the comparative values of
the most relevant variables. The first three rows refer to the
total number of features produced. As can be seen, older
adults produced more unique features, while younger adults
produced more common features (total number of features
produced by at least five participants), indicating a wider va-
riety of responses in the older group. The total sum of produc-
tion frequency was higher for the younger group, indicating
greater fluency in feature production. The rows that follow
correspond to the mean values per concept for some variables
related to the number of features produced (Total-feat, 5-feat-
tax, 5-feat-no-tax). Independent-samples t-tests were per-
formed comparing the values of each concept variable be-
tween age groups. As highlighted in the table, older adults
produced a significantly higher total number of unique fea-
tures per concept, while younger adults obtained higher values
on the quantity of features per concept produced by at least
five participants (5-feat-tax and 5-feat-no-tax). These results
indicate that the feature production of younger adults is more
homogeneous.

Mean correlation (mean-corr) was another variable that
showed statistically significant differences between groups,
indicating that younger participants have stronger correlations
between pairs of concepts.

The variables referring to distinctiveness (mean-distinct-
no-tax), distinguishing features (num-disting-feats-no-tax)
and CV (mean-CV-no-tax) as well as the number of correlated
pairs did not show significant differences, suggesting that the
properties of the features themselves remain constant across
the age groups.

Table 3 shows the percentage of each feature type per
group. A chi-square analysis was performed considering fea-
ture type and group that indicated significant differences with
the expected proportions (X2(3, N = 5798) = 80.082; p < .001).

The standardized residuals analysis indicated which values
were significantly different from the expected value. We con-
sidered a cutoff of 2 as suggested by the specialized literature
(Beasley & Schumacher, 1995). As can be seen, younger
adults produced more entity properties, while older adults
produced more situational and introspective properties.

ns: no significant differences
Furthermore, we performed a vector comparison similar to

the one we did for File 2, but comparing concepts between age
groups (i.e., dog for YA vs. dog for OA). In this case, we
included features produced by at least two participants be-
cause this cutoff provides a better reflection of the similarities
and differences between groups6. The final matrix can be seen
in OSF. Asmentioned above, the semantic similarity values in
this case range from 0 to 1. As can be seen in Fig. 1, the values
tend to be higher than .50. Only 11 concepts (2.75% of the full
set) obtained values lower than .30, which indicates a low
level of similarity in the feature production between the two
groups. The statistical mode of the similarity values for the full
set was .691 (min = .025; max = .928).

Additionally, we were interested in knowing which con-
cepts showed more similar feature representation between age
groups, so we decided to perform a statistical comparison
between semantic domains (living and non-living things).
Living things include animals, plants, fruits and vegetables,
while non-living things include categories such as tools, de-
vices, furniture, household, weapons, etc. The categories mu-
sical instruments, body parts, nature and food were not includ-
ed in either domain because, as explained previously, they
have been shown to behave differently. An independent-
samples t-test comparing the similarity values between do-
mains indicated statistically significant differences between
them (t = 5.899; p < .001; Hedge’s g = 0.576), showing living
things (M = .753; SD = .112) to be more similar between age
groups than non-living things (M = .663; SD = .177). Results

Table 1 Comparative values of number of features produced between
younger and older adults

Variable Younger Older

Total number of unique features 21603 24625

Total number of features produced by at least 5
participants

3064 2738

Total sum of production frequency 57628 55242

Table 2 Comparative mean values for some concept variables

Variable Mean and SD younger Mean and SD older

Total-feat 54.07 (SD 12.62) 61.5 (SD 14.54)**

5-feat-tax 7.67 (SD 2.41) 6.84 (SD 2.19)**

5-feat-no-tax 6.37 (SD 2.2) 5.73 (SD 2.04)**

num-correl-pairs-no-tax 2.45 (SD 2.99) 2.33 (SD 2.88)ns

num-disting-feats-no-tax 2.84 (SD 1.97) 2.75 (SD 1.79)ns

mean-distinct-no-tax .45 (SD .20) .47 (SD .19)ns

mean-CV-no-tax .45 (SD .20) .47 (SD .20)ns

mean-corr .025 (SD .02) .016 (SD .012)**

** Significant differences between groups p < .001.

6 If we consider those features produced by at least five participants, discrep-
ancies between groups are magnified as some common features (produced by
3 or 4 participants) are discarded.
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organized by domain (living, non-living and atypical category
named “others”) are plotted in Fig. 2.

Discussion

The main contribution of the current paper is to present
the semantic feature production norms for Spanish-
speaking older adults. Values for many relevant feature
and concept variables were provided, as well as concept-
concept and feature-feature comparisons. As mentioned
in the introduction, it has been shown that semantic cog-
nition undergoes changes across one’s life span. That is
why it is necessary to have normative data for each age
population.

Additionally, comparisons were performed between
young and old adult normative databases. One finding
of interest is that older adults tended to produce more
diverse responses than younger adults. Although the lat-
ter produced a higher number of features in total, they
were more frequently shared across participants.
Therefore, it can be said that older participants tend to
produce more idiosyncratic features (for a detailed defi-
nition see Vivas et al., 2021). This finding is in line with
the data extracted from semantic network analysis
(Wulff et al., 2018), which indicates that older adults
show less inter-individual agreement. These authors pro-
pose that semantic networks are a product of experience;
hence, as experience becomes greater and more diverse
with age, it impacts the network’s composition. Castro
et al. (2020) also observed greater variability between
subjects in their category norms.

Additionally, differences in mean correlation were ob-
served, indicating that concepts are more closely related
within younger semantic networks. The mean correlation
can be considered an analogue measure of the clustering

coefficient, which is generally described in semantic net-
work analysis as indicating how closely related concepts
are within the semantic space. In this sense, Dubossarsky
et al. (2017) observed a decrease in the clustering coef-
ficient over the course of a life span, just as we did.
However, it is worth mentioning that other authors ob-
tained the opposite result (Zortea et al., 2014).

Interestingly, variables referring to feature measures,
such as distinctiveness and CV, seem to remain stable
across both age groups. This suggests that the core
meaning7 of concepts is maintained during a life span;
that is, those features that are more central to the con-
cept’s meaning tend to remain stable. In the same vein,
as detailed in the introduction, White et al. (2018) ob-
served relatively stable representations between age
groups that make communication possible among
speakers, but also subtle differences due to varying ex-
posure to materials related to age.

Regarding the type of features produced by partici-
pants, it was observed that younger adults produced
more entity properties, while older adults produced more
situational and introspective properties. This is in line
with the literature, which suggests that older adults tend
to use thematic criteria to organize concepts (e.g., Minto-
García et al., 2020). Thematic relations refer to concepts
that belong to a similar scenario or tend to appear in the
same spatial-temporal context (Estes et al., 2011), and
therefore can be included in the Situational Responses
category. It is worth mentioning that the phenomenon
that is often considered concomitant to this finding—a
lower presence of taxonomic or categorical criterion
compared to younger adult production—was not found.
According to that line of analysis, while the preference
for thematic features and relations would stand out
among older adults because of its prominence, the taxo-
nomic criterion would be more inaccessible because of
its greater complexity and abstraction (Maintenant et al.,
2013; Mudar & Chiang, 2017). Our results do not reflect
this, contributing to the idea that semantic memory is not
particularly impaired in old age, nor does it reflect early
stages of semantic organization.

Another interesting result is that older adults tend to pro-
duce more introspective responses, those being responses re-
lated with their feelings and subjective beliefs regarding the
concept (e.g., I like it, it is nice, etc.). Apparently, they tend to
relate the object’s definition to their own experience with the
concept. We propose two possible explanations for this

Table 3 Comparative proportion values for each feature type

Variable Younger Older

Proportion of categorical features 16.9 16.1ns

Proportion of entity features 45.2 37*

Proportion of situational features 34.7 39.7*

Proportion of introspective features 3.2 7.2*

* Significant differences considering standardized residual values greater
than 2.

ns: no significant differences

7 For a more detailed definition of this concept, see Vivas, Kogan, Yerro,
Romanelli and Vivas (2021).
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finding. First, older adults may tend to highlight the feeling the
object produces; that is, the valence of the object.
Alternatively, the presence of introspective responses may
be indicative of a failure of controlled retrieval of the relevant
features for the task at hand. This would be in line with
Hoffman and Morcom (2018) and Krieger-Redwood et al.
(2019), both of whom observed executive control deficits in
semantic tasks. The intervention of cognitive control in infor-
mation retrieval consists precisely in reducing interference
and sharpening the focus on task-relevant representations

(Wulff et al., 2019). As the instructions given to participants
were to produce features that define the concept, the examiner
would expect to receive more essential and defining charac-
teristics of the object, which are those that make it unique and
distinguishable from others. Introspective responses are not
quite specific to an object’s definition, but are rather subjec-
tive parts of one’s mental representation, which is why they
can be regarded as less accurate responses.

With respect to the fact that there were more unique attri-
butes in older adults, but a higher total production in younger

Fig. 2 3D image of semantic similarity values between concepts and groups organized by domain

Fig. 1 Histogram of semantic similarity values for the 400 concepts
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adults, it is worth noting that experience endows greater vo-
cabulary and knowledge that could lead to a more diverse
production, but, in turn, this greater vocabulary and knowl-
edge could make it more costly and difficult to retrieve the
right information (Wulff et al., 2018).

Finally, the vector comparison allowed us to compare the
list of features produced by age group. This analysis showed
mainly high levels of similarities between groups, as observed
by other authors (White et al., 2018; Yoon et al., 2004).
Interestingly, those concepts that obtained values lower than
.300 were all non-living things. Furthermore, when analyzing
the differences between domains in both groups, it was ob-
served that more divergences existed within non-living con-
cepts. Those concepts, as they are manmade, tend to change
over time, as evidenced by White et al. (2018), but living
things (animals, fruits, plants and vegetables) do not. This is
why greater differences in the feature production between
younger and older adults are observed in the non-living
domain.

A limitation that must be acknowledged from these norms
is that they were extracted from a highly educated sample. We
decided to do that in order to make data comparable to the
younger adult norms which were extracted from university
students. However, this has the limitation that the data do
not allow direct and immediate generalization to another
population.

In future studies, we plan to continue analyzing the differ-
ences between both age groups with other techniques, such as
semantic network analysis, based on the suggestion of the
Aging Lexicon Group (Wulff et al. 2018) for a Free
Association Task, and the methodological strategy proposed
by Dubossarsky et al. (2017). We are presently working on a
comparison of the structural properties of semantic networks
for younger and older adults, generated on the basis of the data
obtained from a features production task using the same 400
concepts of the Spanish semantic norms for younger and older
adults.

In addition, it would be relevant to have normative data for
older adults for other kinds of concepts, such as abstract or
emotional, and therefore future research in this area would be
welcomed.

Appendix 1

The English language translation of the instructions given to
participants is as follows:

“This experiment is part of a research project into how
people give meaning to the words they read. On the next page,
there are a series of words. Please list all the features that come
to mind to describe the concept to which each word refers.
You can write down different characteristics: physical

properties, internal parts, appearance, sounds, smell and
touch. Think about when and where the object is used, and
for what purpose, and the category to which it belongs. Here
are two examples of the kinds of features that people list:

Appendix 2

Wu and Barsalou’s basic coding scheme
Taxonomic Categories (C). A category in the taxonomy

to which a concept belongs.
Synonym (C-syn). A synonym of a concept (e.g., car–

AUTOMOBILE; cat–FELINE).
Ontological category (C-ont).A category for a basic kind

of thing in existence, including thing, substance, object, hu-
man, animal, plant, location, time, activity, event, action,
state, thought, emotion (e.g., cat–ANIMAL; computer–
OBJECT).

Superordinate (C-super). A category one level above a
concept in a taxonomy (e.g., car–VEHICLE; apple–FRUIT).

Coordinate (C-coord).Another category in the superordi-
nate category to which a concept belongs (e.g., apple–
ORANGE; oak–ELM).

Subordinate (C-subord). A category one level below the
target concept in a taxonomy (e.g., chair–ROCKING
CHAIR; frog–TREE FROG).

Individual (C-indiv). A specific instance of a concept
(e.g., car–MY CAR; house–MY PARENTS’ HOUSE).

Situation Properties (S). A property of a situation, where
a situation typically includes one or more agents, at some
place and time, engaging in an event, with one or more entities
in various semantic roles (e.g., picnic, conversation, vacation,
meal).

Person (S-person). An individual person or multiple peo-
ple in a situation (e.g., toy–CHILDREN; car–PASSENGER;
furniture–PERSON).

Knife Duck

Cuts Is a bird

Is dangerous Is an animal

Found in kitchens Flies

Is a weapon Emigrates

Is a utensil Lays eggs

Cutlery Has wings

Has a beak

Poetry

Has feathers

Lives in the water
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Living thing (S-living). A living thing in a situation that is
not a person, including other animals and plants (e.g., sofa–
CAT; park–GRASS).

Object (S-object). An inanimate object in a situation, ex-
cept buildings (e.g., watermelon–on a PLATE; cat–scratch
SOFA).

Social organization (S-socorg). A social institution, a
business or a group of people or animals in a situation (e.g.,
freedom–GOVERNMENT; radio–K-MART; picnic–
FAMILY; dog–PACK).

Social artifact (S-socart). A relatively abstract entity—
sometimes partially physical (book) and sometimes complete-
ly conceptual (verb)—created in the context of sociocultural
institutions (e.g., farm–a book (about), a movie (about);
invention–a group project; to carpet–a verb).

Building (S-build). A building in a situation (e.g., book–
LIBRARY; candle–CHURCH)

Location (S-loc).A place in a situation where an entity can
be found, or where people engage in an event or activity (e.g.,
car–IN A PARK; buy–IN PARIS).

Spatial relation (S-spat). A spatial relation between two
or more things in a situation (e.g., watermelon–the ants
crawled ACROSS the picnic table; vacation–we slept BY
the fire).

Time (S-time).A time period associated with a situation or
with one of its properties (e.g., picnic–FOURTH OF JULY;
sled–DURING THE WINTER). When an event is used as a
time (e.g., muffin–BREAKFAST), code the event as S-event.

Action (S-action). An action (not introspective) that an
agent (human or nonhuman) performs intentionally in a situ-
ation (e.g., shirt–WEAR; apple–EAT). When the action is
chronic and/or characteristic of the entity, use E-beh.

Event (S-event). A stand-alone event or activity in a situ-
ation where the action is not foregrounded but is on a relative-
ly equal par with the setting, agents, entities, etc. (e.g.,
watermelon–PICNIC, car–TRIP; church–WEDDING). Use
SA when the action is foregrounded (e.g., use SEV for church–
MARRY vs. but use SA for church–WEDDING).

Manner (S-manner). The manner in which an action or
event is performed in a situation (e.g., watermelon–SLOPPY
eating; car–FASTER than walking). Typically the modifica-
tion of an action in terms of its quantity, duration, style, etc.
Code the action itself as S-action, S-event or E-beh.

Function (S-func). A typical goal or role that an entity
serves for an agent in a situation by virtue of its physical
properties with respect to relevant actions (e.g., car–
TRANSPORTATION; clothing–PROTECTION).

Physical state (S-physt). A physical state of a situation or
any of its components except entities whose states are coded
with ESYS, and social organizations whose states are coded
with SSS (e.g., mountains–DAMP; highway–CONGESTED).

Social state (S-socst). A state of a social organization in a
situation (e.g., family–COOPERATIVE; people–FREE).

Quantity (S-quant).A numerosity, frequency, intensity or
typicality of a situation or any of its properties except of an
entity, whose quantitative aspects are coded with EQ (e.g.,
vacation–lasted for EIGHT days; car–a LONG drive).

Entity Properties (E). Properties of a concrete entity, ei-
ther animate or inanimate. Besides being a single self-
contained object, an entity can be a coherent collection of
objects (e.g., forest).

External component (E-excomp). A three-dimensional
component of an entity that, at least to some extent, normally
resides on its surface (e.g., car–HEADLIGHT; tree–
LEAVES).

Internal component (E-incomp). A three-dimensional
component of an entity that normally resides completely in-
side the closed surface of the entity (e.g., apple–SEEDS;
jacket–LINING).

External surface property (E-exsurf). An external prop-
erty of an entity that is not a component, and that is perceived
on or beyond the entity's surface, including shape, color, pat-
tern, texture, touch, smell, taste, sound, etc. (e.g.,
watermelon–OVAL; apple–RED).

Internal surface property (E-insurf).An internal proper-
ty of an entity that is not a component, that is not normally
perceived on the entity’s exterior surface, and that is only
perceived when the entity’s interior surface is exposed; in-
cludes color, pattern, texture, size, touch, smell, taste, etc.
(e.g., apple–WHITE, watermelon–JUICY).

Substance/Material (E-mat).Thematerial or substance of
which something is made (e.g., floor–WOOD; shirt–CLOTH.

Spatial relation (E-spat). A spatial relation between two
or more properties within an entity, or between an entity and
one of its properties (e.g., car–window ABOVE door;
watermelon–green OUTSIDE).

Systemic property (E-sys). A global systemic property of
an entity or its parts, including states, conditions, abilities,
traits, etc. (e.g., cat–ALIVE; dolphin–INTELLIGENT; car–
FAST).

Larger whole (E-whole). A whole to which an entity be-
longs (e.g., window–HOUSE; apple–TREE).

Entity behavior (E-beh). A chronic behavior of an entity
that is characteristic of its nature, and that is described as a
characteristic property of the entity, not as a specific intention-
al action in a situation (e.g., tree–BLOWS IN THE WIND;
bird–FLIES; person–EATS).

Abstract entity property (E-abstr). An abstract property
of the target entity not dependent on a particular situation (e.g.,
teacher–DEMOCRAT; transplanted Californian–
BUDDHIST).

Quantity (E-quant).A numerosity, frequency, size, inten-
sity, or typicality of an entity or its properties (e.g., jacket–an
ARTICLE of clothing; cat–FOUR legs; tree–LOTS of leaves;
apple–COMMON fruit; watermelon–USUALLY green;
apple–VERY red).
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Introspective Properties (I). A property of a subject’s
mental state as he or she views a situation, or a property of a
character’s mental state in a situation.

Affect/emotion (I-emot). An affective or emotional state
toward the situation or one of its components by either the subject
or a participant (e.g., magic–a sense of EXCITEMENT;
vacation–I was HAPPY; smashed car–ANGER).

Evaluation (I-eval). A positive or negative evaluation of a
situation or one of its components by the either the subject or a
participant (e.g., apples–I LIKE them; vacation–I wrote a
STUPID paper). Typically more about the situation or com-
ponent than about the perceiver, often attributing a trait to it
(e.g., BEAUTIFUL, COMMON). Use I-emot when the focus
is more on the perceiver and on a traditional emotional state.

Representational state (I-rep).A relatively static or stable
representational state in the mind of a situational participant,
including beliefs, goals, desires, ideas, perceptions, etc. (e.g.,
smashed car–believed it was not working; tree–wanted to cut
it down; tree—I had a good VIEW of a bird in it).

Cognitive operation (I-cogop). An online operation or
process on a cognitive state, including retrieval, comparison,
learning, etc. (e.g., watermelon–I REMEMBER a picnic;
rolled grass–LOOKS LIKE a burrito; car–I LEARNED
how to drive).

Contingency (I-contin). A contingency between two or
more aspects of a situation, including: conditionals and
causals, such as if, enable, cause, because, becomes, under-
lies, depends, requires, etc.; correlations such as correlated,
uncorrelated, negatively correlated, etc.; others including
possession and means (e.g., car–REQUIRES gas; tree–has
leaves DEPENDING ON the type of tree; vacation–FREE
FROM work; magic–I was excited BECAUSE I got to see
the magician perform; car–MY car).

Negation (I-neg). An explicit mention of the absence of
something, with absence requiring a mental state that repre-
sents the opposite (e.g., car–NO air conditioning, apple–NOT
an orange).

Quantity (I-quant). A numerosity, frequency, intensity or
typicality of an introspection or one of its properties (e.g.,
truth–a SET of beliefs; buy–I was VERY angry at the sales-
woman; magic–I was QUITE baffled by the magician).

Miscellaneous (M). Information in a protocol not of theo-
retical interest.

Cue (M-cue). The cue concept given to the subject (e.g.,
car, apple).

Hesitation (M-hesit). A non-word utterance, or an incom-
plete utterance (e.g., um, uh, ah)

Repetition (M-repit).Repetition of an item already coded.
These primarily refer to repetitions at the conceptual level.
Thus, two repetitions of the same wordmay not be repetitions,
and two different words could be repetitions. Also, when a
different instance of the same concept is mentioned, these are
not counted as repetitions.

Meta-comment (M-meta). Ameta-comment having to do
with the generation task that is not part of the conceptual
content (e.g., house–THEY CAN TAKE SO MANY
FORMS; transplanted Californian–IT IS HARD TO
IMAGINE THIS).

Appendix 3

Unification criteria
USE CAPITAL LETTERS.
DO NOT USE ACCENT MARKS OR THE LETTER Ñ

IN THE FORMS.
1-If in the case of SHOVEL the features are MAY BE A

TOY and/or MAY BE A TOOL, keep them as separate fea-
tures because they refer to specific classes -subtypes- of
shovels, but replace MAY_BE_ A¬_TOY and MAY_BE_
A_TOOL for A¬_TOY and A_TOOL, respectively.

2-When a feature refers to a subtype, add EG -. For exam-
ple: if the original feature is ANGOLA, the modified feature
would be EG - ANGOLA.

As for materials, although several types may be used - as in
c lo th ing - , i t a lways goes MADE_OF (such as
MADE_OF_LEATHER, MADE_OF_PLASTIC).

3-Replace WITHOUT or LACK with HAS_NO. For ex-
ample: WITHOUT PEAK would result in HAS_NO_PEAK

4-In those cases in which features are similar to EDIBLE or
IS EATEN, do not unify them, keep them separate.

5-Features that are adjectives (in Spanish) should be writ-
ten in their singular and masculine form. For example: in the
case of UVAS (GRAPES in English), we may find SON
RICAS (ARE TASTY in English); replace this feature with
IS_TASTY. In the case of BOLSAS DE COMPRAS
(SHOPPING BAGS in English), If we find the feature in its
p lura l and feminine form, which in Spanish is
E S TAMPADAS , w e s h o u l d r e p l a c e i t w i t h
ES_ESTAMPADO (singular, masculine) (in English
IS_STAMPED).

6-If an adjective is preceded by IS (for example, IS
YELLOW), do not delete it. Also add IS in case the feature
is only the adjective. Thus, if RED appears as a feature for
APPLE, replace it by IS_RED.

7-If a feature is composed of a concrete noun preceded by
IS and, possibly, by an indefinite article (as in the case of
IS_AN_ORNAMENT), keep it as such (neither the verb nor
the article should be deleted). If only the noun (ORNAMENT)
appears, add the verb and the article.

8-To differentiate between features that allude to superor-
dinate and coordinated categories, and synonyms, add IS_A/
AN.

9-When features are preceded by prepositions that make
the cod ing va ry ( such a s FOR_DINNING and
IN_THE_DINNING_ROOM for CHAIR, which would be
coded as C-subord and S-build respectively), they should
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not be unified in an identical formula. In those cases we would
say, EG -DINING and FOUND_IN_THE_DINING_ROOM,
respectively.

10-Eliminate those quantifiers that are "vague" (such as
USUALLY..., GENERALLY..., etc.). Retain those that are
specific/numeric (e.g., HAS_FOUR_LEGS). That is, when
a feature includes a definite quantifier (e.g., FOUR,
TWO...), it must be separated in such a way that two fea-
tures are generated: one containing a noun and a quantifier,
and another one including only the noun. For example: in
the case of LION, the feature HAS_FOUR_LEGS should
be decomposed in this way: HAS_FOUR_LEGS (first) +
HAS_LEGS (second).

11-If several features appear in the same sentence, separate
them (for example: in the case of ARE WHITE OR BLACK,
two new features would be generated: IS_WHITE, on the one
hand, and IS_BLACK, on the other hand, since in this case
criterion 5 also applies). In case the features refer to the same/
single thing, do not separate them (e.g., COW > IS WHITE
A N D B L A C K > w o u l d s i m p l y b e c o m e
IS_WHITE_AND_BLACK). That is, if the attribute contains
a disjunction, split it; if it contains a conjunction, do not split
it.

12-Split complex/compound features. Examples: if in the
case of CROCODILE, IS_A FEROCIOUS_ANIMAL ap-
pears , replace i t by the fol lowing two features:
IS_AN_ANIMAL and IS_FEROCIOUS, since it can be sep-
arated without loss of information or semantic alteration.

However, complex features consisting of a noun or verb
and adjectives or adverbs that modify that noun or verb (and
not directly the concept) should not be split. For example: in
the case of OSTRICH, the feature HAS_LONG_NECK ap-
pears. LONG qualifies NECK, but not OSTRICH. For this
reason, this feature should be kept in its original form.
Another example: also for OSTRICH, is RUNS_SWIFTLY.
SWIFTLY qualifies RUNS. For this reason, this feature
should not be split into RUNS + RUNS_SWIFTLY, but
should be preserved in its original form.

13-When a feature includes "commas" to avoid reiteration
(for example, in the case of PAN one of the features was
something like USED FOR MAKING PANCAKES, FRIED
EGGS, BACON), it must be divided in such a way that each
of the features reproduces the first part together with what
comes next after the comma (following the same example,
this single feature would result in three different features:
U S E D _ F O R _ M A K I N G _ P A N C A K E S +
U S E D _ F O R _ M A K I N G _ F R I E D _ E G G S +
USED_FOR_MAKING_BACON).

14-Replace any of the following or similar terms:
DISTINCT, DIFFERENT, DIVERSE (e.g., DISTINCT
COLORS / DIVERSECOLORS), byDIFFERENT. So in this
examp le , t he f ea tu r e shou ld be fo rmu la t ed a s
DIFFERENT_COLORS.

15-If USED FOR...or FOR appears, keep only
USED_FOR_...

16-When features do not start with USED FOR, but only
with FOR, use USED_FOR. In the Spanish version, we dis-
tinguished the functions inherent to the referent of a concept
from those actions that were performed on that referent, so we
used different formulas to differentiate them.

If GIVES_HEAT is used for FIREPLACE, it is modified
as USED_FOR_HEATING_UP because that is its function,
but GIVES_FRUITS for TREE is retained as such because it
is neither a functional feature nor an action exerted on the
concept.

17-Begin all features that account for actions exerted on the
concept with the formula USED_FOR. Therefore, replace for-
mulations such as IS UTILIZED FOR or IS EMPLOYED
FOR with USED_FOR.

18-Add HAS in case a feature refers to an internal or ex-
ternal component of an entity. For example: if MANE appears
in the case of LION, complete this feature by adding HAS,
which would result in HAS_MANE. If expressions equivalent
to HAS, such as WITH or POSSESS, appear spontaneously,
replace them with HAS. For example: WITH MANE should
be replaced by HAS_MANE. If the article (HAS_A_LIGHT)
appears, it should be removed (HAS_LIGHT).

19-Do not include accent marks, and delete those that have
been preserved.

20-In the case of MUSICAL INSTRUMENTS, if it says
WIND , i t mu s t b e c omp l e t e d w i t h A_WIND
MUSICAL_INSTRUMENT.

21-Unify WARMS, IS WARM and USED FOR
KEEPING WARM as USED_FOR_KEEPING_WARM.
Apply this criterion for analogous features, such as COOLS
in FRIDGE which should remain as USED_FOR COOLING
and WASHES in WASHING MACHINE which should re-
main as USED_FOR_WASHING.

22-Begin the features that allude to the habitat (that is, the
place that a living being naturally inhabits) with LIVES_IN,
even if the original feature only mentions the place. For ex-
ample, if WATER is mentioned for the concept FISH, write
LIVES_IN_THE_WATER. If FARM is said in the case of the
concept COW, write LIVES_IN_THE_FARM.

23-If a feature refers to the place where a non-living object
is located, write FOUND_IN. For example, if KITCHEN or
IS IN THE KITCHEN is said in the case of FAUCET, write
FOUND_IN_THE_KITCHEN.

24-Substitute features like CLOTHES, GARMENT,
OUTFIT and other similar features for CLOTHING.

25-Replace SMALL by IS_SMALL.
26-When a feature refers to a material, add this formula to

the beginning: MADE_OF_... For example: in the case of
SHOPPING BAG, PLASTIC is mentioned; this feature
should be formulated as MADE_OF_PLASTIC. In the case
of FIREPLACE, the feature ISMADEOFBRICKS should be
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stated as MADE_OF_BRICKS. In the case of WHEEL,
I T _HAS_RUBBER s h o u l d b e f o rmu l a t e d a s
MADE_OF_RUBBER.

27-Features that refer to "having hair" (such as IS FURRY,
FUR, etc.) must be replaced by the feature: HAS_HAIR, ex-
cept in the case of animals that characteristically have a lot of
hair, such as SHEEP, in which case IS_FURRY is retained
and the features HAIR or HAS_HAIR are subsumed in
IS_FURRY.

28-When an attribute is expressed as an unconjugated verb,
it should be replaced by the conjugated form in the present
indicative tense. For example: if in the case of LION the verb
ROAR appears, it should be replaced by ROARS.

29-The feature IS COLORED... should be reduced to the
formula IS... Thus, ARE VIOLET should be transformed into
IS_VIOLET.

30-If in the case of musical instruments only AN
INSTRUMENT is mentioned, MUSICAL should be added.
But if in another column that same subject provided WIND,
PERCUSSION or STRING, that is added as well, so the fea-
ture should be framed as A_WIND/PERCUSSION/
STRING_MUSICAL_INSTRUMENT.

31-Retain the features FOOD and FOODSTUFF (in their
correct forms: A_FOOD, A_FOODSTUFF), without replac-
ing one by the other. This is true for superordinate features
(e.g., A_FOODSTUFF in the case of CORN). The unification
is different (A/AN_ is not added) if the features refer to asso-
ciated objects, as in the case of FOOD in SALT SHAKER.

32-In the case of an inanimate object, where it says FLIES
and USED_FOR_FLYING, uni fy every th ing as
USED_FOR_FLYING, as it is the inherent function of the
object.

33-With respect to body parts, such as TOE, the superor-
dinate feature should be framed as A_PART_OF_
THE_BODY. The s ame app l i e s t o A_PART_
OF_THE_FACE.

34-With respect to features such as IS FOR WOMEN/
CHILDREN/ETC., IS USED BY MEN and similar ones,
the feature should be stated as USED_ BY_WOMEN/
CHILDREN/ETC.

35-Features of the type IT COMES FROM A TREE, IS
ON THE PLANT (corresponding to concepts that are
FRUITS or VEGETABLES) must be replaced by
GROWS_ON_TREES/PLANTS.

36 - I n t h e c a s e o f NOISE , MAKES_NOISE ,
MAKES_NOISES, etc., review each particular concept in
the Norms, because the same criteria were not applied in all
cases.

37-When referring to BODY PARTS, if these type of fea-
tures are mentioned, USED_FOR_GRABBING (HAND),
USED_FOR_SPEAKING (MOUTH), IS_FOR_WALKING
(LEG), USED_FOR_ should be used since you are making
reference to the function.

38-All features referring to MUSIC must be unified as
USED_FOR_MAKING_MUSIC (in some concepts of the
Norms only MUSIC was used). In RECORD PLAYER and
HEADPHONES, USED_FOR_PLAYING_MUSIC and
USED_FOR_LISTENING_TO_MUSIC were used,
respectively.

39-If someone alludes to another concept (for example:
BASKET - IS A CARD GAME) we directly remove the fea-
ture.

Acknowledgements We would like to thank Brenda Piccolo, Valeria
Mirasso, Laura Inveninato, Roxana Savastano, Sandra Martínez,
Gabriel Bursztin, Tomás Torres Barbero, Gastón Deniau de Langhe,
Delfina Nogués and Fiorella Catacci for their contribution to data collec-
tion and codification. This project obtained the following funding: PICT
2018-1419, from FONCYT (Agencia Nacional de Promoción Científica
y Tecnológica) funded by BID and Secretaría de Ciencia y Técnica,
Universidad Nacional de Mar del Plata, Cod. 15/H280 PSI 301/19.

References

Barbarotto, R., Capitani, E., & Laiacona, M. (2001). Living musical
instruments and inanimate body parts? Neuropsychologia. https://
doi.org/10.1016/S0028-3932(00)00128-7

Barsalou, L. W. (1982). Context-independent and context-dependent in-
formation in concepts. Memory & Cognition, 10(1), 82–93. https://
doi.org/10.3758/BF03197629

Beasley, T. M., & Schumacher, R. E. (1995). Multiple regression ap-
proach to analyzing contingency tables: Post hoc and planned com-
parison procedures. Journal of Experimental Education, 64(1), 79–
93. https://doi.org/10.1080/00220973.1995.9943797

Bolognesi, M., Pilgram, R., & van den Heerik, R. (2017). Reliability in
content analysis: The case of semantic feature norms classification.
Behavior Research Methods, 49(6), 1984–2001. https://doi.org/10.
3758/s13428-016-0838-6

Buchanan, E. M., Valentine, K. D., & Maxwell, N. P. (2019). English
semantic feature production norms: An extended database of 4436
concepts. Behavior Research Methods. https://doi.org/10.3758/
s13428-019-01243-z

Burke, D. M., & Shafto, M. A. (2004). Aging and Language Production.
Current Directions in Psychological Science, 13(1), 21–24. https://
doi.org/10.1111/j.0963-7214.2004.01301006.x

Castro, N., Curley, T., & Hertzog, C. (2020). Category norms with a
cross-sectional sample of adults in the United States:
Consideration of cohort, age, and historical effects on semantic cat-
egories. Behavior Research Methods. https://doi.org/10.3758/
s13428-020-01454-9

Chaigneau, S. E., Canessa, E., Barra, C., & Lagos, R. (2018). The role of
variability in the property listing task. Behavior Research Methods,
50(3), 972–988. https://doi.org/10.3758/s13428-017-0920-8

Coane, J. H., & Umanath, S. (2021). A database of general knowledge
questions performance in older adults. Behavior Research Methods,
415–429. https://doi.org/10.3758/s13428-020-01493-2

Cornelia D., Moldovan Pilar, Ferré Josep, Demestre Rosa, Sánchez-
Casas (2015) Semantic similarity: normative ratings for 185
Spanish noun triplets. Behavior Research Methods 47(3), 788–
799. https://doi.org/10.3758/s13428-014-0501-z

Cycowicz, Y. M., Friedman, D., Rothstein, M., & Snodgrass, J. G.
(1997). Picture naming by young children: Norms for name agree-
ment, familiarity, and visual complexity. Journal of Experimental

984 Behav Res  (2022) 54:970–986

1 3

https://doi.org/10.1016/S0028-3932(00)00128-7
https://doi.org/10.1016/S0028-3932(00)00128-7
https://doi.org/10.3758/BF03197629
https://doi.org/10.3758/BF03197629
https://doi.org/10.1080/00220973.1995.9943797
https://doi.org/10.3758/s13428-016-0838-6
https://doi.org/10.3758/s13428-016-0838-6
https://doi.org/10.3758/s13428-019-01243-z
https://doi.org/10.3758/s13428-019-01243-z
https://doi.org/10.1111/j.0963-7214.2004.01301006.x
https://doi.org/10.1111/j.0963-7214.2004.01301006.x
https://doi.org/10.3758/s13428-020-01454-9
https://doi.org/10.3758/s13428-020-01454-9
https://doi.org/10.3758/s13428-017-0920-8
https://doi.org/10.3758/s13428-020-01493-2
https://doi.org/10.3758/s13428-014-0501-z


Child Psychology, 65(2), 171–237https://doi.org/10.1006/jecp.
1996.2356

Devlin, J., Gonermann, L.M., Andersen, E.S., and Seidenberg, M.S.
(1998). Category-Speci?c Semantic De?cits in Focal and
Widespread Brain Damage: A Computational AccountCategory-
Speci?c Semantic De?cits in Focal and Widespread Brain
Damage: A Computational Account. Journal of Cognitive
Neurocience, 10, 77–94

Dubossarsky, H., De Deyne, S., & Hills, T. T. (2017). Quantifying the
structure of free association networks across the life span.
Developmental Psychology, 53(8), 1560–1570. https://doi.org/10.
1037/dev0000347

Erin M., Buchanan Jessica L., Holmes Marilee L., Teasley Keith A.,
Hutchison (2013) English semantic word-pair norms and a search-
able Web portal for experimental stimulus creation. Behavior
Research Methods, 45(3) 746–757. https://doi.org/10.3758/
s13428-012-0284-z

Estes, Z., Golonka, S., & Jones, L. L. (2011). Thematic Thinking. The
Apprehension and Consequences of Thematic Relations.
Psychology of Learning and Motivation - Advances in Research
and Theory. https://doi.org/10.1016/B978-0-12-385527-5.00008-5

Eugenio, Martnez-Celdrn Ana Ma., Fernndez-Planas Josefina, Carrera-
Sabat (1999) Castilian Spanish. Journal of the International
Phonetic Association 33(2) 255–259.https://doi.org/10.1017/
S0025100303001373

García Coni, Ana; Comesaña, Ana., Piccolo, Brenda, Vivas, J. (2020).
Relaciones conceptuales: Comparación entre niños, adultos jóvenes
y adultos mayores. Revista Iberoam, 13(1), 56–69.

García Coni, A., Ison, M., & Vivas, J. (2019). Conceptual flexibility in
school children: Switching between taxonomic and thematic rela-
tions. Cognitive Development, 52(August 2018). https://doi.org/10.
1016/j.cogdev.2019.100827

Garrard, P., Ralph, M. A, Hodges, J. R., & Patterson, K. (2001).
Prototypicality, distinctiveness, and intercorrelation: Analyses of
the semantic attributes of living and nonliving concepts. Cognitive
Neuropsychology, 18(2), 125–174. https://doi.org/10.1080/
02643290125857

Grieder, M., Crinelli, R. M., Koenig, T., Wahlund, L. O., Dierks, T., &
Wirth, M. (2012). Electrophysiological and behavioral correlates of
stable automatic semantic retrieval in aging. Neuropsychologia,
50(1), 160–171. https://doi.org/10.1016/j.neuropsychologia.2011.
11.014

Hardt, O., Nader, K., & Nadel, L. (2013). Decay happens: the role of
active forgetting in memory. Trends in Cognitive Science, 17(3),
111–120. Doi: https://doi.org/10.1016/j.tics.2013.01.001.

Harada, C. N., Natelson Love, M. C., & Triebel, K. L. (2013). Normal
cognitive aging. Clinics in Geriatric Medicine, 29(4), 737–752.
https://doi.org/10.1016/j.cger.2013.07.002

Hoffman, P. (2019). Divergent effects of healthy ageing on semantic
knowledge and control: Evidence from novel comparisons with se-
mantically impaired patients. Journal of Neuropsychology, 13(3),
462–484. https://doi.org/10.1111/jnp.12159

Hualde, J. I. (2014). Los sonidos del español. Cambridge: Cambridge
University Press.

Jorge, Vivas Boris, Kogan Matías, Yerro Sofía, Romanelli Leticia, Vivas
(2021) Describing the structure of concepts through different feature
levels. Journal of Cognitive Psychology 33(1) 49-63.https://doi.org/
10.1080/20445911.2020.1858840

Kausler, D. H. (1991).Experimental psychology, cognition, and human
aging. New York: Springer- Verlag.

Ken, McRae George S., Cree Mark S., Seidenberg Chris, Mcnorgan
(2005) Semantic feature production norms for a large set of living
and nonliving things. Behavior Research Methods 37(4) 547–559.
https://doi.org/10.3758/BF03192726

Kremer, G., & Baroni, M. (2011). A set of semantic norms for German
and Italian. Behavior Research Methods, 43(1), 97–109. https://doi.
org/10.3758/s13428-010-0028-x

Krieger-Redwood, K.,Wang, H. T., Poerio, G., Martinon, L.M., Riby, L.
M., Smallwood, J., & Jefferies, E. (2019). Reduced semantic control
in older adults is linked to intrinsic DMN connectivity.
Neuropsychologia, 132(May), 1–10. https://doi.org/10.1016/j.
neuropsychologia.2019.107133

Lenci, A., Baroni, M., Cazzolli, G., & Marotta, G. (2013). BLIND: A set
of semantic feature norms from the congenitally blind. Behavior
Research Methods, 45(4), 1218–1233. https://doi.org/10.3758/
s13428-013-0323-4

Mahon, B. Z., & Caramazza, A. (2009). Concepts and categories: A
cognitive neuropsychological perspective. Annual Review of
Psychology, 60, 27–51. https://doi.org/10.1146/annurev.psych.60.
110707.163532

Maintenant, C., Blaye, A., & Paour, J. L. (2011). Semantic Categorical
Flexibility and Aging: Effect of Semantic Relations onMaintenance
and Switching. Psychology and Aging, 26(2), 461–466. https://doi.
org/10.1037/a0021686

Maintenant, C., Blaye, A., Pennequin, V., & Paour, J. L. (2013).
Predictors of semantic categorical flexibility in older adults. British
Journal of Psychology, 104(2), 265–282. https://doi.org/10.1111/j.
2044-8295.2012.02116.x

Manoiloff, L., Artstein, M., Canavoso, M. B., Fernández, L., & Segui, J.
(2010). Expanded norms for 400 experimental pictures in an
Argentinean Spanish-speaking population. Behavior Research
Methods, 42(2), 452–460. https://doi.org/10.3758/BRM.42.2.452

Maria, Montefinese Ettore, Ambrosini Beth, Fairfield Nicola,
Mammarella (2013) Semantic memory: A feature-based analysis
and new norms for Italian. Behavior Research Methods, 45(2)
440-461 https://doi.org/10.3758/s13428-012-0263-4

Marínez-Cuitiño, M., Barreyro, J.P., Wilson, M., Jaichenco, V. (2015).
Interdisciplinaria ISSN: 0325-8203 Centro Interamericano de
Investigaciones Psicológicas y Ciencias Afines Argentina 400
DIBUJOS EN ESPAÑOL Cent ro In te ramer icano de
Investigaciones Psicológicas y Ciencias Afines Buenos Aires ,
Argentina Cómo citar el art. Interdisciplinaria, 32(2), 289–305.
Retrieved from http://www.redalyc.org/articulo.oa?id=
18043528006

Marques, J. F., Cappa, S. F., & Sartori, G. (2011). Naming From
Definition, Semantic Relevance and Feature Type: The Effects of
Aging and Alzheimer’s Disease.Neuropsychology, 25(1), 105–113.
https://doi.org/10.1037/a0020417

McNealy, K.,Mazziotta, J. C., &Dapretto,M. (2010). The neural basis of
speech parsing in children and adults. Developmental Science,
13(2), 385–406. https://doi.org/10.1111/j.1467-7687.2009.00895.x

Minto-García, A., Arias-Trejo, N., & Vargas-García, E. M. (2020).
Lexical Relations in Spanish-Speaking Older Adults. Journal of
Psycholinguistic Research (Vol. 49). Springer US. https://doi.org/
10.1007/s10936-020-09708-5

Mudar, R. A., & Chiang, H. S. (2017). Categorization and aging.
Handbook of Categorization in Cognitive Science (Second Edi).
Elsevier Ltd. https://doi.org/10.1016/B978-0-08-101107-2.00011-7

Paul, Hoffman (2018) An individual differences approach to semantic
cognition: Divergent effects of age on representation retrieval and
selection. Scientific Reports 8(1). https://doi.org/10.1038/s41598-
018-26569-0

Paul, Hoffman Alexa M., Morcom (2018) Age-related changes in the
neural networks supporting semantic cognition: A meta-analysis of
47 functional neuroimaging studies. Neuroscience & Biobehavioral
Reviews, 84134–150. https://doi.org/10.1016/j.neubiorev.2017.11.
010

Rumiati, R. I., Foroni, F., Pergola, G., Rossi, P., & Silveri, M. C. (2016).
Lexical-semantic deficits in processing food and non-food items.

985Behav Res  (2022) 54:970–986

1 3

https://doi.org/10.1006/jecp.1996.2356
https://doi.org/10.1006/jecp.1996.2356
https://doi.org/10.1037/dev0000347
https://doi.org/10.1037/dev0000347
https://doi.org/10.3758/s13428-012-0284-z
https://doi.org/10.3758/s13428-012-0284-z
https://doi.org/10.1016/B978-0-12-385527-5.00008-5
https://doi.org/10.1017/S0025100303001373
https://doi.org/10.1017/S0025100303001373
https://doi.org/10.1016/j.cogdev.2019.100827
https://doi.org/10.1016/j.cogdev.2019.100827
https://doi.org/10.1080/02643290125857
https://doi.org/10.1080/02643290125857
https://doi.org/10.1016/j.neuropsychologia.2011.11.014
https://doi.org/10.1016/j.neuropsychologia.2011.11.014
https://doi.org/10.1016/j.tics.2013.01.001
https://doi.org/10.1016/j.cger.2013.07.002
https://doi.org/10.1111/jnp.12159
https://doi.org/10.1080/20445911.2020.1858840
https://doi.org/10.1080/20445911.2020.1858840
https://doi.org/10.3758/BF03192726
https://doi.org/10.3758/s13428-010-0028-x
https://doi.org/10.3758/s13428-010-0028-x
https://doi.org/10.1016/j.neuropsychologia.2019.107133
https://doi.org/10.1016/j.neuropsychologia.2019.107133
https://doi.org/10.3758/s13428-013-0323-4
https://doi.org/10.3758/s13428-013-0323-4
https://doi.org/10.1146/annurev.psych.60.110707.163532
https://doi.org/10.1146/annurev.psych.60.110707.163532
https://doi.org/10.1037/a0021686
https://doi.org/10.1037/a0021686
https://doi.org/10.1111/j.2044-8295.2012.02116.x
https://doi.org/10.1111/j.2044-8295.2012.02116.x
https://doi.org/10.3758/BRM.42.2.452
https://doi.org/10.3758/s13428-012-0263-4
http://www.redalyc.org/articulo.oa?id=18043528006
http://www.redalyc.org/articulo.oa?id=18043528006
https://doi.org/10.1037/a0020417
https://doi.org/10.1111/j.1467-7687.2009.00895.x
https://doi.org/10.1007/s10936-020-09708-5
https://doi.org/10.1007/s10936-020-09708-5
https://doi.org/10.1016/B978-0-08-101107-2.00011-7
https://doi.org/10.1038/s41598-018-26569-0
https://doi.org/10.1038/s41598-018-26569-0
https://doi.org/10.1016/j.neubiorev.2017.11.010
https://doi.org/10.1016/j.neubiorev.2017.11.010


Brain and Cognition, 110, 120–130. https://doi.org/10.1016/j.
bandc.2016.08.007

Sartori, G., Lombardi, L., & Mattiuzzi, L. (2005). Semantic relevance
bes t pred ic t s normal and abnormal name re t r i eva l .
Neuropsychologia, 43(5), 754–770. https://doi.org/10.1016/j.
neuropsychologia.2004.08.001

Sartori, Giuseppe, Gnoato, F., Mariani, I., Prioni, S., & Lombardi, L.
(2007). Semantic relevance, domain specificity and the sensory/
functional theory of category-specificity. Neuropsychologia, 45(5),
966–976. https://doi.org/10.1016/j.neuropsychologia.2006.08.028

Sartori, Giuseppe, & Lombardi, L. (2004). Semantic relevance and se-
mantic disorders. Journal of Cognitive Neuroscience, 16(3), 439–
452. https://doi.org/10.1162/089892904322926773

Sheskin, D. J. (2007). Handbook ofparametric and nonparametric sta-
tistical procedures (4th ed.). Boca Raton: Chapman & Hall/CRC.

Simon, De Deyne Steven, Verheyen Eef, Ameel Wolf, Vanpaemel
Matthew J., Dry Wouter, Voorspoels Gert, Storms (2008)
Exemplar by feature applicability matrices and other Dutch norma-
tive data for semantic concepts. Behavior Research Methods, 40(4)
1030–1048. https://doi.org/10.3758/BRM.40.4.1030

Verheyen, S., Droeshout, E., & Storms, G. (2019). Age-Related Degree
and Criteria Differences in Semantic Categorization. Journal of
Cognition, 2(1), 1–20. https://doi.org/10.5334/joc.74

Vinson, D. P., & Vigliocco, G. (2008). Semantic feature production
norms for a large set of objects and events. Behavior Research
Methods, 40(1), 183–190. https://doi.org/10.3758/BRM.40.1.183

Vivas, J., Kogan, B., Romanelli, S., Lizarralde, F., & Corda, L. (2020a).
A cross-linguistic comparison of Spanish and English semantic
norms: Looking at core features. Applied Psycholinguistics, 41(2),
285–297. https://doi.org/10.1017/S0142716419000523

Vivas, J. R., Martínez, S., Krzemien, D., & Lizarralde, F. (2020b).
Estabilidad semántica en la producción de atributos semánticos entre
adultos mayores y adultos jóvenes [Semantic Stability in the
Production of Semantic Features between Senior and Young
Adults]. Avances En Psicologia Latinoamericana, 38(2), 1–25.

Vivas, J., Vivas, L., Comesaña, A., Coni, A. G., & Vorano, A. (2017).
Spanish semantic feature production norms for 400 concrete con-
cepts. Behavior Research Methods, 49(3), 1095–1106. https://doi.
org/10.3758/s13428-016-0777-2

Vivas, L., Montefinese, M., Bolognesi, M., & Vivas, J. (2020c). Core
features: measures and characterization for different languages.
Cognitive Processing, 21(4), 651–667. https://doi.org/10.1007/
s10339-020-00969-5

Walter, Kintsch (2001) Predication. Cognitive Science, 25(2) 173–202.
https://doi.org/10.1207/s15516709cog2502_1

Wim, Ruts Simon, De Deyne Eef, Ameel Wolf, Vanpaemel Timothy,
Verbeemen Gert, Storms (2004) Dutch norm data for 13 semantic
categories and 338 exemplars. Behavior Research Methods
Instruments & Computers, 36(3) 506-515. https://doi.org/10.3758/
BF03195597

White, A., Storms, G., Malt, B. C., & Verheyen, S. (2018). Mind the
generation gap: Differences between young and old in everyday

lexical categories. Journal of Memory and Language, 98, 12–25.
https://doi.org/10.1016/j.jml.2017.09.001

WorldMedical Asociation (AMM). (2013). Declaración deHelsinki de la
AMM - Principios éticos para las investigaciones médicas en seres
humanos. World Medical Association, Inc, 1–8. Retrieved from
http://www.wma.net/es/30publications/10policies/b3/

Wu, L. Ling, & Barsalou, L. W. (2009). Perceptual simulation in concep-
tual combination: Evidence from property generation. Acta
Psychologica, 132(2), 173–189. https://doi.org/10.1016/j.actpsy.
2009.02.002

Wulff, D. U., Hills, T., & Mata, R. (2018, October 29). Structural differ-
ences in the semantic networks of younger and older adults. https://
doi.org/10.31234/osf.io/s73dp

Wulff, D. U., De Deyne, S., Jones, M. N., Mata, R., Austerweil, J. L.,
Harald Baayen, R., … Veríssimo, J. (2019). New Perspectives on
the Aging Lexicon. Trends in Cognitive Sciences https://doi.org/10.
1016/j.tics.2019.05.003

Yaling, Deng Ye, Wang Chenyang, Qiu Zhenchao, Hu Wenyang, Sun
Yanzhu, Gong Xue, Zhao Wei, He Lihong, Cao A Chinese
Conceptual Semantic Feature Dataset (CCFD). Behavior Research
Methods. https://doi.org/10.3758/s13428-020-01525-x

Yee, E., & Thompson-Schill, S. L. (2016). Putting concepts into context.
Psychonomic Bulletin and Review, 23(4), 1015–1027. https://doi.
org/10.3758/s13423-015-0948-7

Yoon, C., Feinberg, F., Gutchess, A. H., Hedden, T., Chen, H. Y. M., Hu,
P., … Park, D. C. (2004). Category norms as a function of culture
and age: Comparisons of item responses to 105 categories by
American and Chinese adults. Psychology and Aging, 19(3), 379–
393. https://doi.org/10.1037/0882-7974.19.3.379

Zannino, G. D., Perri, R., Pasqualetti, P., Caltagirone, C., & Carlesimo,
G. A. (2006). Analysis of the semantic representations of living and
non l iv ing concep t s : A norma t ive s tudy . Cogn i t i v e
Neuropsychology, 23(4), 515–540. https://doi.org/10.1080/
02643290542000067

Zortea, M., Menegola, B., Villavicencio, A., & de Salles, J. F. (2014).
Graph analysis of semantic word association among children, adults,
and the elderly.Psicologia: Reflexão e Crítica, 27(1), 90–99. https://
doi.org/10.1590/S0102-79722014000100011

Open Practice Statement

The databases used to perform the analyses we report in the current
paper are available in OSF (https://osf.io/h93mw/?view_only=
ef6c711799f6498a96818268d171347c).

Publisher’s note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.

986 Behav Res  (2022) 54:970–986

1 3

https://doi.org/10.1016/j.bandc.2016.08.007
https://doi.org/10.1016/j.bandc.2016.08.007
https://doi.org/10.1016/j.neuropsychologia.2004.08.001
https://doi.org/10.1016/j.neuropsychologia.2004.08.001
https://doi.org/10.1016/j.neuropsychologia.2006.08.028
https://doi.org/10.1162/089892904322926773
https://doi.org/10.3758/BRM.40.4.1030
https://doi.org/10.5334/joc.74
https://doi.org/10.3758/BRM.40.1.183
https://doi.org/10.1017/S0142716419000523
https://doi.org/10.3758/s13428-016-0777-2
https://doi.org/10.3758/s13428-016-0777-2
https://doi.org/10.1007/s10339-020-00969-5
https://doi.org/10.1007/s10339-020-00969-5
https://doi.org/10.1207/s15516709cog2502_1
https://doi.org/10.3758/BF03195597
https://doi.org/10.3758/BF03195597
https://doi.org/10.1016/j.jml.2017.09.001
http://www.wma.net/es/30publications/10policies/b3/
https://doi.org/10.1016/j.actpsy.2009.02.002
https://doi.org/10.1016/j.actpsy.2009.02.002
https://doi.org/10.1016/j.tics.2019.05.003
https://doi.org/10.1016/j.tics.2019.05.003
https://doi.org/10.3758/s13428-020-01525-x
https://doi.org/10.3758/s13423-015-0948-7
https://doi.org/10.3758/s13423-015-0948-7
https://doi.org/10.1037/0882-7974.19.3.379
https://doi.org/10.1080/02643290542000067
https://doi.org/10.1080/02643290542000067
https://doi.org/10.1590/S0102-79722014000100011
https://doi.org/10.1590/S0102-79722014000100011
https://osf.io/h93mw/?view_only=ef6c711799f6498a96818268d171347c
https://osf.io/h93mw/?view_only=ef6c711799f6498a96818268d171347c

	New Spanish semantic feature production norms for older adults
	Abstract
	Description of the norms
	Sample
	Materials
	Data collection
	Recording Process
	Measures and statistics

	File 1. Concept-feature
	File 2. Concept-concept
	File 3. Feature-feature
	File 4. Phonetic transcription

	Comparison between younger and older adults
	Discussion
	Appendix 1
	Appendix 2
	Appendix 3
	References


