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Abstract
Single-case experimental designs (SCEDs) have become a popular research methodology in educational science, psychology,
and beyond. The growing popularity has been accompanied by the development of specific guidelines for the conduct and
analysis of SCEDs. In this paper, we examine recent practices in the conduct and analysis of SCEDs by systematically reviewing
applied SCEDs published over a period of three years (2016–2018). Specifically, we were interested in which designs are most
frequently used and how common randomization in the study design is, which data aspects applied single-case researchers
analyze, and which analytical methods are used. The systematic review of 423 studies suggests that the multiple baseline design
continues to be the most widely used design and that the difference in central tendency level is by far most popular in SCED effect
evaluation. Visual analysis paired with descriptive statistics is the most frequently used method of data analysis. However,
inferential statistical methods and the inclusion of randomization in the study design are not uncommon. We discuss these results
in light of the findings of earlier systematic reviews and suggest future directions for the development of SCED methodology.

Keywords Single-case experimental designs . Visual analysis . Statistical analysis . Data aspects . Randomization . Systematic
review

Introduction

In single-case experimental designs (SCEDs) a single entity
(e.g., a classroom) is measured repeatedly over time under
different manipulations of at least one independent variable
(Barlow et al., 2009; Kazdin, 2011; Ledford & Gast, 2018).
Experimental control in SCEDs is demonstrated by observing
changes in the dependent variable(s) over time under the dif-
ferent manipulations of the independent variable(s). Over the
past few decades, the popularity of SCEDs has risen

continuously as reflected in the number of published SCED
studies (Shadish & Sullivan, 2011; Smith, 2012; Tanious
et al., 2020), the development of domain-specific reporting
guidelines (e.g., Tate et al., 2016a, 2016b; Vohra et al.,
2016), and guidelines on the quality of conduct and analysis
of SCEDs (Horner, et al., 2005; Kratochwill et al., 2010,
2013).

The What Works Clearinghouse guidelines

In educational science in particular, the US Department of
Education has released a highly influential policy document
through its What Works Clearinghouse (WWC) panel
(Kratochwill et al., 2010)1. The WWC guidelines contain rec-
ommendations for the conduct and visual analysis of SCEDs.
The panel recommended visually analyzing six data aspects of
SCEDs: level, trend, variability, overlap, immediacy of the
effect, and consistency of data patterns. However, given the

1 The What Works Clearinghouse panel (2020a, 2020c) has recently released
an updated version of the guidelines.We will discuss the updated guidelines in
light of the present findings in the Discussion section.
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subjective nature of visual analysis (e.g., Harrington, 2013;
Heyvaert & Onghena, 2014; Ottenbacher, 1990),
Kratochwill and Levin (2014) later called the formation of a
panel for recommendations on the statistical analysis of
SCEDs “the highest imminent priority” (p. 232, emphasis in
original) on the agenda of SCED methodologists.
Furthermore, Kratochwill and Levin—both members of the
original panel—contended that advocating for design-
specific randomization schemes in line with the recommenda-
tions by Edgington (1975, 1980) and Levin (1994) would
constitute an important contribution to the development of
updated guidelines.

Developments outside the WWC guidelines

Prior to the publication of updated guidelines, important prog-
ress had already been made in the development of SCED-
specific statistical analyses and design-specific randomization
schemes not summarized in the 2010 version of the WWC
guidelines. Specifically, three interrelated areas can be distin-
guished: effect size calculation, inferential statistics, and ran-
domization procedures. Note that this list includes effect size
calculation even though the 2010 WWC guidelines include
some recommendations for effect size calculation, but with
the reference that further research is “badly needed” (p. 23)
to develop novel effect size measures comparable to those
used in group studies. In the following paragraphs, we give
a brief overview of the developments in each area.

Effect size measures

The effect size measures mentioned in the 2010 version of the
WWC guidelines mainly concern the data aspect overlap: per-
centage of non-overlapping data (Scruggs, Mastropieri, &
Casto, 1987), percentage of all non-overlapping data (Parker
et al., 2007), and percentage of data points exceeding the
median (Ma, 2006). Other overlap-based effect size measures
are discussed in Parker et al. (2011). Furthermore, the 2010
guidelines discuss multilevel models, regression models, and
a standardized effect size measure proposed by Shadish et al.
(2008) for comparing results between participants in SCEDs.
In later years, this measure has been further developed for
other designs and meta-analyses (Hedges et al., 2012;
Hedges et al., 2013; Shadish et al., 2014) Without mentioning
any specific measures, the guidelines further mention effect
sizes that compare the different conditions within a single unit
and standardize by dividing by the within-phase variance.
These effect size measures quantify the data aspect level.
Beretvas and Chung (2008) proposed for example to subtract
the mean of the baseline phase from the mean of the interven-
tion phase, and subsequently divide by the pooled within-case
standard deviation. Other proposals for quantifying the data

aspect level include the slope and level change procedure
which corrects for baseline trend (Solanas et al., 2010), and
the mean baseline reduction which is calculated by subtracting
the mean of treatment observations from the mean of baseline
observations and subsequently dividing by the mean of the
baseline phase (O’Brien & Repp, 1990). Efforts have also
been made to quantify the other four data aspects. For an
overview of the available effect size measures per data aspect,
the interested reader is referred to Tanious et al. (2020).
Examples of quantifications for the data aspect trend include
the split-middle technique (Kazdin, 1982) and ordinary least
squares (Kromrey & Foster-Johnson, 1996), but many more
proposals exist (see e.g., Manolov, 2018, for an overview and
discussion of different trend techniques). Fewer proposals ex-
ist for variability, immediacy, and consistency. The WWC
guidelines recommend using the standard deviation for
within-phase variability. Another option is the use of stability
envelopes as suggested by Lane and Gast (2014). It should be
noted, however, that neither of these methods is an effect size
measure because they are assessed within a single phase. For
the assessment of between-phase variability changes,
Kromrey and Foster-Johnson (1996) recommend using vari-
ance ratios. More recently, Levin et al. (2020) recommended
the median absolute deviation for the assessment of variability
changes. The WWC guidelines recommend subtracting the
mean of the last three baseline data points from the first three
intervention data points to assess immediacy. Michiels et al.
(2017) proposed the immediate treatment effect index extend-
ing this logic to ABA and ABAB designs. For consistency of
data patterns, only one measure currently exists, based on the
Manhattan distance between data points from experimentally
similar phases (Tanious et al., 2019).

Inferential statistics

Inferential statistics are not summarized in the 2010 version of
theWWC guidelines. However, inferential statistics do have a
long and rich history in debates surrounding the methodology
and data analysis of SCEDs. Excellent review articles
detailing and explaining the available methods for analyzing
data from SCEDs are available in Manolov and Moeyaert
(2017) and Manolov and Solanas (2018). In situations in
which results are compared across participants within or be-
tween studies, multilevel models have been proposed. The
2010 guidelines do mention multilevel models, but with the
indication that more thorough investigation was needed before
their use could be recommended. With few exceptions, such
as the pioneering work by Van den Noortgate and Onghena
(2003, 2008), specific proposals for multilevel analysis of
SCEDs had long been lacking. Not surprisingly, the 2010
WWC guidelines gave new impetus for the development of
multilevel models for meta-analyzing SCEDs. For example,
Moeyaert, Ugille, et al. (2014b) and Moeyaert, Ferron, et al.
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(2014a) discuss two-level and three-level models for combin-
ing results across single cases. Baek et al. (2016) suggested a
visual analytical approach for refining multilevel models for
SCEDs. Multilevel models can be used descriptively (i.e., to
find an overall treatment effect size), inferentially (i.e., to ob-
tain a p value or confidence interval), or a mix of both.

Randomization

One concept that is closely linked to inferential statistics is
randomization. In the context of SCEDs, randomization refers
to the random assignment of measurements to treatment levels
(Onghena & Edgington, 2005). Randomization, when ethical-
ly and practically feasible, can reduce the risk of bias in
SCEDs and strengthen the internal validity of the study
(Tate et al., 2013). To incorporate randomization into the de-
sign, specific randomization schemes are needed, as previous-
ly stated (Kratochwill & Levin, 2014). In alternation designs,
randomization can be introduced by randomly alternating the
sequence of conditions, either unrestricted or restricted (e.g.,
maximum of two consecutive measurements under the same
condition) (Onghena & Edgington, 1994). In phase designs
(e.g., ABAB), multiple baseline designs, and changing crite-
rion designs, where no rapid alternation of treatments takes
place, it is possible to randomize the moment of phase change
after a minimum number of measurements has taken place in
each phase (Marascuilo & Busk, 1988; Onghena, 1992). In
multiple baseline designs, it is also possible to predetermine
different baseline phase lengths for each tier and then random-
ly allocate participants to different baseline phase lengths
(Wampold & Worsham, 1986). Randomization tests use the
randomization actually present in the design for quantifying
the probability of the observed effect occurring by chance.
These tests are among the earliest data analysis techniques
specifically proposed for SCEDs (Edgington, 1967, 1975,
1980).

Main goal

The main aim of the present paper is to systematically review
the methodological characteristics of recently published
SCEDs with an emphasis on the data aspects put forth in the
WWC guidelines. Specific research questions are:

& What is the frequency of the various single-case design
options?

& How common is randomization in the study design?
& Which data aspects do applied researchers include in their

analysis?
& What is the frequency of visual and statistical data analysis

techniques?

For systematic reviews of SCEDs predating the publication
of the WWC guidelines, the interested reader is referred to
Hammond and Gast (2010), Shadish and Sullivan (2011),
and Smith (2012).

Justification for publication period selection

The present systematic review deals with applied SCED stud-
ies published in the period from 2016 to 2018. The reasons for
the selection of this period are threefold: relevance,
sufficiency, and feasibility. In terms of relevance, there is a
noticeable lack of recent systematic reviews dealing with the
methodological characteristics of SCEDs in spite of important
developments in the field. Apart from the previously
mentioned reviews predating the publication of the 2010
WWC guidelines, only two reviews can be mentioned that
were published after the WWC guidelines. Solomon (2014)
reviewed indicators of violations of normality and indepen-
dence in school-based SCED studies until 2012. More recent-
ly, Woo et al. (2016) performed a content analysis of SCED
studies published in American Counseling Association
journals between 2003 and 2014. However, neither of these
reviews deals with published SCEDs in relation to specific
guidelines such as WWC. In terms of sufficiency, a three-
year period can give sufficient insight into recent trends in
applied SCEDs. In addition, it seems reasonable to assume a
delay between the publication of guidelines such asWWC and
their impact in the field. For example, several discussion
articles regarding the WWC guidelines were published in
2013. Wolery (2013) and Maggin et al. (2013) pointed out
perceived weaknesses in the WWC guidelines, which in turn
prompted a reply by the original authors (Hitchcock et al.,
2014). Discussions like these can help increase the exposure
of the guidelines among applied researchers. In terms of fea-
sibility, it is important to note that we did not set any specifi-
cation on the field of study for inclusion. Therefore, the period
of publication had to remain feasible and manageable to read
and code all included publications across all different study
fields (education, healthcare, counseling, etc.).

Method

Data sources

We performed a broad search of the English-language SCED
literature using PubMed and Web of Science. The choice for
these two search engines was based on Gusenbauer and
Haddaway (2019), who assessed the eligibility of 26 search
engines for systematic reviews. Gusenbauer and Haddaway
came to the conclusion that PubMed and Web of Science
could be used as primary search engines in systematic
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reviews, as they fulfilled all necessary requirements such as
functionality of Boolean operators and reproducibility of
search results in different locations and at different times.
We selected only these two of all eligible search engines to
keep the size of the project manageable and to prevent exces-
sive overlap between the results. Table 1 gives an overview of
the search terms we used and the number of hits per search
query. This list does not exclude duplicates between the
search terms and between the two search engines. For all
designs containing the term “randomized” (e.g., randomized
block design) we added the Boolean operator AND specified
that the search results must also contain either the term “sin-
gle-case” or “single-subject”. An initial search for randomized
designs without these specifications yielded well over 1000
results per search query.

Study selection

We specifically searched for studies published between 2016
and 2018. We used the date of first online publication to de-
termine whether an article met this criterion (i.e., articles that
were published online during this period, even if not yet pub-
lished in print). Initially, the abstracts and article information
of all search results were scanned for general exclusion
criteria. In a first step, all articles that fell outside the date
range of interest were excluded, as well as articles for which
the full text was not available or only available against pay-
ment. We only included articles written in English. In a sec-
ond step, all duplicate articles were deleted. From the remain-
ing unique search results, all articles that did not use any form
of single-case experimentation were excluded. Such studies

include for example non-experimental forms of case studies.
Lastly, all articles not reporting any primary empirical data
were excluded from the final sample. Thus, purely methodo-
logical articles were discarded. Methodological articles were
defined as articles that were within the realm of SCEDs but
did not report any empirical data or reported only secondary
empirical data. Generally, these articles propose new methods
for analyzing SCEDs or perform simulation studies to test
existing methods. Similarly, commentaries, systematic re-
views, and meta-analyses were excluded from the final sam-
ple, as such articles do not contain primary empirical data. In
line with systematic review guidelines (Staples & Niazi,
2007), the second author verified the accuracy of the selection
process. Ten articles were randomly selected from an initial
list of all search results for a joint discussion between the
authors, and no disagreements about the selection emerged.
Figure 1 presents the study attrition diagram.

Coding criteria

Design For all studies, the basic design was coded first. For
coding the design, we followed the typology presented in
Onghena and Edgington (2005) and Tate et al. (2016a) with
four overarching categories: phase designs, alternation de-
signs, multiple baseline designs, and changing criterion de-
signs. For each of these categories, different design options
exist. Common variants of phase designs include for example
AB and ABAB, but other forms also exist, such as ABC.
Within the alternation designs category the main variants are
the completely randomized design, the alternating treatments

Table 1 Number of hits per search query for each search engine

Search query PubMed Web of
Science

“multiple baseline design” 114 229

“reversal design” 41 57

“withdrawal design” 13 29

“AB design” 14 17

“ABAB design” 11 20

“changing criterion design” 7 10

“alternating treatments design” 1 71

“single-case” AND “randomized block design” 2 1

"single-subject" AND "randomized block design" 1 1

“single-case” AND “completely randomized design” 1 1

“single-subject” AND “completely randomized
design”

0 0

“Single-case experimental design” 89 112

“Single-subject experimental design” 22 22

Total 316 570
Fig. 1 Study attrition diagram
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designs, and the randomized block design. Multiple baseline
designs can be conducted across participants, behaviors, or
settings. They can be either concurrent, meaning that all par-
ticipants start the study at the same time, or non-concurrent.
Changing criterion designs can employ either a single-value
criterion or a range-bound criterion. In addition to these four
overarching categories, we added a design category called
hybrid2. The hybrid category consists of studies using several
design strategies combined, for example a multiple baseline
study with an integrated alternating treatments design. For
articles reporting more than one study, each study was coded
separately. For coding the basic design, we followed the au-
thors’ original description of the study.

Randomization Randomization was coded as a dichotomous
variable, i.e., either present or not present. In order to be coded
as present, some form of randomization had to be present in
the design itself, as previously defined in the randomization
section. Studies with a fixed order of treatments or phase
change moments with randomized stimulus presentation, for
example, were coded as randomization not present.

Data aspectAmajor contribution of theWWC guidelines was
the establishment of six data aspects for the analysis of
SCEDs: level, trend, variability, overlap, immediacy, and con-
sistency. Following the guidelines, these data aspects can be
defined operationally as follows. Level is the mean score with-
in a phase. The straight line best fitting the data within a phase
refers to the trend. The standard deviation or range in a phase
represents the data aspect variability. The proportion of data
points overlapping between adjacent phases is the data aspect
overlap. The immediacy of an effect is assessed by a compar-
ison of the last three data points of an intervention with the
first three data points of the subsequent intervention. Finally,
consistency3 is assessed by comparing data patterns from ex-
perimentally similar interventions. In multiple baseline de-
signs, consistency can be assessed horizontally (within series)
when more than one phase change is present, and vertically
(across series) by comparing experimentally similar phases
across participants, behaviors, or settings. It was of course
possible that studies reported more than one data aspect or

none at all. For studies reporting more than one data aspect,
each data aspect was coded separately.

Data analysis The data analysis methods were coded directly
from the authors’ description in the “data analysis” section. If
no such section was present, the data analysis methods were
coded according to the presentation of the results. Generally,
two main forms of data analysis for SCEDs can be distin-
guished: visual and statistical analysis. In the visual analytical
approach, a time series graph of the dependent variable under
the different experimental conditions is analyzed to determine
treatment effectiveness. The statistical analytical approach can
be roughly divided into two categories: descriptive and infer-
ential statistics. Descriptive statistics summarize the data with-
out quantifying the uncertainty in the description. Examples of
descriptive statistics include means, standard deviations, and
effect sizes. Inferential statistics imply an inference from the
observed results to unknown parameter values and quantify
the uncertainty for doing so, for example, by providing p-
values and confidence intervals.

Number of participants Finally, for each study we coded the
number of participants, counting only participants who ap-
peared in the results section. Participants who dropped out
prematurely and whose data were not analyzed, were not
counted.

Results

General results

For each coding category, the interrater agreement was calcu-

lated with the formula no: of agreements
no: of agreementsþno: of disagreements based

on ten randomly selected articles. The interrater agreement
was as follow: design (90%), analysis (60%), data aspect
(80%), randomization (100%), number of participants
(80%). Given the initial moderate agreement for analysis,
the two authors discussed discrepancies and then reanalyzed
a new sample of ten randomly selected articles. The interrater
reliability for analysis then increased to 90%.

In total, 406 articles were included in the final sample,
which represented 423 studies. One hundred thirty-eight of
the 406 articles (34.00%) were published in 2016, 150 articles
(36.95%) were published in 2017, and 118 articles (29.06%)
were published in 2018. Out of the 423 studies, the most
widely used form of SCEDs was the multiple baseline design,
which accounted for 49.65% (N = 210) of the studies included
in the final sample. Across all studies and designs, the median
number of participants was three (IQR = 3). The most popular
data analysis technique across all studies was visual analysis
paired with descriptive statistics, which was used in 48.94%

2 As holds true for most single-case designs, the same design is often described
with different terms. For example, Ledford and Gast (2018) call these designs
combination designs, and Moeyaert et al. (2020) call them combined designs.
Given that this is a purely terminological question, it is hard to argue in favor of
one term over the other. We do, however, prefer the term hybrid, given that it
emphasizes that neither of the designs remains in its pure form. For example, a
multiple baseline design with alternating treatments is not just a combination
of a multiple baseline design and an alternating treatments design. It is rather a
hybrid of the two. This term is also found in recent literature (e.g., Pustejovski
& Ferron, 2017; Swan et al., 2020).
3 For the present systematic review, we strictly followed the data aspects as
outlined in the 2010 What Works Clearinghouse guidelines. While the assess-
ment of consistency of effects is an important data aspect, this data aspect is not
described in the guidelines. Therefore, we did not code it in the present review.
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(N = 207) of the studies. The average number of data aspects
analyzed per study was 2.61 (SD= 1.63). The most popular
data aspect across all designs and studies was level (83.45%,
N= 353). Overall, 22.46% (N = 95) of the 423 studies includ-
ed randomization in the design. However, these results vary
between the different designs. In the following sections, we
therefore present a summary of the results per design. A de-
tailed overview of all the results per design can be found in
Table 2.

Results per design

Phase designs Phase designs accounted for 25.53% (N = 108)
of the studies included in the systematic review. The median
number of participants for phase designs was three (IQR = 4).
Visual analysis paired with descriptive statistics was the most
popular data analysis method for phase designs (40.74%, N =
44), and the majority of studies analyzed several data aspects
(54.62%, N = 59); 20.37% (N = 22) did not report any of the
six data aspects. The average number of data aspects analyzed
in phase designs was 2.02 (SD= 2.07). Level was the most
frequently analyzed data aspect for phase designs (73.15%,
N = 79). Randomization was very uncommon in phase de-
signs and was included in only 5.56% (N = 6) of the studies.

Alternation designs Alternation designs accounted for
14.42% (N = 61) of the studies included in the systematic re-
view. The median number of participants for alternation de-
signs was three (IQR = 1). More than half of the alternation
design studies used visual analysis paired with descriptive
statistics (57.38%, N = 35). The majority of alternation design
studies analyzed several data aspects (75.41%, N = 46), while
11.48% (N = 7) did not report which data aspect was the focus
of analysis. The average number of data aspects analyzed in
alternation designs was 2.38 (SD= 2.06). The most frequently
analyzed data aspect for alternation designs was level
(85.25%, N= 52). Randomization was used in the majority
of alternation designs (59.02%, N = 36).

Multiple baseline designs Multiple baseline designs, by a
large margin the most prevalent design, accounted for nearly
half of all studies (49.65%, N = 210) included in the system-
atic review. The median number of participants for multiple
baseline designs was four (IQR = 4). A total of 49.52% (N =
104) of multiple baseline studies were analyzed using visual
analysis paired with descriptive statistics, and the vast major-
ity (80.95%, N = 170) analyzed several data aspects, while
only 7.14% (N = 15) did not report any of the six data aspects.
The average number of data aspects analyzed inmultiple base-
line designs was 3.01 (SD = 1.61). The most popular data
aspect was level, which was analyzed in 87.62% (N= 184)
of all multiple baseline designs. Randomization was not un-
common in multiple baseline designs (20.00%, N = 42).

Changing criterion design Changing criterion designs
accounted for 1.42% (N = 6) of the studies included in the
systematic review. The median number of participants for
changing criterion designs was three (IQR = 0); 66.67%
(N= 4) of changing criterion designs were analyzed using
visual analysis paired with descriptive statistics. Half of the
changing criterion designs analyzed several data aspects (N=
3), and one study (16.67%) did not report any data aspect. The
average number of data aspects analyzed in changing criterion
designs was 1.83 (SD= 1.39). The most popular data aspect
was level (83.33%, N = 5). None of the changing criterion
design studies included randomization in the design.

Hybrid designs Hybrid designs accounted for 8.98% (N = 38)
of the studies included in the systematic review. The median
number of participants for hybrid designs was three (IQR = 2).
A total of 52.63% (N = 20) of hybrid designs were analyzed
with visual analysis paired with descriptive statistics, and the
majority of studies analyzed several data aspects (73.68%,
N = 28); 10.53% (N = 4) did not report any of the six data
aspects. The average number of data aspects considered for
analysis was 2.55 (SD= 2.02). The most popular data aspect
was level (86.84%, N = 33). Hybrid designs showed the sec-
ond highest proportion of studies including randomization in
the study design (28.95%, N = 11).

Results per data aspect

Out of the 423 studies included in the systematic review,
72.34% (N = 306) analyzed several data aspects, 16.08%
(N= 68) analyzed one data aspect, and 11.58% (N= 49) did
not report any of the six data aspects.

Level Across all designs, level was by far the most frequently
analyzed data aspect (83.45%, N= 353). Remarkably, nearly
all studies that analyzed more than one data aspect included
the data aspect level (96.73%, N= 296). Similarly, for studies
analyzing only one data aspect, there was a strong prevalence
of level (83.82%, N= 57). For studies that only analyzed lev-
el, the most common form of analysis was visual analysis
paired with descriptive statistics (54.39%, N= 31).

Trend Trend was the third most popular data aspect. It was
analyzed in 45.39% (N= 192) of all studies included in the
systematic review. There were no studies in which trend was
the only data aspect analyzed, meaning that trend was always
analyzed alongside other data aspects, making it difficult to
isolate the analytical methods specifically used to analyze
trend.

Variability The data aspect variability was analyzed in
59.10% (N = 250) of the studies, making it the second
most prominent data aspect. A total of 80.72% (N = 247)
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of all studies analyzing several data aspects included var-
iability. However, variability was very rarely the only data
aspect analyzed. Only 3.3% (N = 3) of the studies

analyzing only one data aspect focused on variability.
All three studies that analyzed only variability did so
using visual analysis.

Table 2 Descriptive results of the systematic review: design, randomization, subjects, data aspects, and analysis. Note: IQR = Interquartile range

Design (N, %) Randomized (N,
%)

Subjects (mode, median,
IQR)

Data aspect (N, %) Analysis (N, %)

Phase (108, 25.53) 6, 5.56 1, 3, 4 Level (79, 73.15) Visual (16, 14.81)

Trend (37, 34.26) Descriptive statistics (7, 6.48)

Variability (45, 41.67) Inferential statistics (7, 6.48)

Overlap (33, 30.56) Descriptive + inferential (8, 7.41)

Immediacy (18, 16.67) Visual + descriptive (44, 40.74)

Consistency (5, 4.63) Visual + inferential (5, 4.63)

Several (59, 54.63) Visual + descriptive + inferential (18, 16.67)

Not reported (22,
20.37)

None (3, 2.77)

Alternating treatments (61,
14.42)

36, 59.02 3, 3, 1 Level (52, 85.25) Visual (16, 26.23)

Trend (28, 45.90) Descriptive statistics (1, 1.64)

Variability (36, 59.02) Inferential statistics (0)

Overlap (13, 21.31) Descriptive + inferential (0)

Immediacy (11, 18.03) Visual + descriptive (35, 57.37)

Consistency (7, 11.48) Visual + inferential (0)

Several (46, 75.41) Visual + descriptive + inferential (9, 14.75)

Not reported (7, 11.48) None (0)

Multiple baseline (210, 49.65) 42, 20.00 3, 4, 4 Level (184, 87.62) Visual (32, 15.24)

Trend (109, 51.90) Descriptive statistics (7, 3.33)

Variability (144,
68.57)

Inferential statistics (4, 1.90)

Overlap (92, 43.81) Descriptive + inferential (15, 7.14)

Immediacy (81, 38.57) Visual + descriptive (104, 49.52)

Consistency (25,
11.90)

Visual + inferential (3, 1.43)

Several (170, 80.95) Visual + descriptive + inferential (44,
20.95)

Not reported (15, 7.14) None (1, 0.48)

Changing criterion (6, 1.42) 0 3, 3, 0 Level (5, 83.33) Visual (1, 16.67)

Trend (1, 16.67) Descriptive statistics (0)

Variability (3, 0.5) Inferential statistics (0)

Overlap (1, 16.67) Descriptive + inferential (1, 16.67)

Immediacy (1, 16.67) Visual + descriptive (4, 66.67)

Consistency (0) Visual + inferential (0)

Several (3, 0.5) Visual + descriptive + inferential (0)

Not reported (1, 16.67) None (0)

Hybrid (38, 8.98) 11, 28.95 3 ,3, 2 Level (33, 86.84) Visual (6, 15.79)

Trend (17, 47.74) Descriptive statistics (1, 2.63)

Variability (22, 57.89) Inferential statistics (1, 2.63)

Overlap (12, 31.58) Descriptive + inferential (0)

Immediacy (10, 26.32) Visual + descriptive (20, 52.63)

Consistency (3, 7.89) Visual + inferential (3, 7.89)

Several (28, 73.68) Visual + descriptive + inferential (7, 18.42)

Not reported (4, 10.53) None (0)
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Overlap The data aspect overlap was analyzed in 35.70%
(N= 151) of all studies and was thus the fourth most analyzed
data aspect. Nearly half of all studies analyzing several data
aspects included overlap (47.08%, N= 144). For studies ana-
lyzing only one data aspect, overlap was the second most
common data aspect after level (10.29%, N= 7). The most
common mode of analysis for these studies was descriptive
statistics paired with inferential statistics (57.14%, N= 4).

Immediacy The immediacy of the effect was assessed in
28.61% (N= 121) of the studies, making it the second least
analyzed data aspect; 39.22% (N= 120) of the studies analyz-
ing several data aspects included immediacy. Only one study
analyzed immediacy as the sole data aspect, and this study
used visual analysis.

Consistency Consistency was analyzed in 9.46% (N= 40) of
the studies and was thus by far the least analyzed data aspect.
It was analyzed in 13.07% (N= 40) of the studies analyzing
several data aspects and was never the focus of analysis for
studies analyzing only one data aspect.

Several As stated previously, 72.34% (N= 306) of all studies
analyzed several data aspects. For these studies, the average
number of data aspects analyzed was 3.39 (SD= 1.18). The
most popular data analysis technique for several data aspects
was visual analysis paired with descriptive statistics (56.54%,
N= 173).

Not reported As mentioned previously, 11.58% (N= 49) did
not report any of the six data aspects. For these studies, the
most prominent analytical technique was visual analysis alone
(61.22%, N= 30). Of all studies not reporting any of the six
data aspects, the highest proportion was phase designs
(44.90%, N= 22).

Results per analytical method

Visual Visual analysis, without the use of any descriptive or
inferential statistics, was the analytical method used in
16.78% (N= 71) of all included studies. Of all studies using
visual analysis, the majority were multiple baseline design
studies (45.07%,N= 32). The majority of studies using visual
analysis did not report any data aspect (42.25%, N = 30),
closely followed by several data aspects (40.85%, N= 29).
Randomization was present in 20.53% (N= 16) of all studies
using visual analysis.

Descriptive statistics Descriptive statistics, without the use of
visual analysis, was the analytical method used in 3.78% (N=
16) of all included studies. The most common designs for
studies using descriptive statistics were phase designs and
multiple baseline designs (both 43.75%, N= 7). Half of the

studies using descriptive statistics (50.00%, N= 8) analyzed
the data aspect level, and 37.5% (N= 6) analyzed several data
aspects. One study (6.25%) using descriptive statistics includ-
ed randomization.

Inferential statistics Inferential statistics, without the use of
visual analysis, was the analytical method used in 2.84%
(N= 12) of all included studies. The majority of studies using
inferential statistics were phase designs (58.33%, N= 7) and
did not report any of the six data aspects (58.33%, N= 7). Of
the remaining studies, three (25.00%) reported several data
aspects, and two (16.67%) analyzed the data aspect level.
Two studies (16.67) using inferential statistical analysis in-
cluded randomization.

Descriptive and inferential statistics Descriptive statistics
combined with inferential statistics, but without the use
of visual analysis, accounted for 5.67% (N = 24) of all
included studies. The majority of studies using this com-
bination of analytical methods were multiple baseline
designs (62.5%, N = 15), followed by phase designs
(33.33%, N = 8). There were no alternation or hybrid
designs using descriptive and inferential statistics. Most
of the studies using descriptive and inferential statistics
analyzed several data aspects (41.67%, N = 10), followed
by the data aspect level (29.17%, N = 7); 16.67% (N = 4)
of the studies using descriptive and inferential statistics
included randomization.

Visual and descriptive statistics As mentioned previously, vi-
sual analysis paired with descriptive statistics was the most
popular analytical method. This method was used in nearly
half (48.94%,N = 207) of all included studies. The majority of
these studies were multiple baseline designs (50.24%, N=
104), followed by phase designs (21.25%, N = 44). This
method of analysis was prevalent across all designs. Nearly
all of the studies using this combination of analytical methods
analyzed either several data aspects (83.57%, N= 173) or lev-
el only (14.98%, N = 31). Randomization was present in
19.81% (N= 41) of all studies using visual and descriptive
analysis.

Visual and inferential statistics Visual analysis paired with
inferential statistics accounted for 2.60% (N = 11) of the
included studies. The largest proportion of these studies
were phase designs (45.45%, N = 5), followed by multiple
baseline designs and hybrid designs (both 27.27%, N = 3).
This combination of analytical methods was thus not used
in alternation or changing criterion designs. The majority
of studies using visual analysis and inferential statistics
analyzed several data aspects (72.73%, N = 8), while
18.18% (N = 2) did not report any data aspect. One study
(9.10%) included randomization.
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Visual, descriptive, and inferential statisticsA combination of
visual analysis, descriptive statistics, and inferential statistics
was used in 18.44% (N= 78) of all included studies. The
majority of the studies using this combination of analytical
methods were multiple baseline designs (56.41%, N= 44),
followed by phase designs (23.08%, N= 18). This analytical
approach was used in all designs except changing criterion
designs. Nearly all studies using a combination of these three
analytical methods analyzed several data aspects (97.44%,
N= 76). These studies also showed the highest proportion of
randomization (38.46%, N= 30).

None of the above A small proportion of studies did not use
any of the above analytical methods (0.95%, N= 4). Three of
these studies (75%) were phase designs and did not report any
data aspect. One study (25%) was a multiple baseline design
that analyzed several data aspects. Randomization was not
used in any of these studies.

Discussion

To our knowledge, the present article is the first systematic
review of SCEDs specifically looking at the frequency of the
six data aspects in applied research. The systematic review has
shown that level is by a large margin the most widely analyzed
data aspect in recently published SCEDs. The second most
popular data aspect from theWWC guidelines was variability,
which was usually assessed alongside level (e.g., a combina-
tion of mean and standard deviation or range). The fact that
these two data aspects are routinely assessed in group studies
may be indicative of a lack of familiarity with SCED-specific
analytical methods by applied researchers, but this remains
speculative. Phase designs showed the highest proportion of
studies not reporting any of the six data aspects and the second
lowest number of data aspects analyzed on average, only sec-
ond to changing criterion designs. This was an unexpected
finding given that the WWC guidelines were developed spe-
cifically in the context of (and with examples of) phase de-
signs. The multiple baseline design showed the highest num-
ber of data aspects analyzed and at the same time the lowest
proportion of studies not analyzing any of the six data aspects.

These findings regarding the analysis and reporting of the
six data aspects need more contextualization. The selection of
data aspects for the analysis depends on the research questions
and expected data pattern. For example, if the aim of the
intervention is a gradual change over time, then trend becomes
more important. If the aim of the intervention is a change in
level, then it is import to also assess trend (to verify that the
change in level is not just a continuation of a baseline trend)
and variability (to assess whether the change in level is caused
by excessive variability). In addition, assessing consistency
can add information on whether the change in level is

consistent over several repetitions of experimental conditions
(e.g., in phase designs). Similarly, if an abrupt change in level
of target behavior is expected after changing experimental
conditions, then immediacy becomes a more relevant data
aspect in addition to trend, variability, and level. The impor-
tant point here is that oftentimes the research team has an idea
of the expected data pattern and should choose the analysis of
data aspects accordingly. The strong prevalence of level found
in the present review could be indicative of a failure to assess
other data aspects that may be relevant to demonstrate exper-
imental control over an independent variable.

In line with the findings of earlier systematic reviews
(Hammond & Gast, 2010; Shadish & Sullivan, 2011; Smith,
2012), the multiple baseline design continues to be the most
frequently used design, and despite the advancement of so-
phisticated statistical methods for the analysis of SCEDs, two
thirds of all studies still relied on visual analysis alone or
visual analysis pairedwith descriptive statistics. A comparison
to the findings of Shadish and Sullivan further reveals that the
number of participants included in SCEDs has remained
steady over the past decade at around three to four partici-
pants. The relatively small number of changing criterion de-
signs in the present findings is partly due to the fact that
changing criterion designs were often combined with other
designs and thus coded in the hybrid category, even though
we did not formally quantify that. This finding is supported by
the results of Shadish and Sullivan, who found that changing
criterion designs are more often used as part of hybrid designs
than as a standalone design. Hammond and Gast even exclud-
ed changing criterion design from their review due to its low
prevalence. They found a total of six changing criterion de-
signs published over a period of 35 years. It should be noted,
however, that the low prevalence of changing criterion de-
signs is not indicative of the value of this design.

Regarding randomization, the results cannot be interpreted
against earlier benchmarks, as neither Smith nor Shadish and
Sullivan or Hammond and Gast quantified the proportion of
randomized SCEDs. Overall, randomization in the study
design was not uncommon. However, the proportion of
randomized SCEDs differed greatly between different
designs. The results showed that alternating treatments
designs have the highest proportion of studies including
randomization. This result was to be expected given that
alternating treatments designs are particularly suited to
incorporate randomization. In fact, when Barlow and Hayes
(1979) first introduced the alternating treatments design, they
emphasized randomization as an important part of the design:
“Among other considerations, each design controls for se-
quential confounding by randomizing the order of treatment
[…]” (p. 208). Besides that, alternating treatments designs
could work with already existing randomization procedures,
such as the randomized block procedure proposed by
Edgington (1967). The different design options for alternating
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treatments designs (e.g., randomized block design) and ac-
companying randomization procedures are discussed in detail
in Manolov and Onghena (2018). For multiple baseline de-
signs, a staggered introduction of the intervention is needed.
Proposals to randomize the order of the introduction of the
intervention have been around since the 1980s (Marascuilo
& Busk, 1988; Wampold &Worsham, 1986). These random-
ization procedures have their counterparts in group studies
where particpants are randomdly assigned to treatments or
different blocks of treatments. Other randomization proce-
dures for multiple baseline designs are discussed in Levin
et al. (2018). These include the restricted Marascuilo–Busk
procedure proposed by Koehler and Levin and the
randomization test procedure proposed by Revusky. For
phase designs and changing criterion designs, the
incorporation of randomization is less evident. For phase
designs, Onghena (1992) proposed a method to randomly de-
termine the moment of phase change between two succesive
phases. However, this method is rather uncommon and has no
counterpart in group studies. Specific randomization schemes
for changing criterion designs have only very recently been
proposed (Ferron et al., 2019; Manolov et al., 2020; Onghena
et al., 2019), and it remains to be seen how common they will
become in applied SCEDs.

Implications for SCED research

The results of the systematic review have several implications
for SCED research regarding methodology and analyses. An
important finding of the present study is that the frequency of
use of randomization differs greatly between different designs.
For example, while phase designs were found to be the second
most popular design, randomization is used very infrequently
for this design type. Multiple baseline designs, as the most
frequently used design, showed a higher percentage of ran-
domized studies, but only every fifth study used randomiza-
tion. Given that randomization in the study design increases
the internal and statistical conclusion validity irrespective of
the design, it seems paramount to further stress the importance
of the inclusion of randomization beyond alternating treat-
ments designs. Another implication concerns the analysis of
specific data aspects. While level was by a large margin the
most popular data aspect, it is important to stress that conclu-
sions based on only one data aspect may be misleading. This
seems particularly relevant for phase designs, which were
found to contain the highest proportion of studies not
reporting any of the six data aspects and the lowest proportion
of studies analyzing several data aspects (apart from changing
criterion designs, which only accounted for a very small pro-
portion of the included studies). A final implication concerns
the use of analytical methods, in particular triangulation of
different methods. Half of the included studies used visual
analysis paired with descriptive statistics. These methods

should of course not be discarded, as they generate important
information about the data, but they cannot make statements
regarding the uncertainty of a possible intervention effect.
Therefore, triangulation of visual analysis, descriptive statis-
tics, and inferential statistics should form an important part of
future guidelines on SCED analysis.

Reflections on updated WWC guidelines

Updated WWC guidelines were recently published, after the
present systematic review had been conducted (What Works
Clearinghouse, 2020a, 2020c). Two major changes in the up-
dated guidelines are of direct relevance to the present system-
atic review: (a) the removal of visual analysis for demonstrat-
ing intervention effectiveness and (b) recommendation for a
design comparable effect size measure for demonstrating in-
tervention effects (D-CES, Pustejovsky et al., 2014; Shadish
et al., 2014). This highlights a clear shift away from visual
analysis towards statistical analysis of SCED data, especially
compared to the 2010 guidelines. These changes in the guide-
lines have prompted responses from the public, to whichWhat
Works Clearinghouse (2020b) published a statement address-
ing the concerns. Several concerns relate to the removal of
visual analysis. In response to a concern that visual analysis
should be reinstated, the panel clearly states that “visual anal-
ysis will not be used to characterize study findings” (p. 3).
Another point from the public concerned the analysis of stud-
ies where no effect size can be calculated (e.g., due to unavail-
ability of raw data). Even in these instances, the panel does not
recommend visual analysis. Rather, “the WWC will extract
raw data from those graphs for use in effect size computation”
(p. 4). In light of the present findings, these statements are
particularly noteworthy. Given that the present review found
a strong continued reliance on visual analysis, it remains to be
seen if and how the updated WWC guidelines impact the
analyses conducted by applied SCED researchers.

Another update of relevance in the recent guidelines con-
cerns the use of design categories. While the 2010 guidelines
were demonstrated with the example of a phase design, the
updated guidelines include quality rating criteria for each ma-
jor design option. Given that the present results indicate a very
low prevalence of the changing criterion design in applied
studies, the inclusion of this design in the updated guidelines
may increase the prominence of the changing criterion design.
For changing criterion designs, the updated guidelines recom-
mend that “the reversal or withdrawal (AB) design standards
should be applied to changing criterion designs” (WhatWorks
Clearinghouse, 2020c, p. 80). With phase designs being the
secondmost popular design choice, this could further facilitate
the use of the changing criterion design.

While other guidelines on conduct and analysis (e.g., Tate
et al., 2013), as well as members of the 2010 What Works
Clearinghouse panel (Kratochwill & Levin, 2014), have
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clearly highlighted the added value of randomization in the
design, the updated guidelines do not include randomiza-
tion procedures for SCEDs. Regarding changes between
experimental conditions, the updated guidelines state that
“the independent variable is systematically manipulated,
with the researcher determining when and how the inde-
pendent variable conditions change” (What Works
Clearinghouse, 2020c, p. 82). While the frequency of
use of randomization differs considerably between differ-
ent designs, the present review has shown that overall
randomization is not uncommon. The inclusion of ran-
domization in the updated guidelines may therefore have
offered guidance to applied researchers wishing to incor-
porate randomization into their SCEDs, and may have
further contributed to the popularity of randomization.

Limitations and future research

One limitation of the current study concerns the used data-
bases. SCEDs that were published in journals that are not
indexed in these databases may not have been included in
our sample. A similar limitation concerns the search terms
used in the systematic search. In this systematic review, we
focused on the common names “single-case” and “single-sub-
ject.” However, as Shadish and Sullivan (2011) note, SCEDs
go by many names. They list several less common alternative
terms: instrasubject replication design (Gentile et al., 1972), n-
of-1 design (Center et al., 1985-86), intrasubject experimental
design (White et al., 1989), one-subject experiment
(Edgington, 1980), and individual organism research
(Michael, 1974). Even though these terms date back to the
1970s and 1980s, a few authors may still use them to describe
their SCED studies. Studies using these terms may not have
come up during the systematic search. It should furthermore
be noted that we followed the original description provided by
the authors for the coding of the design and analysis to reduce
bias. We therefore made no judgments regarding the correct-
ness or accuracy of the authors’ naming of the design and
analysis techniques.

The systematic review offers several avenues for future
research. The first avenue may be to explore more in depth
the reasons for the unequal distribution of data aspects. As the
systematic review has shown, level is assessed far more often
than the other five data aspects. While level is an important
data aspect, failing to assess it alongside other data aspects can
lead to erroneous conclusions. Gaining an understanding of
the reasons for the prevalence of level, for example through
author interviews or questionnaires, may help to improve the
quality of data analysis in applied SCEDs.

In a similar vein, a second avenue of future research may
explore why randomization is much more prevalent in some
designs. Apart from the aforementioned differences in ran-
domization procedures between designs, it may be of interest

to gain a better understanding of the reasons that applied
researchers see for randomizing their SCEDs. As the in-
corporation of randomization enhances the internal valid-
ity of the study design, promoting the inclusion of ran-
domization for designs other than alternation designs will
help in advancing the credibility of SCEDs in the scien-
tific community. Searching the methodological sections of
the articles that used randomization may be a first step to
gain a better understanding of why applied researchers
use randomization. Such a text search may reveal how
the authors discuss randomization and which reasons they
name for randomizing. A related question is how the ran-
domization was actually carried out. For example, was the
randomization carried out a priori or in a restricted way
taking into account the evolving data pattern? A deeper
understanding of the reasons for randomizing and the
mechanisms of randomization may be gained by author
interviews or questionnaires.

A third avenue of future research may explore in detail the
specifics of inferential analytical methods used to analyze
SCED data. Within the scope of the present review, we only
distinguished between visual, descriptive and inferential sta-
tistics. However, deeper insight into the inferential analysis
methods and their application to SCED data may help to un-
derstand the viewpoint of applied researchers. This may be
achieved through a literature review of articles that use infer-
ential analysis. Research questions for such a review may
include: Which inferential methods do applied SCED re-
searchers use and what is the frequency of these methods?
Are these methods adapted to SCED methodology? And
how do applied researchers justify their choice for an inferen-
tial method? Similar questions may also be answered for effect
size measures understood as descriptive statistics. For exam-
ple, why do applied researchers choose a particular effect size
measure over a competing one? Are these effect size measures
adapted to SCED research?

Finally, future research may go into greater detail about the
descriptive statistics used in SCEDs. In the present review, we
distinguished between two major categories: descriptive and
inferential statistics. Effect sizes that were not accompanied by
a standard error, confidence limits, or by the result of a signif-
icance test were coded in the descriptive statistics category.
Effect sizes do however go beyond merely summarizing the
data by quantifying the treatment effect between different ex-
perimental conditions, contrary to within phase quantifica-
tions such as the mean and standard deviation. Therefore,
future research may examine in greater detail the use of
effect sizes separately from other descriptive statistics such
the mean and standard deviation. Such research could fo-
cus in depth on the exact methods used to quantify each
data aspect in the form of either a quantification (e.g.,
mean or range) or an effect size measure (e.g., standardized
mean difference or variance ratios).
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