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Abstract
Eye-tracking is widely used throughout the scientific community, from vision science and psycholinguistics to marketing and
human-computer interaction. Surprisingly, there is little consistency and transparency in preprocessing steps, making replicability
and reproducibility difficult. To increase replicability, reproducibility, and transparency, a package in R (a free and widely used
statistical programming environment) called gazeR was created to read and preprocess two types of data: gaze position and pupil
size. For gaze position data, gazeR has functions for reading in raw eye-tracking data, formatting it for analysis, converting from
gaze coordinates to areas of interest, and binning and aggregating data. For data from pupillometry studies, the gazeR package
has functions for reading in and merging multiple raw pupil data files, removing observations with too much missing data,
eliminating artifacts, blink identification and interpolation, subtractive baseline correction, and binning and aggregating data. The
package is open-source and freely available for download and installation: https://github.com/dmirman/gazer. We provide step-
by-step analyses of data from two tasks exemplifying the package’s capabilities.

Keywords eye-tracking . open science . pupillometry . visual world paradigm . R

Introduction

Recent advances in eye-tracking technology make it a highly
powerful and relatively inexpensive tool to gather fine-grained
measures of the temporal dynamics of cognitive processing.
Because of this, a growing number of fields, from vision science
and psycholinguistics to marketing and human-computer inter-
action, have adopted thismethodology. Despite its growing pres-
ence, there is considerable variability in how eye-tracking data
are processed. With increased attention on replicability, repro-
ducibility, and transparency, there is a need for a cross-platform,

fully free implementation of standard practices in eye-tracking
data processing. R (R Core Team, 2019) is a widely-used, free,
cross-platform, and open-source statistical programming lan-
guage that provides the tools needed to meet those needs. In R,
there are few established pipelines for handling pupil and fixa-
tion data from the visual world paradigm and pupillometry, es-
pecially contained in one package (see Tables 1 and 2). To meet
this need, we created the gazeR package. The gazeR package is
meant to facilitate the end-to-end handling of eye-tracking data
within a single programming environment (R) – from reading in
raw data files to statistical analysis and generating figures. The
gazeR package is also designed to be as familiar as possible for
the regular R user, thus handling data in formats and functions
that will be accessible for most users.

In this paper, we provide a step-by-step walk-through of
how to use the gazeR package to analyze data from exper-
iments in which the primary outcome measure is gaze po-
sition or pupil size. There are several conceptual or theo-
retical discussions on best practices when analyzing pupil
and gaze data available elsewhere (see Mathôt et al., 2018;
Winn, Wendt, Koelewijn, and Kuchinsky, 2018; Salverda
& Tanenhaus, 2018). The main aim of the present paper is
to illustrate and explain how to analyze gaze and pupil data
in a more standardized way using gazeR, such that it may
be used by researchers to analyze their own data. While
there exist various packages and online resources to get
started with eye-tracking, such materials are typically
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limited to the analysis of a single participant and do not
represent what researchers typically want to do with their
data. A secondary aim is to facilitate reproducible and
transparent preprocessing of these types of data, using con-
ventional practices in eye-tracking data processing, and
smoothing the transition from data preprocessing to data
analysis and visualization. In the remainder of this report,
we provide a step-by-step walk through of the installation
and core functionality of the gazeR package.

Package Installation and Setup

Reading in Data

GazeR is meant to work on data in a relatively raw format,
where each row is a sample corresponding to the sampling rate
of the eye tracker. This allows gazeR to maximize compatibil-
ity: data from any eye-tracker can be used as long as the file
contains information such as X and Y coordinates, pupil size,
and/or relevant event messages. For the examples contained
herein, we will discuss how to preprocess data collected with
one of the most popular commercial eye-trackers on the mar-
ket, the SR EyeLink. Keeping with the spirit of open-access
and transparency, however, we will highlight how to read raw
EDF files for use with gazeR, so the proprietary SR software
DataViewer is not necessary1.

Package Installation

The gazeR package can be installed along with helper pack-
ages using the remotes package:

Once this has been completed, gazeR can be loaded along
with additional useful packages:

Once gazeR and other helper packages have been installed
and loaded the user is ready to start preprocessing data.

Preprocessing Gaze Position Data
from the Visual World Paradigm

In a typical instantiation of the Visual World Paradigm
(VWP), participants hear spoken instructions to manipulate
or select one of several images on a computer screen or objects
in the real world (Cooper, 1974; Tanenhaus, Spivey-
Knowlton, Eberhard, & Sedivy, 1995). Decades of research
have shown that the time course of fixation proportions – that
is, the probability of fixating a particular object at a particular
time – reflects the activation of that object’s mental represen-
tation. Fig 1 illustrates a typical VWP task. In this example
(fromMirman&Graziano, 2012), the study examined seman-
tic competition: the display contained a critical distractor that
was related to the target either thematically (associates; e.g.,
dog-leash; shown in the left panel of Fig. 1) or taxonomically
(e.g., apple-pear). On each trial, the display contained a target
object image, a semantic competitor (taxonomically or the-
matically related), and two unrelated distractors. The outcome
measure was the probability of looks (fixation proportion) to a
particular object at each point in time (example data shown in
the right panel of Fig. 1).

1 Although not necessary, some EyeLink users nevertheless find it convenient
to use the Fixation Reports or Sample Reports generated by DataViewer. A
walkthrough for Sample and Fixation reports can be found here: https://
psyarxiv.com/gvcxb/

Table 2 Comparison of gazeR to other R packages for gaze position (visual world paradigm) preprocessing

VWP Packages gazeR eyetrackingR VWpre littlelisteners

Documentation Yes Yes Yes No

Supported file formats EDFs; rectangular data (like CSV);
SR EyeLink reports

Rectangular data (like CSV) SR EyeLink Reports Tobii (.gazepoint)

Supported eye trackers Tracker agnostic (column names
need to be specified)

Tracker agnostic (column
names need to be specified)

SR EyeLink Tobii

AOI labeling Yes Yes Yes Yes

Trackloss Identification Yes Yes Yes Yes

Binning Time data Yes Yes Yes No

2234 Behav Res  (2020) 52:2232–2255
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Gaze preprocessing requires four steps:

(1) Reading in the data
(2) Eliminating trackloss (out-of-bounds) data
(3) Assigning areas of interest
(4) Samples to bins (optional)

Reading in Gaze Data

In order to process the EDF files generated by the EyeLink
system you will need to first install the EDFAPI provided by
SR-Research, which is free of charge2 and required for the
‘edfR’ package (Hubbard & von der Malsburg, 2015), which
gazeR uses to read EDF files. In order to read the EDF files,
for both pupil and visual world data, two folder paths must be
specified: one path where the EDF files are located and one
where the raw CSV files should be saved.

Once folder paths are specified, you can call the
parse_edf function. This function imports the sample
data from the EDF files. The type argument must be spec-
ified as either “pupil” or “vwp”, depending on experimen-

tal design used. The parse_edf function merges the
sample and message data from your raw EDF files and
wrangles them into a format suitable for preprocessing
with gazeR. Specifically, the function places time in milli-
seconds, adds participant ids, trials, and sample messages,
and computes the mean x and y gaze coordinates and di-
ameter values for a monocular eye variable (the left, right,
or mean of both eyes).

The parse_edf function generates a CSV file from each
EDF file in a directory specified by the user. The
merge_gazer_files function can then aggregate those new
CSV da t a f i l e s s t o r e d i n t h e d i r e c t o r y _ c s v _
from_edf_conversion path specified above. For files that were
processed with parse_edf, you need to set the filetype argu-
ment to “edf.”

Behavioral Data

When using raw EDF files, relevant behavioral message var-
iables (e.g., conditional variables, RTs , and accuracy) are
usually sent outside the sampling frequency of the eye tracker.
To display the relevant trial variables in a nice table, you can
run the find_messages_edf function, which will produce a

2 https://www.sr-support.com/forumdisplay.php?17-EyeLink-Display-
Software

Fig. 1 Left: Example display from a VWP experiment. The target
is dog, the critical semantic competitor is leash (thematically
related to the target), and snowman and carriage are unrelated
distractors. Right: Example data showing the time course of

target word recognition (solid line) and semantic competition:
the semantically related competitor (dotted line) was fixated
more than the unrelated distractors (dashed line)

2235Behav Res  (2020) 52:2232–2255
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CSV file from each EDF file. In order for the function to work
properly the user must specify specific variable names
(varnames) and the patterns that need to be replaced (patterns).
SR prepends a “TRIALVAR”marker to behavioral variables.

After running this function, you can merge each participant’s
behavioral report with the merge_gazer_files function. The
behavioral report can then be joined to the gaze sample report.

A pre-read version of this data set is included in gazeR to
demonstrate what the sample data should look like after merg-
ing the message information:

For this example data set the sample gaze data con-
tain eye-tracking variables and experiment-specific
values (positions of different objects, trial condition,
participant accuracy and response time) that were ex-
tracted from the raw EDF files

2236 Behav Res  (2020) 52:2232–2255



Trackloss

Once the data are loaded, some researchers might prefer to
remove trials with excessive trackloss (instances where the
eyes travel outside of the viewing screen). This can be deter-
mined by the X and Y coordinates at each sample relative to
the size (resolution) of the screen. Trackloss from the EyeLink
systems use 1e+08. Theget_trackloss function determines the

on/off screen status of each sample, computes the proportion
of trackloss by trial and participant, and filters out trials and
subjects that pass a user-defined threshold (this filtering can be
omitted by setting the threshold to 1.0). The screen_size argu-
ment must be supplied as a numeric vector of the X and Y
dimensions of the computer screen used during the experi-
ment. In this example, we will not be throwing out data due
to trackloss.

Parsing areas of interest

The following preprocessing assumes that the interest areas
(locations of objects) were static and that the fixation re-
port includes columns indicating the location of each ob-
ject for each trial. For this example, the objects were al-
ways presented in the four corners of the screen, though
which object was in which corner was randomized. The
four possible image locations are labeled as image1, im-
age2, image3, and image4. The TargetLoc variable iden-
tifies which of those locations was the target object and the

CompPort variable identifies which of those locations was
the critical semantically related competitor. The gaze posi-
tion was recorded in terms of (X,Y) coordinates. In order to
determine which (if any) of the objects were being fixated,
first identify the locations of the target and competitor im-
ages, then use gaze coordinates to determine which image
location (if any) was being fixated, then compare gaze
location to target and competitor locations. If gaze location
has already been coded in terms of interest areas (many
experiment programs do this dynamically, as the data are
being collected), then this step can be skipped.

2237Behav Res  (2020) 52:2232–2255



The assign_aoi function will match gaze positions to
numbered areas of interest (AOI) based on screen coordinates

(by default, 400x300 rectangles in the corners of the 1024x768
screen), which will need to bematched to image location labels:

Now determine which object was being fixated by
matching AOI codes with target and competitor locations:

Gathering Data

The specifics of data organization and aggregation depend on
the design and hypotheses of the specific study. For this

example, the fixation locations need to be “gathered” from
separate columns into a single column (see Supplemental
Figure for a demonstration of this) and “NA” values need to
be re-coded as no-fixations:

2238 Behav Res  (2020) 52:2232–2255



Samples to Bins (Optional)

You can downsample your data, if you choose, into larger
time bins using the downsample_gaze function. This
function aggregates the set of samples into a time series
consisting of standardized time bins with a size specified

by the user (default is 50ms). In addition, it drops col-
umns that are no longer necessary. The user needs to
specify a list columns (aggvars) that define the aggrega-
tion level (e.g., individual trials) and should be kept after
the binning is done. If you would like to keep the raw
data unbinned, you can skip this part.

2239Behav Res  (2020) 52:2232–2255



Aggregating Data

In the final stage of preprocessing, the error and prac-
tice trials can be removed and the time window can be
restricted to make the data ready for aggregation. For
this example, we group the trials by Subject, Condition,

and Object type to calculate number of valid trials in
each cell. We then also group by time point to calculate
the number of object fixations and mean fixation pro-
portion at each time point; that is, the time course of
fixation. These are the subject-by-condition time courses
that would go into an analysis.

2240 Behav Res  (2020) 52:2232–2255



Plot fixation time course

After the fixations have been assigned to the object type and
converted to time bins, they are ready for visualization and

statistical analysis. Below is a plot (see Fig. 2) of the time
course of fixation proportions for each target type.

Preprocessing Pupil Data from a Lexical Decision Task

Recent advances in eye-tracking technology have led to a
burgeoning interest in cognitive pupillometry (i.e., mea-
surement of changes in pupil size as it relates to higher-
level processing). According to a recent PubMed search
(see Fig. 3) , the number of s tudies employing
pupillometry has grown exponentially since the first
modern boom more than a half-century ago. The reason
for this is quite simple: pupil size has been shown to be
a reliable and valid index of cognitive effort or arousal
across many domains, including word recognition
(Geller, Still, & Morris, 2016), normal and impaired au-
ditory perception (Zekveld et al., 2018), semantic cogni-
tion (Geller, Landrigan, & Mirman, 2019), attention al-
location (Endogenous attention: Mathôt, van der Linden,
Grainger, and Vitu, 2013), working memory load
(Granholm, Asarnow, Sarkin, & Dykes, 1996; Van
Gerven, Paas, Van Merriënboer, & Schmidt, 2004), face
perception (Goldinger, He, and Papesh, 2009), and

general cognitive processing (Murphy et al., 2014).
While there are a number of good open-source programs
available in R to analyze pupil data (see Forbes, 2019;
Tsukahara, 2018), there are not many walk-throughs
demonstrating how to go from raw data to fully pre-
processed data. A recent methods review by Winn
et al. (2018) describes and illustrates general principles
such as blink detection, interpolation, and filtering. The
gazeR package includes functions for implementing these
steps, and here we demonstrate their use.

To demonstrate analysis of pupil data, we will be using an
example data set containing data from a lexical decision task.
For this walkthrough, participants (N=3) judged the lexicality
(i.e. “was this a word or not a word?”) of printed and cursive
stimuli while pupil diameter was recorded. Because cursive
stimuli are non-segmented and could be ambiguous, it was
predicted that recognizing cursive stimuli would require more
effort than printed words would (cf., Barnhart & Goldinger,
2010; Geller, Still, Dark, & Carpenter, 2018), resulting in
larger pupil dilation.

Fig. 2 Time course of fixation proportions by condition. These data have been pre-processed and are ready for statistical analysis

2241Behav Res  (2020) 52:2232–2255



Preprocessing pupil data requires the following steps:

(1) Read data
(2) De-blinking

& Extending blinks
& Smoothing and interpolation

(3) Baseline correction
(4) Re-scaling

(5) Artifact Rejection

& Missing data
& Unlikely pupil values
& Median absolute deviation (MAD)

(6) Event time alignment
(7) Samples to bins

Reading in Pupil Data

In this example, we consider data from several subjects
– the typical experimental scenario. For your own data
(that includes many individual files), the function
parse_edf with the type argument set to “pupil” will
produce the necessary columns needed for gazeR to
work. For non-EDF files, you can use the make_gazer
function to make your data suitable for gazeR. This
returns a data frame with column names changed to:
subject, trial, blink, x, y, pupil, time, and message.

Once each EDF file is saved as a CSV with the
parse_edf function (explained above), you can call the
merge_gazer_files function to aggregate all your pupil
sample files.

Fig. 3 PubMed search for the keyword [pupillometry] from 1940-2019
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Behavioral Data (Optional)

For those interested in analyzing behavioral data, the
find_messages_edf function can be used to cull the im-
portant behavioral data and merge with the sample data.

Due to processing constraints, we use a data file that includes
data from a few participants with all behavioral data included.
The parse_edf , merge_gazer_files, and find_messages_edf func-
tions can be tested using example data that are available to

download from the Open Science Framework (OSF): https://
osf.io/fzu38/. While reading in the data is fast (even with many
participants), some of the functions performed on the data can be
computationally intensive.

2243Behav Res  (2020) 52:2232–2255
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Once merged, the behave_data function will cull the
important behavioral data from the sample report. The func-
tion will return a data frame without errors when
omiterrors=TRUE or a data frame with errors for
accuracy/error analysis when omiterrors=FALSE. The
columns relevant for your experiment need to be specified

within the behave_col names argument. This function
does not eliminate outliers; you must use your preferred meth-
od. Grange’s (2015) trimr package implements multiple
standard methods of outlier exclusion (https://github.com/
JimGrange/trimr). The overall item and subject accuracy can
be merged into the pupil sample report.

In our data, we want to remove subject accuracy lower than
75% and item accuracy below 60%.We can use the data frame
generated above to calculate this when argument
omiterrors=FALSE. We then merge accuracy by items and
subjects into the main pupil file.

We can now restrict preprocessing to valid trials by remov-
ing practice blocks, trials with incorrect responses, conditions
that are not words, subjects with accuracy below 75%, and
items with accuracy below 60%.

Pupil Preprocessing is now ready to begin!

De-blinking

An important step in preprocessing pupil data is de-blinking.
A major artifact in pupil data comes from blinking. When the
eye blinks, the pupil momentarily becomes smaller as it is
occluded more and more by the eyelids, making it difficult
to compute the center of the pupil. Eye-trackers interpret this
as a fast shift in pupil position and might erroneously classify
it as a saccade. Additionally, the estimate of pupil size will
rapidly decrease as the pupil occupies less of the camera im-
age. This process happens in reverse (albeit a bit more slowly)
as the eye is opening, so blinks are always flanked by an
artifact that includes a false saccade and/or false change in
pupil size. Occasionally there will be some additional artifacts,
such as short fixations preceding or following the blink. It is
thus advisable to de-blink the data, which involves identifying
blinks, removing data during the blink, removing data slightly
before and after the blink, and then interpolating data during
the period that was removed. In gazeR, blinks are identified

automatically when importing raw EDFs using the sac-
cades package (von der Malsburg, 2019). For data in
another format, the detect_blink function can be used
to identify blinks. Blink detection from the saccades
package uses a velocity-based algorithm taken from
Engbert & Kliegl (2003). Blink events are identified
as anything that looks like a fixation but has much
lower dispersion than the typical fixation. In the sac-
cades package, a blink is an event with a dispersion
that is smaller than the median dispersion minus four
times the median absolute deviation of the dispersion,
and only if this is the case for horizontal and vertical
dispersion.3

A less trivial matter in pre-processing pupil data is decid-
ing how many data points to remove before and after the
blink. It has generally been recommended that data 100 ms
before and after the blink should be eliminated. There are
several ways one can deal with blinks (see Hershman,
Henik, & Cohen, 2018). One method is to eliminate all
blinks from a trial. This is generally not recommended as
it can eliminate too much data, resulting in a loss of power.
A more acceptable approach, and the one implemented in
gazeR, is to extend the time window around the blinks so
the interpolation starts 100-200 ms before the blink and
continues after the blink (Nyström, Hooge, & Andersson,
2016; Satterthwaite et al., 2007). Extending the time window
around the blinks eliminates spurious samples caused by the
closing and opening of the eyelids. The extend_blinks func-
tion implements this method, with the fillback argument

3 A comparison of results using the blink detection algorithm in the saccades
package and the SR-EyeLink algorithm resulted in negligible differences, at
least on grand averaged data. However, more extensive testing should be done.
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specifying how far blinks should extend back in time (before
the blink) and the fillforward argument specifying how far
blinks should extend forward in time (after the blink). This
function is robust to different sampling rates as long as the

eye-tracker sampling rate is specified in the hz argument.
For this experiment, the tracker sampled at 250Hz (once
every 4 ms) and blinks were extended 100 ms forward and
backward in time.

Smoothing/Filtering and Interpolation

Pupil data can be extremely noisy. To remove some of this
noise, filtering and interpolation are commonly done.
I n gazeR th i s i s done in one s t ep us i ng th e
smooth_interpolate_pupil function. With the step.first ar-
gument users can choose to either smooth the data first
with an n-moving average, and then interpolate (step.first
= “smooth”) or vice versa (step.first = “interp”).
Depending on which methods are selected, the order of
the steps can have negligible or substantial effects (see
Figs. 4 and 5); if applying cubic-spline interpolation,
smoothing before interpolation is generally advisable.
The gazeR package currently implements two common
ways to smooth pupil data: n-point moving average and
Hanning window (we plan to include more smoothing
options in future updates to the package). To smooth the
data, you must specify the column that contains the pupil

information and the size (in samples) of the moving aver-
age window. In this example, we use a 5-point moving
average (n=5) which, at a sampling rate of 250 Hz, cor-
responds to a 1250 ms moving average.

Missing data stemming from blinks or failure of the eye
tracker need to be interpolated. The smooth_interpolate_pupil
function searches the data and reconstructs the smoothed pupil
size for each trial from the relevant samples using either linear
interpolation (Bradley, Miccoli, Escrig, & Lang, 2008; Cohen
et al., 2015; Siegle, Steinhauer, Carter, Ramel, & Thase, 2003)
or cubic-spline interpolation (Mathôt, 2018). Considering the
short duration of blinks and the relatively low speed of blinks,
the choice of linear versus cubic interpolation will ultimately
have negligible effect. If extendblinks= FALSE, samples with
blinks are turned into NAs and are then interpolated. This func-
tion returns a tibble object with a column called pup_interp,
which contains interpolated values from the moving averaged
pupillary data. There are also options to denote the max number

Fig. 4 Linear interpolation for one trial. The blink extension was successful: the isolated points (blue line) have been removed. In this example, for linear
interpolation, it does not matter whether the interpolation was done first (green line) or the smoothing was first red line)
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of gaps to interpolate over (the maxgap argument is set to Inf by
default). This requires the sampling rate (hz) of the eye tracker
be specified. As an important note, if the Data Viewer was used
to extend blinks, the extendblinks argument should be set to
FALSE. If the extend_blinks function was used, the extendblink
argument should be set to TRUE. It is important to note that

SR only extends the blink column and does not set
pupil size estimates during blinks to “NA” in the
Sample Report . For this example, we wil l set
extendblinks to TRUE and use linear interpolation.
You can use cubic interpolation by changing type to
“cubic.”

Baseline correction

To control for variability in overall pupil size arising
from non-task related (tonic) state of arousal, baseline
correction is commonly used (but see Attard-Johnson, Ó
Ciardha, & Bindemann, 2019). The two most popular
types of baseline correction to identify task-evoked
dilation are subtractive (pupil size - baseline) and divi-
sive (change in pupil size - baseline / baseline).
Subtractive baseline correction is more common in the
literature (cf., Beatty, 1982; Laeng et al., 2012; Zekveld,
Koelewijn, & Kramer, 2018), and this practice has been
argued by Reilly, Kelly, Kim, Jett, and Zuckerman
(2018) to be reflective of the linearity of the pupil

response independent of baseline size, although the ba-
sis of that argument has been questioned4. The
baseline_correction_pupil function finds the median pupil
size during a specified baseline period for each trial and performs
a subtraction baseline correction by default (see Mathôt et al.,
2018, for argument that baseline correction should be done using

4 Reilly et al. varied luminance in order to elicit different baseline sizes, but
that is not the typical source of baseline pupil size differences. Tonic baseline
pupil size differences due to arousal, age, or other variables may affect the
range of dilation reactivity in ways that differ from changes that are elicited by
changes in luminance. Additionally, Wang et al. (2018) suggested that brighter
lighting condition elicit larger dilations, on account of suppression of the
parasympathetic suppressive influence on dilations. These factors can be used
to motivate divisive baseline correction.

Fig. 5 Cubic interpolation for one trial. The blink extension was successful: the isolated points (red line) have been removed. In this example, for cubic
interpolation, somewhat different results are obtained if the interpolation step is first (green line) versus if the smoothing step is first (red line)
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the median, and not the mean, baseline value). By changing the
baseline_method argument to “div”, you will get proportion
change from baseline. In this example, subtractive baseline cor-
rection is applied to pupil size in arbitrary units (pupil_colname =

"pup_interp"), though the same can be done for pupil size in mm
or z-score. The baseline time window can be set with numerical
values using the baseline_window argument from the
baseline_correction_pupil function if events are fixed or static.

If events in your experiment occur dynamically, the
baseline_correction_pupil_msg function can be used.
This function takes a user-specified baseline period im-
mediately preceding a stimulus onset message. In the
below example, we set the baseline_dur argument to

100 ms and the event argument to “target.” This will
calculate the median baseline value for 100 ms preced-
ing target onset. The choice of baseline duration appears
to be largely inconsequential (Winn et al., 2018).
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Re-Scaling

So far, the analysis steps have used arbitrary pupil units. It
is advised that these be transformed into a standardized
unit in order to make comparisons between individuals.
Numerous options have been used in prior studies: z-
scores (see Cohen, Moyal, & Henik, 2015; Einhauser,
Stout, Koch, & Carter, 2008; Kang & Wheatley, 2015),
absolute changes in mm (e.g., Beatty, 1982; Geller,
Landrigan, & Mirman, 2019; Geller et al., 2016), propor-
tional change relative to baseline (Winn, 2016), propor-
tional change relative to peak (Winn, 2016; Winn &
Moore, 2018), and absolute change relative to dynamic
range of pupil reactivity elicited by the light reflex
(Piquado, Isaacowitz, & Wingfield, 2010). To convert ar-
bitrary pupil size to mm, we measured the scaling factor
by running a short experiment with an artificial pupil
(5 mm in size) and calculated the average pupil size in
arbitrary units. At a fixed camera-to-pupil distance of 90
cm, the 5mm pupil was coded as 5570 arbitrary pixel
units. This information was entered into the equation be-
low to convert arbitrary units to mm. Specifically, the
smoothed pupil size value is multiplied by 5/5570 to re-
scale the values to mm.

Alternatively, the arbitrary pupil units can be converted to a
z-score using the scale function.

For the rest of the walkthrough, arbitrary pupil size will be
used.

Artifact Rejection

Missingness The count_missing_pupil function will remove
subjects and items that have a large amount of missing data –
the threshold for “a large amount” is specified by the researcher.
It has been recommended by Winn et al. (2018) that a reason-
able threshold is 20%, but that the exact importance of missing
data might be weighted by specific timing landmarks in the
experiment trials. For this example, we have set the
missingthresh argument to .2 and the pupil argument to the
raw, non-interpolated, pupil dilation column in our dataset.
The count_missing_pupil function returns the percentage of
subjects and trials that have been excluded for reporting.

Spurious pupil values Unlikely pupil values that are too small
and too large should be removed from the data (Mathôt et al.,
2018; Winn et al., 2018). Mathôt (2018) recommended
against removing data based on a subject-independent fixed
criterion (e.g., above or below an SD cut-off or a specified
lower and upper pupil boundary). This is due to the inherent

heterogeneity of pupil sizes across experiments. Instead,
Mathôt (2018) recommend visual inspection to determine un-
likely pupil values. This can be done using a simple histogram
to plot the pupillometric data. Based on the histogram below,
it seems reasonable to remove pupil sizes less than 2500 and
greater than 5000. Fig 6
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Median absolute deviation (MAD) After interpolation, it is
a good idea to perform a second pass to make sure that
the data are not contaminated by rapid pupil size dis-
turbances. These artifacts can be detected using the me-
dian absolute deviation, which is a more robust variabil-
ity metric than traditional measures of variability (e.g.,
standard deviation; Hampel, 1974; Kret & Sjak-Shie,
2018). For each time point, the speed_pupil function
calculates the normalized dilation speed, which is the
absolute change in pupil size between samples divided
by the temporal separation between them. To detect out-
liers, the MAD is calculated from the dilation speed
variable and multiplied by a constant (in this case 16,
which is the value used in Kret & Sjak-Shie, 2018).
The constant controls the sensitivity threshold: The
higher the constant, the more extreme a value needs to
be in order to be marked for removal. The MAD is
added to the median dilation speed variable using the
calc_mad function; values above this threshold are then
removed.

Event Time Alignment

In most psychological experiments, each trial includes sev-
eral events. In the example experiment, each trial began
with a fixation screen (small cross in the center of the
screen) and the stimulus of interest appeared on screen 1s
after trial onset. These events are documented in the data
file: the onset of the target is denoted by the trial message
“target.” We can use this information to align the data so
that time=0 corresponds to stimulus onset (i.e., the analysis
window of interest) rather than trial onset. The onset_pupil
function performs this alignment using three arguments:
time column, sample message column, and the event of
interest (“target” in our example). In the output below,
we can see that our experiment now starts at zero, when
the target was displayed on screen.

Fig. 6 Histogram of recorded pupil sizes

Fig. 7 Pupillary time course as a function of script type for the 3 participants

2249Behav Res  (2020) 52:2232–2255



Samples to Bins

If the data are recorded at a relatively high sampling fre-
quency (e.g., 250Hz in this example), it may be useful to
aggregate the data into time bins that are somewhat larger
than the sample rate (users can specify a time bin size to
use). The downsample_gaze function will aggregate
the set of samples into a time series consisting of stan-
dardized time bins with a size specified by the user for
pupil data when the type argument is set to “pupil”. In

addition, it will drop columns that are no longer neces-
sary. The user needs to specify a vector of column names
(aggvars) that define the aggregation level (e.g., indi-
vidual trials) and should be kept after the binning is done.
This produces an average baseline-corrected pupil diame-
ter for each subject, condition, and timebin. If you would
like to keep the raw data unbinned, you can skip this part.
This function returns a tibble with an added column called
timebins, which can be used for aggregation (e.g., calcu-
lating the mean pupil size in each time bin).
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Pupillary Data Visualization

After baseline-correction and artifact rejection, the data are
ready for visualization and statistical analysis (see Fig. 7).

The pre-processed data produced by gazeR are highly flexible
and compatible with different visualization strategies.

Data Analysis The gazeR package is deliberately agnostic to
how researchers should analyze their data, leaving the data in
a format that is flexible and compatible with a variety of sta-
tistical modeling strategies. For instance, various curve-fitting
strategies such as growth curve analysis, general additive
models and/or functional data analysis (Jackson & Sirois,
2009; Mirman, 2014; Seedorff, Oleson, and McMurray,
2018; van Rij et al., 2019). In the absence of a field-standard
statistical approach, we leave it up to the researcher to choose
what statistical analysis to use.

For those interested in growth curve modeling, the gazeR
package does contain a helper function (code_poly) to facilitate
growth curve analysis (GCA) using orthogonal polynomials
(Mirman, 2014). The code_poly function takes your time col-
umn and adds polynomial transformations of time up to a user-
specified order (see Fig. 8). The polynomial transformation can
be natural or orthogonal; the orthogonal version can be useful
because it renders the time terms uncorrelated and scales them
to the same range (for a discussion of natural vs. orthogonal
polynomials see Mirman, 2014).
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The gazeR package also includes a function (get_ranef) for
extracting random effects from a growth curve model in a format
that is convenient for quantifying individual differences (see

Mirman, 2014, Chapter 7) and a function for estimating p-
values for linear mixed effects models using the normal and/or
Kenward-Roger approximations (get_pvalues).

Fig. 8 4th-order Orthogonal Polynomials for the VWP data
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Discussion

While there are a number of viable solutions available to process
eye-tracking data, not all are suitable for research purposes:

& An all-graphical interface seldom provides information
about the underlying data analysis and can be difficult to
reproduce.

& File formats are sometimes proprietary and undocument-
ed, lacking detailed annotation necessary for replicability.

& Source code and description of the algorithms are not al-
ways accessible to the user.

& Some implementations rely on expensive proprietary
software.

The research community needs solutions that are complete-
ly open, with the possibility of directly manipulating and an-
notating the code, data, and parameters so that others may
replicate or critique the methods. This article summarized
and demonstrated the functionality of gazeR, a free, open-
source package written in R. We walked through important
functions needed to pre-process both gaze position and pupil
size data and make them suitable for analysis. This provides a
generalized, replicable, and transparent method for prepro-
cessing raw eye-tracking data.

How does gazeR compare to other existing solutions?

While there exist several packages in R to analyze
pupillometry data or visual world paradigm data (see
Tables 1 and 2), gazeR has several advantages over
existing solutions. First, gazeR is currently the only
package that allows one to analyze pupillometic and
gaze data all in one package. Second, many of the R
packages rely on proprietary software and algorithms for
key analysis steps (such as fixation/saccade parsing and
blink detection). GazeR avoids this by allowing users to
read EDF files directly and by using open-source event
detection algorithms. Third, when deciding on a pack-
age to use, it is important the package be well docu-
mented and supported. Many of the packages listed in
the table were developed and updated several years ago,
and it is unclear if the package developers are still ser-
vicing the packages. Most crucially, the source code and
descriptions for many of the packages are not well ex-
plained. Lastly, a significant problem for the standardi-
zation of analyses, especially with the implementation
of a package, is that with constantly changing software
environments, results likely differ. For example, differ-
ent R versions could change the results, as could differ-
ences between platforms (Windows, macOS, or Linux).
To this end, a containerized version of gazeR is avail-
able via Binder on Github, which allows users to follow

along with this walkthrough in the exact environment in
which it was created, thus supporting reproducibility.
Our hope is this encapsulated environment will help
facilitate use of our pipeline to users’ own data. In the
future we hope to host gazer on Docker or Code
Ocean,, similar to other preprocessing pipelines (e.g.,
fmriprep; Esteban et al., 2019). Overall, we feel that
this walkthrough, end-to-end implementation in the free,
cross-platform environment of R, and the fact that
gazeR conforms to best practices for pupillometry laid
out in recent reviews (Winn et al., 2018; Mathot et al.,
2018) makes gazeR a valuable tool for analyzing your
pupillometry and gaze data.

Limitations

The gazeR pre-possessing pipeline is not exhaustive.
The implemented set of functions should suffice for re-
searchers to pre-process their gaze and pupil data based
on recent recommendations, but there are factors that
are not yet included. For example, gaze position is
known to influence pupil size (Brisson et al., 2013;
Gagl, Hawelka, & Hutzler, 2011), called the pupil
foreshortening effect. This effect occurs when rotations
of the eyes change the angle at which the camera re-
cords the pupil, and therefore also the pupil’s apparent
size. As such, this manifestation of gaze position in
pupil size should ideally be controlled or corrected for.
A simple way to do this would be to include X and Y
gaze coordinates into the analysis model as a co-variate.
If reading EDF files, the X-Y gaze coordinates are in-
cluded and can easily be included in this analysis.
Additionally, various aspects of pupil dilation might be
more or less important to the analysis, which might
benefit from examination of additional features such as
onset and offset slopes (c.f., Winn & Moore, 2018).
Because the gazeR package is open-source, modifica-
tions can always be made to incorporate additional
functionality. Suggestions and contributions from users
are encouraged and can be submitted through the pack-
age github page: https://github.com/dmirman/gazer.

Finally, the current instantiation of gazeR has only been
tested with data files from the SR EyeLink (i.e., raw EDFs
and sample reports). Much of the gazeR functionality is
easily compatible with other eye-trackers with the addition
of functions for reading data and renaming columns
(variables) to match the gazeR conventions. Future updates
to the package will include added support for Tobii and
Gazepoint eye trackers.

To summarize, the gazeR package provides general,
open-source tools for replicable and transparent processing
of gaze and pupillometry data. GazeR grew out of in-house
preprocessing code in several research groups and is
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already being used by several additional research groups. It
is our hope that more researchers will use it and will con-
tribute to its improvement.
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