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Abstract
The way that individuals use function words in a conversation—reflecting how they say things, rather than what they say—is
called their individual language style. The dyadic coordination of language styles, called language style matching (LSM), is
central to the development of social relationships in conversations. Despite a growing body of research on LSM, conceptual and
methodological approaches are inconsistent between scholars. After giving a conceptual overview of LSM, we derive the
properties desirable for analyses of LSM in interaction (e.g., reciprocity, consistency, and frequency sensitivity). Building on
these properties, the existing three methodological approaches to LSM are reviewed. Since none of the existing metrics fulfills all
the desired properties, we introduce a new metric to assess LSM in dyadic interaction, capturing reciprocal adaption throughout
the dynamic process of a conversation. Hence, the new metric is called reciprocal LSM (rLSM). To empirically establish the
conceptual underpinnings of rLSM, the metric is compared to the LSM metric most commonly used in psychological research.
Both metrics are applied to a set of N = 77 transcribed real-life dyadic conversations, analyzed with the Linguistic Inquiry and
Word Count software. The results indicate that rLSM is a better estimate of LSM than is the old metric and that there is high
conceptual similarity between the two metrics. Implications for existing research and directions for future research are discussed.
To facilitate the standardization and comparability of research, guidelines are provided for authors on the use of the new and
existing metrics.
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Language is an eminent part of human behavior and the basis
of most social processes. By using language to communicate
with one another, we share our emotions and thoughts and try
to understand the world around us (Chung & Pennebaker,
2007). The most fundamental and widespread form of lan-
guage use are verbal conversations. Conversations are defined
as a progressive coordination of (linguistic) behaviors of at
least two interlocutors (Pickering & Garrod, 2004).
Conversations help us to build and foster social relationships
by planning and coordinating with each other or by sharing
our everyday experiences and memories (Clark, 1996; Tylén,
Fusaroli, Bundgaard, & Østergaard, 2013). Because conver-
sations are pervasively present, the question arises which part
of the natural language within conversations influences our
social relationships.

A young yet growing body of research on language style
matching (LSM)—that is, the interdependent use of different
types of function words (e.g., pronouns, articles, or preposi-
tions)—shows that the coordination of function words influ-
ences our relationships with others (Ireland et al., 2011; Lord,
Sheng, Imel, Baer, & Atkins, 2015; Niederhoffer &
Pennebaker, 2002). Emphasizing function words rather than
content words allows research to assess dyadic linguistic co-
ordination irrespective of context. For example, two close
friends, one of whom likes horse riding and the other of whom
likes painting, would very likely use different content words
when talking about their leisure time activities, whereas re-
search has suggested that they would use function words in
similar ways to the extent that they like and understand each
other (this example was adapted from Ireland et al., 2011).

To date, LSM is used as a generic term for various concep-
tual and methodological approaches to the interpersonal coor-
dination of language styles. To our knowledge, there are three
different metrics to quantify LSM (Danescu-Niculescu-Mizil,
Gamon, & Dumais, 2011; Ireland & Pennebaker, 2010;
Niederhoffer & Pennebaker, 2002). There are also a number
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of other ways to quantify linguistic similarity, focusing on
conversations’ content rather than the language style. For ex-
ample, Mikolov, Sutskever, Chen, Corrado, and Dean (2013)
introduced Skip-gram analyses, a method to capture precise
syntactic and semantic relationships in large bodies of natural
language; Blei, Ng, and Jordan (2003) presented latent
Dirichlet allocation, which uses Bayesianmodeling to identify
topical similarity in a body of natural-language samples; and
Babcock, Ta, and Ickes (2013) used latent semantic similarity
to analyze the contextual similarity between two natural-
language samples. However, these methods are outside the
scope of the present study, as we are interested in focusing
on language style broadly rather than on content specifically.

Although all of the metrics used to analyze LSM have
different advantages, they also have disadvantages, and the
multitude of metrics makes it difficult to compare results
across different studies. Furthermore, it is difficult for re-
searchers to decide on the appropriate measure for their stud-
ies. Therefore, this article will provide a review of the concep-
tual and methodological approaches to the assessment of what
is summarized under the termLSM. In doing so, we contribute
to the literature by providing a comprehensive overview of the
metrics used to assess LSM in dyadic interaction. By consid-
ering the conceptual underpinnings of LSM research, we sug-
gest a set of properties that metrics assessing LSM should
satisfy. Our subsequent review shows that none of the existing
LSM metrics fulfills these properties. In line with Fusaroli,
Raczaszek-Leonardi, and Tylén’s (2014) call for metrics sen-
sitive to the development and change of behavioral patterns
over time, we see an additional contribution of our article in
the introduction of an integrated metric to assess LSM in dy-
adic interaction. This metric complies with the desired prop-
erties and, thus, also considers the temporal reciprocity in the
dynamics of conversations. We therefore call the new metric
reciprocal LSM (rLSM). Finally, we statistically compare the
new metric for LSM with the metric that is most prevalent in
the psychological assessment of LSM, and derive guidelines
for researchers to facilitate their decisions about the metric that
is most appropriate for their research.

Unraveling LSM: What, why, and how?

Research has shown a long interest in the dyadic coordination
of all kinds of behaviors—verbal and nonverbal alike—and
their various outcomes (e.g., Chartrand & Bargh, 1999;
Fusaroli et al., 2012). Since LSM is a relatively new phenom-
enon under investigation, we will subsequently describe the
basics of LSM research. First, we clarify the terminology used
in this article to describe the phenomenon and provide expla-
nations of what language styles are. Then we describe the
theoretical underpinnings, explain why LSM is a relevant phe-
nomenon in the field of behavior coordination, and provide

examples of how language styles are quantified, in order to
further analyze the coordination thereof.

Clarifying the what—Terminology and language
styles

As Paxton and Dale (2013) acknowledged, the terminology in
the field of interpersonal coordination is scattered. To facilitate
the reading of this article, we will shortly name and explain the
terminology that we will apply. With LSM being central to
this article, we focus on the dyadic coordination of function
words over the process of a conversation (Niederhoffer &
Pennebaker, 2002). By using terms such as coordination and
accommodation, we imply that the process—that is, the recip-
rocal development and change of linguistic behaviors—is un-
der considation (Fusaroli et al., 2014). In contrast, we will use
the term similarity when the focus moves away from process
and texts are instead treated as static (Ireland et al., 2011;
Ireland & Henderson, 2014).

To fully understand the concept of LSM, it is essential to
know what the language style in language style matching
stands for. Each person has a unique language style, represent-
ed by the specific individual use of function words (e.g., pro-
nouns, articles, and prepositions) (Pennebaker, Mehl, &
Niederhoffer, 2003), describing how people say things rather
than what they say. Even though function words account for
60% of the words we utter (Pennebaker, 2013), they are short
and have little meaning outside the context of a sentence
(Chung & Pennebaker, 2007). As such, their use is more au-
tomated and nonconscious than the use of content words such
as nouns and verbs (Segalowitz & Lane, 2004). Furthermore,
function words alone do not reveal any specific content.
Therefore, a shared social knowledge and understanding of
the conversational topic is needed among the conversational
partners to correctly understand and respond to them. For
example, the function words in the sentence BThey played it
successfully^ (they and it) only make sense for conversational
partners who have prior knowledge of the group (they) and the
object (it) in question. If two people engage in a conversation
and share a common ground—that is, common goals or infor-
mation—they are more likely to coordinate their (especially
linguistic) behaviors (Brennan & Hanna, 2009; Paxton, Dale,
& Richardson, 2016). Therefore, the successful coordination
of function words reflects a common understanding of the
conversational topic and a shared social knowledge (Meyer
& Bock, 1999).

Attending to the why—Theoretical underpinnings
of LSM

The theoretical foundations of LSM are manifold—ranging
from interpersonal coordination (Bernieri & Rosenthal,
1991; Lumsden, Miles, Richardson, Smith, & Macrae, 2012)

1344 Behav Res (2019) 51:1343–1359



and behavioral mimicry (Lakin & Chartrand, 2003), in the do-
main of motor coordination, to communication accommodation
theory (Giles & Coupland, 1991; Shephard, Giles, & LePoire,
2001) and interactive alignment (Muir, Joinson, Cotterill, &
Dewdney, 2016; Pickering & Garrod, 2004), in the field of lin-
guistic coordination. These foundations share conceptual basics,
especially the belief that the coordination of behaviors is auto-
matic and leads to mostly positive outcomes, such as increased
rapport (Chartrand & Bargh, 1999). Additionally, these concep-
tual similarities make it hard to distinguish the different theoret-
ical approaches (Paxton & Dale, 2013).

The idea of automatic coordination is challenged by the
relatively new interpersonal synergy approach (Riley,
Richardson, Shockley, & Ramenzoni, 2011), which empha-
sizes the coordination of different linguistic systems in order
to commonly fulfill tasks at hand (Paxton et al., 2016). Just as
specific muscles in a body need to coordinate in order to
achieve a common goal (e.g., to move a foot), specific features
of two interlocutors’ linguistic systems coordinate in order to
solve mutual tasks (e.g., when discussing a problem; Paxton et
al., 2016). Growing theoretical (Fusaroli et al., 2014; Paxton et
al., 2016) and experimental (Fusaroli et al., 2012; Tylén et al.,
2013) evidence in the motor as well as the linguistic domain
has shown that coordination is context-sensitive, adaptive, and
not always linked to positive outcomes. Fusaroli et al. (2012)
showed that, to solve a dyadic perceptual task, a general ac-
commodation of linguistic features did not have a positive
effect on performance, whereas the accommodation of specif-
ic task-relevant vocabulary was positively linked to
performance.

Despite the disagreement on the question of automatic co-
ordination, scholars agree that coordination is mostly noncon-
scious in the motor as well as the linguistic domain (Fusaroli
et al., 2014). Although most studies on LSM support the idea
that coordination yields positive outcomes—for example, re-
lationship initiation and stability (Ireland et al., 2011), empa-
thy between clients and therapists (Lord et al., 2015), and
peaceful resolutions of hostage negotiations (Taylor &
Thomas, 2008)—other studies support the interpersonal syn-
ergy approach, by providing evidence that LSM is context-
sensitive (Babcock et al., 2013; Bowen, Winczewski, &
Collins, 2017) and does not necessarily reflect interpersonal
rapport, but rather intensifies the positive or negative atmo-
sphere of an interaction. Using the evidence at hand, we build
on the interpersonal synergy approach and conceptualize the
coordination of language styles (i.e., LSM) as a nonconscious
linguistic behavior that occurs when interacting with at least
one interactional partner in order to achieve any kind of com-
mon goal (context-sensitive).

Building on our conceptualization of LSM and the defini-
tion of conversations as the progressive coordination of lin-
guistic behaviors, methods used to represent the process of
coordination need to be able to detect and display the change

and development of coordination over time (Fusaroli et al.,
2014). Scholars agree that behavioral coordination unfolds
over time and is reciprocal in nature (e.g., Abney, Paxton,
Dale, & Kello, 2014; Hove & Risen, 2009; Main, Paxton, &
Dale, 2016). Hence, an accommodation of language style can
only be investigated accurately if its process and the interloc-
utors’ reactions to the preceding statements are considered at
any given time (e.g., Fusaroli et al., 2014).

Summarizing, LSM and its effects on social interaction are
classified as being relevant for many parts of human social
interactions involving natural language. Because LSM is es-
sentially reciprocal, analyses cannot be conducted indepen-
dently of either the interactional partners or the processes over
time that underlie the conversations.

Explaining the how—Analyzing language styles

The basis of LSM research is the natural language used by
each of the conversational partners. All words uttered within a
conversation need to be quantified in order to make them
accessible for statistical analyses. To gain a better understand-
ing of the process of language style analysis, we will subse-
quently illustrate it with the help of an example taken from
William Shakespeare’s (1597) tragedy Romeo and Juliet.

To start with, imagine yourself sitting on your sofa in front
of your television or in a theater, reading or watching Romeo
and Juliet (Shakespeare, 1597). When you get to the short
scene in Table 1, in which Romeo talks to his cousin
Benvolio, you suddenly feel the urge to assess the language
style of both characters and start wondering how?.

Preparing the analyses In a first step, the scene is transcribed
word for word, clearly marking each speaker (see Table 1 for
the transcript). After the transcription are completed, the text
file needs to be quantified using appropriate software. All
LSM research published so far has been based on the software
Linguistic Inquiry and Word Count (LIWC; Pennebaker,
Booth, & Francis, 2007; Pennebaker, Boyd, Jordan, &
Blackburn, 2015), which is why we will subsequently explain
the process of language style analyses using LIWC. With the
increasing visibility of open-source projects, it is important to
note that LIWC is neither a free nor an open-source tool. The
software reads all the words in a given text file and compares
them with a built-in dictionary. For example, in its current
version, the complete English1 dictionary contains 6,400 en-
tries, which are all assigned to one or more of 55 nonexclusive
categories, organized under four main themes: basic linguistic
processes, psychological processes, personal concerns, and
spoken categories (Pennebaker et al., 2015).

1 Dictionaries for other languages (e.g., German, French, and Italian) can be
downloaded from the LIWC website (www.liwc.net/dictionaries).
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The analysis can be run for all categories across the whole
transcript or for a user-defined selection of categories across
certain levels of analysis within a transcript, ranging from
whole text to single-word analyses. Depending on your per-
sonal research question, it is advisable to choose an individual
level of analysis that suits your needs. For all words in a
chosen level, the software reports the proportions of the cho-
sen categories. The analysis of language style only focuses on
the so-called function word categories, containing pronouns,
articles, prepositions, auxiliary verbs, adverbs, conjunctions,
and negations in the English dictionary (Pennebaker et al.,
2015).

Different levels of language style analysis To illustrate the
possibilities among different levels of analysis, we subse-
quently report results of the language style analyses on differ-
ent levels of analysis with the help of the Romeo and Juliet
example. The results can be found in Table 2.

In Example A, the researcher is interested in the language
style across the whole excerpt of the conversation, not
distinguishing between speakers. The results indicate that
across the whole transcript, the speakers used 39 words alto-
gether, of which 89.74% were recognized by the software.
From the total words, 51.28% were function words, which
can be further assigned to the individual function word cate-
gories—for example, 23.08% fall in the pronoun category,
2.56% fall in the article category, and 0% fall in the preposi-
tions category.

In Example B, the researcher might be interested in each
speaker’s individual language style across the whole docu-
ment. To provide results for Example B, the transcript was
separated by speaker prior to the analyses, producing one doc-
ument per speaker. The results show that Speaker A (Romeo)
used 28words across the excerpt of the conversation, of which
96.43% were recognized by the software. Of the total words,
57.14% fall in the function word category. Speaker B
(Benvolio), on the other hand, used 11 words across the ex-
cerpt of the conversation, of which 72.73% were recognized
by the software. Of the total words, 36.36% fall in the function
word category. This level of analysis allows for comparisons
between speakers and yields that Romeo talked a lot more
during the excerpt of the conversation than did his cousin

Benvolio. Additionally, Romeo used nearly twice as many
function words as Benvolio.

In Example C, each statement of the conversation was an-
alyzed with the LIWC. In this case, the researcher might want
to learn about each speaker’s individual language style in each
statement across the whole conversation. The results show
that in the first statement, Speaker A used five words that were
all recognized by the software, and 60% fall in the function
word category. In his first statement, Speaker B uses four
words, of which 75% were recognized by the software and
25% fall in the function word category. Taking a closer look at
each statement, one can see the variance in the use of function
words. If you compare the analyses made in Examples B and
C, you can see that a more fine-grained analysis of the differ-
ent function word categories reveals more fluctuations in lan-
guage use between the two characters.

Table 2 LIWC results for different units of analysis in the BRomeo and
Juliet^ example

Level of analysis WC Dic
(%)

FW
(%)

Pron
(%)

Art
(%)

Preps
(%)

Example A

Whole text 39 89.74 51.28 23.08 2.56 0

Example B

Speaker A (Romeo) 28 96.43 57.14 25 3.57 0

Speaker B (Benvolio) 11 72.73 36.36 18.18 0 0

Example C

Speaker A – Statement 1 5 100 60 0 20 0

Speaker B – Statement 1 4 75 25 0 0 0

Speaker A – Statement 2 15 93.33 46.67 26.67 0 0

Speaker B – Statement 2 7 71.43 42.86 28.57 0 0

Speaker A – Statement 3 8 100 75 37.5 0 0

A selection of language style categories, to illustrate the process of lan-
guage style analyses. WC = word count (total number of words); Dic =
dictionary (proportion of words recognized by the LIWC); FW= function
words (proportion of function words in the level under investigation);
Pron = pronouns (proportion of pronouns in the level under investiga-
tion); Art = articles (proportion of articles in the level under investiga-
tion); Preps = prepositions (proportion of prepositions in the level under
investigation)

Table 1 Transcript of a short dialogue from Shakespeare’s tragedy Romeo and Juliet (Shakespeare, 1597)

Speaker Statement

Romeo Is the day so young?

Benvolio But new struck nine.

Romeo Ay me! Sad hours seem long. Was that my father that went hence so fast?

Benvolio It was. What sadness lengthens Romeo’s hours?

Romeo Not having that, which, having, makes them short.

Function words are written in italics

1346 Behav Res (2019) 51:1343–1359



Choosing the appropriate level of analysis Taken together, the
chosen levels of analysis reveal different aspects of the con-
versation at hand. Thus, depending on the focus of your re-
search, it is possible to receive summary scores as well as very
fine-grained scores for each conversation. For example, if you
were interested in comparing the frequencies of function word
usage in the Romeo–Benvolio dyad with another dyad, you
might consider the whole conversation (Example A). To in-
vestigate Romeo’s stability of function word use across con-
versations with different partners, you would more likely use a
speaker-separated analysis (Example B). Finally, to assess the
coordination of function words between Romeo and Benvolio
in the present conversation, you would need a fine-grained
analysis that reveals the time course of the conversation,
opting for the talk-turn-based analysis of specific function
word categories (Example C).

Desirable properties for metrics assessing
LSM

After assessing Romeo’s and Benvolio’s language styles, the
next step would be to assess both characters’ matching of
language styles. Before presenting the existing metrics used
to assess LSM, we will describe desirable properties for LSM
metrics, derived from the conceptual and methodological un-
derpinnings presented so far. Table 3 provides a summary of
these properties.

Property 1: Stylistic analyses

First, in line with our previous explanations, language style
matching focuses on the coordination of language styles. As
such, only those LIWC categories that fall into the theme of
language style should be included in the LSM analysis. These
are summarized under the LIWC 2015 function word scores
(i.e., pronouns, articles, prepositions, auxiliary verbs, adverbs,
conjunctions, and negations). Even though the exclusive use
of language style categories should be self-evident when

analyzing LSM, previous scholars have included nonstylistic
categories (e.g., causation or insight) into their calculation of
LSM (Danescu-Niculescu-Mizil et al., 2011; Taylor &
Thomas, 2008). Acknowledging the fact that not all of the
function word categories are available in the dictionaries of
all languages, an adaption according to the particular dictio-
nary is acceptable.

Property 2: Reciprocity

Second, to account for the reciprocity of conversations and
behavioral accommodation, metrics for LSM in natural con-
versations need to consider the temporal dynamics of conver-
sations. Thus, the words Speaker A uses in Statement 1 influ-
ence the words Speaker B uses in Statement 1, whereas
Speaker B’s choice of words in Statement 1 influences
Speaker A’s choice of words in Statement 2, and so forth.

Property 3: Flexibility

Third, to allow for the analysis of individual research ques-
tions (e.g., language style differences between speakers vs.
language style differences between conversations), the metric
needs to provide flexibility as to each of its three constituent
parts: (1) the two speakers who interact as a dyad, (2) the
statements of a conversation, and (3) the LIWC categories
previously defined as stylistic. Therefore, the metric should
allow for the calculation of results for each individual speaker
to uncover, for example, leader–follower dynamics in the pro-
cess of LSM, as well as one dyadic score to allow for between-
dyad comparisons. Furthermore, the metric needs to be adapt-
able in its consideration of the temporal dynamics of conver-
sations; that is, it should provide the possibility to include a
predefined set of consecutive statements. By doing so, the
metric can allow us to investigate LSM over the course of a
whole conversation, individually identified phases, or only a
short exchange of words. For the third component—the lan-
guage style categories—these should provide one average

Table 3 Summary of desirable properties for LSM metrics

Desired Property Description

(1) Stylistic Analyses The metric exclusively includes language style categories.

(2) Reciprocity The metric includes the temporal dynamics of the conversation.

(3) Flexibility The selection of speakers, temporal dynamics, and language style categories included in the LSM score can be made depending
on the personal research question.

(4) Consistency The properties of the LSM score is consistent and independent of the parameters chosen for Property 3 (flexible)—that is, the
score always ranges from 0 to 1, allowing for meaningful interpretations.

(5) Frequency
sensitivity

The metric considers differences between low- and high-frequency categories.

(6) Replicability The calculation of the metric is replicable by, and thereby accessible to, researchers in the field.
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LSM score and, if theoretically needed, one score for each of
the language style categories.

Property 4: Consistency

Fourth, despite the abovementioned flexibility in the parame-
ters of the analysis, the metric itself (i.e., the equation utilized)
should be applicable consistently across all types of analyses,
from short statements to whole conversations. Therefore,
supporting Guastello and Peressini’s (2017) call for a
Bmeasure of the size of synchronization effect, not simply a
significance test^ (p. 9), the scores derived should quantify the
actual behavior into a classifiable score, which will allow for
meaningful interpretations and comparisons.

Property 5: Frequency sensitivity

Fifth, metrics for LSM need to consider frequency differences
in the use of categories. As Example C in Table 2 illustrates,
the use of function word categories may fluctuate across state-
ments. If, for example, prepositions make up 4% of a conver-
sation, a difference of two percentage points between two
speakers will be more meaningful than a two-percentage-
point difference in a category that makes up 20% of the con-
versation (Chung & Pennebaker, 2007). Hence, LSM metrics
should consider the relative use of specific function words in
the respective level of analysis (Ireland & Pennebaker, 2010).

Property 6: Replicability

Sixth, to standardize research on LSM and reduce the degree
of complexity, metrics should provide guidelines for replica-
tion, and thereby be accessible to other researchers.

Review of the existing metrics to assess LSM
in dyadic interaction

In the following section, we present the existing metrics for
the assessment of LSM and evaluate them with regards to the
desirable properties described above. Since all of the studies
considered propose different metrics for the same construct,
we will further use the authors’ names to distinguish between
the metrics.

Niederhoffer and Pennebaker (2002)

The first metric to assess LSM in two documents was intro-
duced by Niederhoffer and Pennebaker (2002). Their aim was
to uncover dyadic dynamics, such as leader–follower dynam-
ics in LSM, by investigating the degree to which conversa-
tional partners match their language styles. To do so, they
introduced two different forms of analyses. First, they

provided a between-subjects analysis, in which they correlated
the degree to which Speaker A uses a specific choice of words
(e.g., prepositions) throughout a whole conversation with the
degree to which Speaker B uses the same choice of words.
The calculation of the LSM metric can therefore be represent-
ed by the following Eq. (1):

LSMAB Cð Þ ¼ Cor CA;CBð Þ; ð1Þ
where C is the respective language style category and A and B
are both speakers in a dyad.

As was already stated, the proposed equation only allows
for a between-dyad comparisons. To further uncover leader–
follower patterns of LSM, Niederhoffer and Pennebaker
(2002) expanded their metric. To account for the reciprocal
influence of the speakers’ statements—Statement 1 by
Speaker A impacts Statement 1 by Speaker B, which in turn
impacts Statement 2 by Speaker A, and so forth—another two
sets of correlations are computed within each conversation.

In the first set, LSM is calculated for each talk-turn and
category of Speaker B by correlating all statements of
Speaker B following statements of Speaker A (Eq. 2; for
example, the proportion of prepositions used by Speaker B
in Statement 1 is correlated with the proportion of
prepositions used by Speaker A in Statement 1). Similarly,
in the second set, LSM is calculated for each talk-turn and
category of Speaker A. Therefore, the statements of Speaker
A are lagged by one (Eq. 3; for example, the proportion of
prepositions used by Speaker B in Statement 1 is correlated
with the proportion of prepositions used by Speaker A in
Statement 2). Final LSM scores are obtained by calculating
the mean of Speaker A’s and B’s individual LSM (Eq. 4)—
that is, how Speaker A matches his/her language style to
Speaker B, and vice versa. The scores can take values between
– 1 and 1 and are interpreted like correlations.

LSMS¼1
B Cð Þ ¼ Cor CS¼1

A ;CS¼1
B

� �
; ð2Þ

LSMS¼1
A Cð Þ ¼ Cor CS¼1

B ;CS¼2
A

� �
; ð3Þ

LSMS
AB Cð Þ ¼ M LSMS

A; LSM
S
B

� �
; ð4Þ

where A and B are both speakers in the dyad, S is the statement
considered in the analyses, and C is the respective function
word category.

Compliance with the desired properties In summary, the met-
ric presented considers Property 1 by including only stylistic
categories. Property 2 is also fulfilled by considering the rec-
iprocity of dyadic interactions. Furthermore, it provides op-
portunities for flexible but consistent calculations of LSM
scores (Properties 3 and 4), which have been adapted to the
analyses of LSM in different phases in hostage negotiations
(Taylor & Thomas, 2008). However, since some methodolog-
ical considerations speak against the application of
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correlations to assess LSM, this metric does not completely
comply with Property 4. First, for assessing LSM in the way
described above, the first step is to compute numerous corre-
lations—one for each speaker, talk-turn, and category—and
using these correlations in the following steps. This approach
applies as long as a correlation is significant. The correct pro-
cedure would exclude nonsignificant (presumably low) results
from the following analysis, potentially resulting in LSM
scores that are artificially high in magnitude (Niederhoffer &
Pennebaker, 2002). Additionally, the metric is not frequency-
sensitive (Property 5), because the correlations are based on
the absolute usage of single categories, disregarding their rel-
ative occurrence in the unit of analyses. Because the authors
thoroughly describe the procedure applied to calculate the
LSM score and use basic statistical methods to do so, it can
be considered accessible, thereby fulfilling Property 6.

Ireland and Pennebaker (2010)

Ireland and Pennebaker (2010) introduced the metric most
frequently used in psychological research on LSM in dyadic
conversations (e.g., Cannava & Bodie, 2016; Ireland et al.,
2011; Rains, 2015). In this metric, a weighted difference score
is calculated for each LSM category. First, in the numerator,
the absolute value of the difference between the LIWC results
within a specific language style category (C) for Speaker A
(CA) and Speaker B (CB) is calculated, which is then—in the
denominator—divided by the sum of CA and CB. In the de-
nominator, .0001 is added in order to prevent the empty sets
that would occur if the value for the category in question were
0% at each level of analysis. Then, the result of this fraction is
subtracted from 1 (Eq. 5), resulting in a value between 0 and 1,
with higher values indicating higher LSM in the respective
categories.

LSMAB Cð Þ ¼ 1−
jCA−CBj

CA þ CB þ 0:0001
ð5Þ

Finally, LSM scores for each of the function word catego-
ries are averaged to yield a composite LSM score. Like the
category scores, LSM can take a score between 0 and 1, with
higher scores representing higher LSM. Note that when nei-
ther of the speakers uses any given LSM category, then the
LSM score for that specific category will be 1. Therefore,
language style categories that are not used in a chosen conver-
sation are excluded from the LSM calculation. By considering
each category’s overall frequency, it is ensured that differences
in less-frequent categories have a greater impact on the overall
LSM score than the same absolute difference in higher-
frequency categories (Ireland & Pennebaker, 2010).

Compliance with the desired propertiesEven though thismet-
ric was originally introduced in order to calculate LSM in
nondynamic written texts, it is also commonly used for
assessing LSM in dyadic conversations. The conceptual anal-
ysis of this metric shows that it is frequency-sensitive
(Property 5) and accessible to other researchers (Property 6).
However, when applied to dyadic interaction, this metric does
not consider the reciprocity of conversations (Property 2).
Neither does it allow for flexibility in the calculation of indi-
vidual LSM scores, the particular level of analysis, nor does
the metric allow for a consistent quantification of LSM across
all possible levels of analysis (Properties 3 and 4).

Danescu-Niculescu-Mizil et al. (2011)

A third metric to calculate linguistic accommodation, which
shows conceptual similarities to LSM, was introduced by
Danescu-Niculescu-Mizil et al. (2011). The metric was devel-
oped to analyze linguistic accommodation in big data, such as
online conversations between two conversational partners on
Twitter. The authors analyzed a data set of more than three
million talk turns between 2,200 pairs of users. Prior to their
analyses, the online conversations were quantified using the
LIWC software. Linguistic style accommodation is evaluated
using a probabilistic framework that specifically accounts for
the temporal dynamics of the conversations. The probabilistic
framework looks as follows:

Acc A;Bð Þ Cð Þ≙P TC
B j TC

A ;TB↪TA
� �

−P TC
B jTB↪TA;

� � ð6Þ

where A and B represent a pair of users who hold a conversa-
tion on Twitter, C represents any stylistic category of the

LIWC, and T is short for tweet/statement. TC
A and TC

B represent
tweets containing a certain stylistic category posted by one of
the users. The arrow (↪) represents the answer condition—
that is, in TB ↪TA, User B replies to User A. Hence, the min-
uend describes the probability that User B’s reply to User A
contains a certain stylistic category under the condition of it
being an answer to the previous tweet of A. The subtrahend
denotes the probability that User B’s tweet to Awould contain
C under normal circumstances—that is, without it being a
reaction to a previous tweet. Thus, it assesses how much the
event of User A using C in a tweet affects the probability of
User B using C in a reply to User A, above the normally
expected use of C by User B. Finally, the following Eq. 7
captures the accommodation for a given category C through-
out the entire online conversation:

Acc Cð Þ ¼ E Acc A;Bð Þ Cð Þ� �
; ð7Þ

where the expectation E is calculated over the language style
accommodation of Users A and B across all possible
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consecutive pairs of tweets in an online conversation. Given
this framework, Acc(C) > 0 reflects language style accommo-
dation in C.

Compliance with the desired properties By modeling lan-
guage style accommodation over the course of each statement
of an online conversation, this approach considers the users'
reciprocity (Property 2) and provides full flexibility in LSM
calculation (Property 4). Even though the approach allows for
consistent quantification of LSM and provides a score for each
user, it is not frequency-sensitive, because the probabilities
only focus on the occurrence of categories, regardless of their
relative occurrence. Thus, the higher impact of differences in
lower-frequency categories, in comparison to differences in
higher-frequency categories, is not considered (Property 5).
Finally, the replicability of this metric is limited—most prob-
ably due to the sophisticated probabilistic approach—which is
represented by the single psychological study that has used
this metric to assess LSM (Lord et al., 2015).

Concluding summary of existing LSM metrics

In summary, the three approaches to assess LSM in dyadic
interaction each fulfill some but not all of the desired proper-
ties. An overview of the metrics and their fulfillment of the
properties can be found in Table 4. Nonetheless, each of the
metrics presented is appropriate for its originally designated
context. Since none of the presented metrics considers all of
the desired properties, we will subsequently present an inte-
grated metric to assess LSM that builds on the metrics pre-
sented so far.

Introducing an integrated metric to assess
LSM in dyadic interaction–Reciprocal LSM
(rLSM)

Our new metric to assess LSM in dyadic interaction is based
on and extends the metric by Ireland and Pennebaker (2010)
and, moreover, considers the dynamic, talk-turn-based nature
of conversations, as proposed by Niederhoffer and
Pennebaker (2002) and Danescu-Niculescu-Mizil et al.
(2011). After presenting guidelines for the treatment of miss-
ing values, we will explain the process of calculating rLSM
for any one of the respective stylistic LIWC categories (C)
using the new metric, and its compliance with the desired
properties with the help of the Romeo and Juliet
(Shakespeare, 1597) example. We provide an R script for
the calculation of the rLSM metric as supplemental material
of this article.

Treatment of missing values

When one is working with the statement-based LIWC output,
missing values need to be considered and treated in a specific
way. Missing values can occur whenever a given language
style category is not used in at least one conversational part-
ner’s statement. In the LIWC output, these cases are denoted
with a zero. Three different combinations of missing values in
subsequent statements are possible (see Table 5).

In Example A, Speaker A does not use any words that fall
in the LIWC category of prepositions in his statement, and
neither does Speaker B. Not replacing the zeros with missing
values would result in an rLSM score of 1—which would

Table 4 Property overview for each of the presented metrics and respective recommendations of use

Source Niederhoffer & Pennebaker
(2002)

Ireland & Pennebaker (2010) Danescu-Niculecu-
Mizil et al. (2011)

Müller-Frommeyer, Frommeyer, &
Kauffeld (This study)

Property 1: Stylistic
analyses

● ◑ ◑ ●

Property 2:
Reciprocity

● ○ ● ●

Property 3:
Flexibility

● ○ ● ●

Property 4:
Consistency

◑ ○ ● ●

Property 5:
Frequency
sensitivity

○ ● ○ ●

Property 6:
Replicability

● ● ◑ ●

Recommendations
for use

Use not recommended, as
advantages of other metrics
outweigh

Static, independent texts (e.g.,
comparison of books, poetry or
speeches)

Written online
conversations
(e.g., Twitter)

Reciprocal, dynamic verbal
processes (e.g., dyadic or group
conversations)

● Property fulfilled. ◑ Property partly fulfilled. ○ Property not fulfilled
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reflect perfect synchrony but not a nonobservation of behav-
iors. In Example B, Speaker A does not use prepositions in his
statement, but Speaker B does. Since there is no behavior that
Speaker B could follow, Speaker A’s zero needs to be replaced
by a missing value, so that no LSM score is calculated. In
Example C, however, Speaker A does use prepositions,
whereas Speaker B does not, even though B had the opportu-
nity to follow A’s behavior. Here, the zero is not replaced, and
instead the resulting rLSM score for prepositions in this state-
ment is low.

Disregarding these assumptions would lead to both upward
and downward biases in rLSM scores. Combinations like
Example A would lead to very high matching scores, and
combinations like Example B would lead to very low scores,
whereas both should not affect the matching scores at all.

Calculation of statement-based rLSM scores

To begin with, we illustrate the calculation of rLSM with the
help of the smallest reasonable unit of analysis: two consecu-
tive statements. Referring to the Romeo and Juliet example,
we will use Statement 1 by Romeo—subsequently referred to
as Speaker A—and Statement 1 by Benvolio—subsequently
referred to as Speaker B. Because this consecutive pair of
statements captures Speaker B’s reaction to Speaker A,
Speaker B’s rLSM is represented by the following equation:

rLSMB Cð Þ ¼ 1−
CS¼1

A −CS¼1
B

�� ��

CS¼1
A þ CS¼1

B þ 0:0001
; ð8Þ

where S indicates the respective statement—that is, the level
of analysis. Note that C can be any LIWC category defined as
stylistic. If applied to the Romeo and Juliet example, with C
representing the LIWC results of the function word (FW)
category, we can see that rLSMB(FW) = .59. To fully represent
the reciprocity of the conversation and calculate Speaker A’s
rLSM to Speaker B, Speaker A’s second statement in response
to Speaker B needs to be considered (Eq. 9).

rLSMA Cð Þ ¼ 1−
jCS¼1

B −CS¼2
A j

CS¼1
B þ CS¼2

A þ 0:0001
ð9Þ

Applied to the Romeo and Juliet example, withC being the
LIWC results of the function word category, Speaker A gets a
score of rLSMA(FW) = .70. The results indicate that Speaker
A (Romeo) exhibits more LSM than does Speaker B
(Benvolio).

To be able to capture the temporal dynamics of rLSM
across the whole conversation, the equation needs to be ex-
panded in its levels of analysis—that is, the temporal dimen-
sion S needs to be generalized to be applicable to any state-
ment in the conversation (i). This expansion results in the
following two equations:

rLSMA Cð Þ ¼ 1−
CS¼i

B −CS¼iþ1
A

�� ��

CS¼i
B þ CS¼iþ1

A þ 0:0001
; ð10Þ

rLSMB Cð Þ ¼ 1−
CS¼i

A −CS¼i
B

�� ��

CS¼i
A þ CS¼i

B þ 0:0001
: ð11Þ

Calculation of conversation-based individual rLSM
scores

To retrieve individual rLSM scores for the whole conversa-
tion, the equation needs to be further expanded in its temporal
dimension S. That is, in addition to the application to one
statement, the metric needs to be applicable to a predefined
set of statements (S = i – k). To produce one rLSM score per
speaker for the defined set of statements, the LSM scores per
speaker are averaged across statements (Eqs. 12 and 13). With
this expansion, it is possible to calculate individual rLSM
scores per category for predefined phases of a conversation
and for whole conversations.

rLSMS¼i−k
A Cð Þ ¼ M rLSMS¼i−k

A Cð Þ� � ð12Þ
rLSMS¼i−k

B Cð Þ ¼ M rLSMS¼i−k
B Cð Þ� � ð13Þ

In the Romeo and Juliet example, across all statements,
Romeo shows an overall rLSM score of

rLSMS¼1−3
A FWð Þ ¼ :77, whereas Benvolio shows an overall

rLSM score of rLSMS¼1−3
b FWð Þ ¼ :71, still indicating that

Romeo exhibits more LSM than Benvolio.

Table 5 Examples for the replacement of zeros in the LIWC data output

Data Before Replacement Data After Replacement

Speaker A: Preps Speaker B: Preps Speaker A: Preps Speaker B: Preps

Example A 0 0 NA NA

Example B 0 5 NA 5

Example C 5 0 5 0

Preps = prepositions. NA = missing value
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Calculation of dyadic rLSM scores

The calculation of one final dyadic rLSM score is reached by
the integration of the abovementioned equations (10–13),
which is represented by Eq. 14. The dyadic rLSM score con-
siders both speakers (A, B) and the defined set of statements (S
= i – k)—that is, all consecutive pairs of statements in a con-
versation.

rLSMS¼i−k
AB Cð Þ ¼ M rLSMS¼i−k

A Cð Þ; rLSMS¼i−k
B Cð Þ� � ð14Þ

Because this equation is still based on only one LIWC
language style category at a time, the results for all of the
language style categories need to be averaged in order to cal-
culate the final rLSM score. For the Romeo and Juliet exam-

ple, the final LSM score is rLSMS¼1−3
AB FWð Þ ¼ :74. By con-

sidering all of the available function word categories, the new
metric can be classified as exclusively stylistic (Property 1).
Furthermore, by calculating individual scores per speaker and
pairs of statements, the metric further considers the reciprocity
and temporal dynamics of the conversation (Property 2).
Because categories, speakers, and the amount of consecutive
statements can be defined individually, the metric also pro-
vides the desired flexibility (Property 3) but is still consistent
in its calculations and, therefore, allows for meaningful com-
parisons between scholars (Property 4). Since the metric is
based on Ireland and Pennebaker’s (2010) frequency-
weighted difference score, it can also be classified as
frequency-sensitive (Property 5). The stepwise calculation of
rLSM is based on the LIWC output with the possibility for
individual adaption of the three constituent parts, and thus it
can be replicated by using the R script in the additional online
material and the integrated instructions. Therefore, the metric
also fulfills Property 6.

Empirical examination of the rLSM metric

In addition to the conceptually and methodologically based
introduction of the rLSM metric, we will statistically investi-
gate the underpinnings presented. Therefore, we compare the
rLSM metric to the LSM metric introduced by Ireland and
Pennebaker (2010), which is the most dominant metric in
psychological research (e.g., Ireland & Henderson, 2014;
Ireland et al., 2011; Rains, 2015).

The rLSM metric considers the mutual use of language
style words on a talk-turn level, whereas the LSM metric
assesses the similar use of language style on the broader, con-
versational level. This resembles other methodological areas,
such as interrater reliability calculations, in which point-by-
point agreements provide lower, more accurate, and therefore
more realistic estimates of agreement than do simple overall
agreements (Klonek, Quera, & Kauffeld, 2015). Since the

likelihood of finding corresponding language style types is
inflated in the LSM metric, we expect rLSM scores to be
lower than LSM scores (Niederhoffer & Pennebaker, 2002;
Hypothesis 1).

Both rLSM and LSM are based on the same conceptual
underpinnings and are supposed to fulfill the same social func-
tions. Furthermore, since the LSM metric captures similarity
in the use of function words on the conversational level, ig-
noring its temporal dynamics—whereas rLSM captures the
accommodation of function words unfolding over adjacent
statements of a conversation—and since both are related in
their fundamentals, we argue that they cover similar concepts.
Therefore, we expected to find a positive relation between the
metrics for rLSM and LSM (Hypothesis 2). We expected this
relationship to be present for each language style category as
well as for the overall rLSM and LSM scores.

Method

Participants

The analyses reported here include interactions of 77 same-
and mixed-sex dyads (male = 112, female = 41; one person
did not indicate their sex). The mean age was 23.81 years (SD
= 3.28). All participants voluntarily participated in an exercise
to get to know each other by holding short conversations with
a previously unacquainted partner. The majority of the partic-
ipants studied engineering (n = 127), whereas the remaining
ones (n = 27) indicated different academic fields of study,
including psychology, history, biology, chemistry, or sociolo-
gy. Altogether, the sample represents 145,123 words (M =
1,884.71, SD = 921.70) and more than 12,500 talk turns,
which exceeds the data usually used in LSM research (e.g.,
Ireland et al., 2011; Niederhoffer & Pennebaker, 2002).

Procedures

In total, 164 participants (82 dyads) took part in a study de-
signed to investigate the relationship between LSM and rela-
tionship initiation in formerly unacquainted dyads over the
course of several conversations. The study was integrated into
interdisciplinary soft-skill trainings on communication and
conflict management at a German university. Participants
signed up for the trainings via the university homepage.
Participation in the trainings was voluntary and compensated
with class credit. At the beginning of the training, participants
were randomly assigned to a conversational partner they had
not previously been acquainted with. They conducted two
different conversations with their partner: One on basic per-
sonal aspects, such as family, education, or hobbies, and the
other one on a conflicting topic. Because LSM has been
shown to be context-sensitive (Bowen et al., 2017), we only
included the conversations on basic personal aspects in our
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analyses. Participants voluntarily audiotaped their conversa-
tions for scientific purposes. Five of the dyads did not audio-
tape their conversations, resulting in a final sample of 154
participants (77 dyads). After the conversations, participants
presented the most important facts about their respective part-
ner to the rest of the group, to enhance group cohesion before
the training continued. Participants were not compensated
separately for participating in the study. All participants pro-
vided written consent to be audiotaped, and all procedures of
the study were approved by the institutional review boards on
data security and ethics.

Measures

Language style matching

To compare rLSM and LSM scores in real-life conversations,
two different metrics were calculated. The calculation of both
metrics required a series of successive steps that will be ex-
plained further.

Transcription of real-life conversations First, the conversations
were consistently transcribed word for word following speci-
fied transcription rules. To analyze talk turns, transcribers had
to create sequences of clean-cut speaking turns for each con-
versation, assigning each speaking turn to one of the two
speakers. On the basis of unitizing guidelines from interaction
analysis (Auld & White, 1956; Hatfield & Weider-Hatfield,
1978), we defined a statement as our unit of analysis. A unit
begins when Speaker A says his/her first word, and it ends
when Speaker B utters his/her first word. The speaking turns
in real-life conversations are rarely as obvious as those in the
Romeo and Juliet example provided—for example, when in-
terlocutors talk over one another during the conversation. In
such events, transcribers artificially created clean-cut se-
quences by following the time course of statements and tran-
scribing them one after another. We additionally built on the
guidelines for the transcription of oral language samples pro-
vided in the LIWC 2007 manual (e.g., transcription of
disfluencies [hmm, uh-uh, etc.], stuttering, and transcriber’s
comments) (Pennebaker et al., 2007). When finalized, the
transcripts comprised all statements—that is, all words and
disfluencies uttered by each speaker in clean-cut talk-turns
following the timely process of the conversations.

Language style analysis Second, since our analyses were
based on conversations conducted in German, the German
version of the LIWC dictionary was used for the language
style analysis. The current version of the German LIWC dic-
tionary contains the following function word categories:
Pronoun [with the personal pronoun categories I (e.g., I, me,
mine), we (e.g., our, us, we), self (e.g.,myself, us, I), you (e.g.,
you, thee, thine), and other (e.g., he, him, they)], negation

(e.g., no, not), assent (e.g., ok, yes), article (e.g., a, an, the),
and preposition (e.g., above, at, into).

The pronoun category represents the overall proportion of
pronouns used in the unit of analyses and can be fragmented
into the separate personal pronoun categories: I, we, self, you,
and other. The individual’s pronoun use is linked to different
psychological aspects and changes thereof (e.g., depression or
status; for an overview, see Chung & Pennebaker, 2007;
Pennebaker, 2013). To the best of our knowledge, there is no
work on the coordination of pronouns, especially personal
pronouns, in dyadic interaction or their respective function.
To consider the dictionary’s hierarchical structure regarding
pronouns and potential differences in pronoun use in a dyad,
we calculated four mean scores: rLSM and LSM including all
nine individual function word categories (I, we, self, you,
other, negate, assent, article, preposition), and rLSM_p and
LSM_p, where the individual pronoun categories I, we, self,
you, and other are summarized under the pronoun category.
Thus, the rLSM_p and LSM_p scores include the categories
pronoun, negate, assent, article, and preposition.

LSM

LSM scores were calculated on the basis of the formula pro-
posed by Ireland and Pennebaker (2010; Eq. 5). Prior to lan-
guage style analyses, transcripts were separated by speaker,
producing two independent documents—one containing all
statements of Speaker A, the second containing all statements
of Speaker B. Each document was then analyzed using the
LIWC software. LIWC results for each speaker were entered
into Eq. 5 for each of the function word categories, producing
one score per category. On the basis of these scores, LSM and
LSM_p were calculated. The LSM scores are calculated using
R Studio.

rLSM

The calculation of rLSM is based on the metric introduced in
this article, mathematically represented in Eq. 14. To calculate
rLSM scores, first Speaker A and B are assigned on the basis
of the opening statements of the conversation—the person
who starts the conversation and all his/her following state-
ments are assigned to Speaker A, whereas the second state-
ment and all his/her following statements are assigned to
Speaker B. LIWC analyses produce results for each function
word category and statement of a conversation. rLSM scores
are calculated according to Eq. 14, with A and B representing
the speakers in the respective conversation, C being all avail-
able function word categories, and S representing all consec-
utive statements of each conversation. On the basis of the
rLSM scores for each category, rLSM and rLSM_p are calcu-
lated. rLSM scores were calculated using R Studio.
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Results

Data analysis

All statistical analyses reported were performed using SPSS
24. First, we performed Shapiro–Wilk tests to test whether
rLSM and LSM scores differ significantly from a normal dis-
tribution. Since results indicate a significant deviation from
normality for all 12 LSM scores as well as six of the 12
rLSM scores, we used nonparametric methods to test our hy-
pothesis. The results of Shapiro–Wilk tests can be found in
Table 6.

Are rLSM values significantly lower than LSM values?

To test whether the values calculated using the rLSM metric
were significantly lower than values calculated with the

established LSM metric (Hypothesis 1), we performed a
Wilcoxon signed-rank test for each of the 12 scores under
investigation. There was a significant difference in the average
scores for rLSM (Mdn = .17) and LSM (Mdn = .82), z = –
7.22, p < .0001, r = – .87, as well as rLSM_p (Mdn = .25) and
LSM_p (Mdn = .87), z = – 7.53, p < .0001, r = – .87, with
rLSM values being significantly lower than LSM values.
Taking a closer look at the category level, all Wilcoxon
signed-rank test for the individual language style categories
revealed the same results. These results can be found in Table
6. A graphical representation of the results can be found in
Fig. 1. To conclude, Hypothesis 1 was confirmed for the av-
erage rLSM and LSM scores, as well as for the individual
language style categories. All effect sizes can be interpreted
as large (Cohen, 1988).

Exploring the conceptual similarity of rLSM and LSM

To test for conceptual similarity between rLSM and LSM—as
postulated in Hypothesis 2—12 Kendall’s tau correlation co-
efficients were calculated. There was no relationship between
the LSM and rLSM scores (rτ = .09, p = .15) if all personal
pronoun categories were considered individually. However, if
the general use of pronouns was considered, rLSM_p and
LSM_P scores were significantly related (rτ = .16, p = .023).
Similar results were found for the individual personal pronoun
categories, where rLSM and LSM scores for the categories
pronoun (rτ = .03, p = .369), I (rτ = .10, p = .104), we (rτ =
.04, p = .320), self (rτ = .06, p = .129), and you (rτ = – .03, p =
.373) were not significantly related. Only the scores for the
personal pronoun category other (rτ = .18, p = .009) were
significantly related. The rLSM and LSM scores for the re-
maining function word categories were all significantly relat-
ed [negation (rτ = .17, p = .017), assent (rτ = .10, p = .091),
article (rτ = .20, p = .004), and preposition (rτ = .13, p =
.051)]. All effect sizes can be interpreted as small (Cohen,
1988). The results are displayed in Table 7.

Table 6 Results of Shapiro–Wilk tests

Category rLSM LSM

D df p D df p

rLSM/LSM .96 69 .032 .89 77 <.0001

rLSM_p/LSM_
p

.99 75 .612 .88 77 <.0001

Pronoun .96 77 .028 .92 77 <.0001

I .99 77 .728 .91 77 <.0001

We .86 71 <.0001 .88 77 <.0001

Self .97 77 .108 .88 77 <.0001

You .91 76 <.0001 .87 77 <.0001

Other .88 76 <.0001 .88 77 <.0001

Negation .98 75 .339 .82 77 <.0001

Assent .99 77 .541 .95 77 .004

Article .98 77 .270 .81 77 <.0001

Preposition .99 77 .658 .93 77 <.0001
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Fig. 1 Comparison of rLSM and LSM scores across all function word categories available in the German LIWC dictionary
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Discussion

Researchers interested in behavior coordination have good
reasons to examine LSM, because it allows them to uncover
nonconscious processes of verbal behavior coordination be-
tween two conversational partners, independent of the conver-
sational topic. Because this form of verbal behavior coordina-
tion influences various measures of relationship quality
(Ireland et al., 2011; Lord et al., 2015) and can therefore be
defined as an important aspect of nonconscious interpersonal
behavior coordination in dyads, there is a need to standardize
the conceptualization of LSM and adapt the measurement ac-
cordingly. Therefore, the primary goal of this study was to
standardize the methodology in research on LSM and provide
guidelines for authors planning research in this field. On the
basis of the theoretical foundations of LSM, properties desir-
able for the analyses of LSM were derived. These properties
were used to review the existing methodological approaches
to LSM. This conceptual and methodological review showed
that the metrics used to assess LSM so far do not fulfill the
properties desirable for the adequate measurement of LSM in
dynamic interaction. Hence, we developed an integrated met-
ric that fulfills these properties and used real-life dyadic con-
versations to empirically test our hypothesized assumptions.

Less is more—Are rLSM scores a truer estimation
of LSM than LSM scores?

The results of this study show that the most prominent LSM
metric overestimates LSM scores by not considering the
statement-based reciprocity between speakers in natural con-
versations. As a result, scores calculated with the old metric

are significantly higher than scores of the same conversations
assessed with the rLSMmetric. These results support the con-
ceptual framework of rLSM. With the old metric, LSM was
assessed on a conversational level, that is, conversations were
separated by speaker, transforming them from dynamic pro-
cesses into two independent texts. By doing so, the amount of
words in each of the analyzed texts increased, as compared to
analyzing single statements. At the same time, the probability
of finding a higher variety in function words in the separated
text files increased leading to higher LSM scores. We propose
that by not considering the talk-turn based similarity, the old
metric rather reflects a balanced use of similar function words
than a dynamic matching of language styles over time.

Even though, the magnitude of behavior coordination is
difficult to compare across scholars as they all use different
methodological approaches (e.g., Abney et al., 2014;
Chartrand & Lakin, 2013; Lumsden et al., 2012), all scholars
take the dynamic nature of coordination into account. As such,
values calculated using the rLSM metric better relate to the
field of research.

Since this was the first study to assess coordination using
the rLSM metric, the question arises of whether rLSM is a
truer estimation of coordination than LSM. To support our
claim, we simulated five examples of function word distribu-
tions. All five examples comprised six statements (three talk
turns) from two speakers (A and B). Because function words
account for almost 60% of the words we utter (Pennebaker,
2013), we used function word scores between 0 and .6 in our
data simulation, rounded to a single decimal point to facilitate
understanding. The examples can be found in Table 8.
Equations 5 (LSM) and 14 (rLSM) were used to calculate
the rLSM and LSM scores displayed.

Table 7 Results of Wilcoxon signed-rank tests and correlational analyses

Category rLSM LSM n z r rτ

M (SD) Mdn M (SD) Mdn

rLSM/LSM .17 (.04) .17 .81 (.07) .82 69 – 7.22 – .87 .09

rLSM_p/LSM_
p

.25 (.05) .25 .86 (.05) .87 75 – 7.53 – .87 .16**

Pronoun .39 (.08) .37 .92 (.06) .93 77 – 7.62 – .87 .03

I .17 (.08) .17 .87 (.11) .91 77 – 7.62 – .87 .10

We .10 (.10) .07 .65 (.26) .70 71 – 7.32 – .87 .04

Self .20 (.08) .20 .89 (.09) .91 77 – 7.62 – .87 .06

You .08 (.06) .07 .77 (.21) .81 76 – 7.60 – .87 – .03

Other .08 (.07) .08 .77 (.19) .82 76 – 7.57 – .87 .18**

Negation .14 (.07) .14 .78 (.20) .83 75 – 7.53 – .87 .17*

Assent .21 (.06) .20 .79 (.14) .80 77 – 7.62 – .87 .10†

Article .26 (.09) .27 .90 (.10) .93 77 – 7.62 – .87 .20**

Preposition .24 (.09) .23 .91 (.07) .91 77 – 7.62 – .87 .13†

* p < .05. ** p < .01
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Examples 1 and 2 show that rLSM and LSM scores are
identical as long as both speakers either use the exact same
number of function words (Example 1) or one speaker does
not use function words at all (Example 2). Both of these cases
are very unlikely in real-life conversations. As soon as the use
of function words fluctuates across different talk turns—
which is most likely to happen in real-life conversations—
the rLSM and LSM metrics result in very different scores.

In Examples 3 and 4, the use of function words varies
randomly across talk turns. In both examples, the differences
in function word use between the two speakers are identical
(ΔMAB = .10; Example 3:MA = .47 andMB = .37; Example 4:
MA = .37 and MB = .47), resulting in identical LSM scores of
LSMAB = .88. The rLSM scores, on the other hand, differ from
each other, with rLSMAB = .70 in Example 3 and rLSMAB =
.64 in Example 4.

The most obvious example to support our claim that rLSM
is a truer estimate of coordination than is LSM is Example 5:
On the conversational level, both speakers use the same num-
ber of functionwords (MA = .33,MB = .33), leading to an LSM
score of LSMAB = 1, which represents perfect coordination. If
you take a closer look at the function word scores on the talk-
turn level, however, you see that the uses of function words
are not identical across all subsequent statements, which is
accurately captured by the much lower rLSM score of
rLSMAB = .51.

Same same—but different?

This study further indicates conceptual similarity between
rLSM and LSM if pronoun use is considered on a general
level, whereas rLSM and LSM scores are not related if all
personal pronoun categories are considered separately. The
mostly significant, positive relationships for all function word

categories-except the pronoun categories-with only low effect
sizes indicate that rLSM and LSM are conceptionally related
but still two distinct constructs (Babcock et al., 2013), justify-
ing the newly introduced rLSM metric. However, this study
was not able to establish this conceptual similarity for all test-
ed categories. No relationship between rLSM and LSM scores
was found for the general pronoun category as well as the
separate personal pronoun categories (I, we, self, and you).

Pronouns play a special role in everyday language use. As
opposed to the other function word categories, general pro-
noun use, as well as the use of specific personal pronouns, is
related tomanifold psychological variables—for example, sta-
tus (Kacewicz, Pennebaker, Davis, Jeon, & Graesser, 2014),
depression (Rude, Gortner, & Pennebaker, 2004), or reactions
to life stressors (Pennebaker & Lay, 2002). Even though pro-
nouns play such an important part in language use, there is no
work on the coordination of (personal) pronouns in dyads and
the functions thereof, to the best of our knowledge. As such,
the most plausible explanation for the results is the conversa-
tional content.

The conversations analyzed in this study were aimed at
initiating contact between two previously unacquainted inter-
locutors. Thus, the conversations were partly structured
inasmuch as a basic conversational topic was provided. By
following the instructions, both conversational partners had
to disclose some personal information about themselves
throughout the conversation. Because personal pronouns are
uttered whenever a person talks about him/herself or com-
monalities with others (Pennebaker et al., 2015), the personal
disclosure is most likely represented by the use of words that
fall in the (personal) pronoun categories. In a statement-based
rLSM analyses, a high rLSM score for category I, for exam-
ple, could result in Speaker A speaking about his/her family in
detail, and Speaker B directly responding with a report of his/

Table 8 Data simulation of function word use to illustrate differences in rLSM and LSM values

Statement Function Word Score per Speaker

Example 1 Example 2 Example 3 Example 4 Example 5

Statement 1 – A .60 .60 .50 .60 .60

Statement 1 – B .60 .00 .10 .50 .10

Statement 2 – A .60 .60 .30 .10 .30

Statement 2 – B .60 .00 .40 .60 .30

Statement 3 – A .60 .60 .60 .40 .10

Statement 3 – B .60 .00 .60 .30 .60

Summary Scores

MFW
A .60 .60 .47 .37 .33

MFW
B .60 .00 .37 .47 .33

rLSM 1.00 .00 .70 .64 .51

LSM 1.00 .00 .88 .88 1.00

A = Speaker A, B = Speaker B, M = mean, FW = function words
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her own family in the consecutive statement. In a different
type of conversation—like the conversations analyzed in this
study—Speaker A could talk about his/her family, and
Speaker B could, in turn, ask questions about it or comment
on Speaker A’s statements, resulting in low rLSM values for
this pair of statements. As such, high LSM values indicate a
high similarity in pronoun use across the conversation,
representing similar levels of self-disclosure, whereas the non-
significant relationships between both scores and the lower
rLSM values indicate different patterns of pronoun use on
the talk-turn level. Instead, interview-like conversations, with
Speaker A talking about his/her personal details and Speaker
B asking questions about these details, could occur. Then,
after some time over which the most important aspects are
covered, the speakers switch roles, with Speaker B talking
about his/her personal details and Speaker A asking questions,
resulting in rather high LSM values in these categories across
the whole conversation, and rather low rLSM values at the
same time.

Previous work on role assignment supports our explanation
by showing that role assignment sensitive to the contextual
demands of a task may be linked to better performance in the
task (Abney et al., 2014). Hence, a low correlation between
the LSM and rLSM values in these categories does not nec-
essarily speak against conceptual similarity, but could rather
indicate different patterns of pronoun use at the talk-turn and
conversational levels.

Where do we go from here?

On the basis of the results at hand, new directions for future
research on LSM emerge. We were able to reconceptualize
LSM and to derive an appropriate metric based on existing
research. Applied to real-life conversations, our theoretical
and methodological assumptions were mostly confirmed.
With rLSM and LSM metrics being related but not identical,
future research will need to further investigate the relationship
between the new rLSM metric and well-established outcomes
of social interaction—for example, relationship initiation and
stability (Ireland et al., 2011), empathy (Lord et al., 2015), or
perceived social support (Rains, 2015). Additionally, bench-
marks for high and low LSMneed to be redefined. The current
benchmarks for low (LSM = .60) and high (LSM = .85) LSM
(Cannava & Bodie, 2016) are not adequate when using the
rLSM metric.

Furthermore, we did not explore the whole potential the
new rLSM metric offers: It is not only able to measure LSM
as a dyadic, multi-dimensional, dynamic construct, but further
captures the directional adaption to the respective other. By
analyzing individual and talk-turn based LSM, leader-
follower interactions in dyads can be uncovered and applied
to basic social interactions in experimental contexts as well as
applied dyadic settings in future studies. Moreover, the rLSM

metric offers the potential to analyze the whole process of
adaption by looking at the development over time. One pos-
sible application is the examination of theoretically based
phases of a conversation (Meinecke, Klonek, & Kauffeld,
2016), or the development of LSM over time.

Because the rLSM metric itself is atheoretical, in that it
captures coordination without presupposing the effects of co-
ordination, applying rLSM to various dyadic contexts could
also support disentangling the discordant theoretical views on
the automatic and context-sensitive nature of linguistic behav-
ior coordination (e.g., Fusaroli et al., 2014; Riley et al., 2011).
The phenomenon of LSM has not been studied in dyadic
research exclusively, but has also gained attention in group
and team settings (e.g., Gonzales, Hancock, & Pennebaker,
2010; Yilmaz, 2016). Therefore, the rLSM metric needs to
be adapted to the team context. If the metric is applied to the
team context, only the number of interlocutors and the poten-
tial time lag of adaption will need to be altered—all other
conceptual and methodological underpinnings will remain
identical to the description in this study.

Guidelines for authors

One of the main aims of this study was to provide guidelines
for future authors on the use of the different LSM metrics
based on theoretical and methodological underpinnings and
from the empirical results of this study. An overview of the
guidelines can be found in Table 4. We propose that the metric
most commonly used for the assessment of LSM, introduced
by Ireland and Pennebaker (2010), captures the similarity of
language styles in at least two static texts. Under static texts,
we summarize all forms of written texts that are self-contained
and function without the direct reaction of an interactional
partner—for example, letters, prose, or transcripts of
speeches. The study that introduced the metric also offers
excellent examples of its application (Ireland & Pennebaker,
2010).

Furthermore, we reason that, when applied to dynamic
texts, the Ireland and Pennebaker (2010) metric captures a
balanced use of function words between two conversational
partners rather than dynamic coordination. Hence, we propose
that as soon as any kind of conversational dependency is as-
sumed, the new rLSM metric will need to be applied, since its
application in a dyadic context was empirically confirmed in
this article.

The metric introduced by Danescu-Niculescu-Mizil et al.
(2011) for the analysis of language style accommodation in
written online conversations is most properly used in the con-
text it was developed for—that is, analyses of big data on
social media platforms such as Twitter. Even though concep-
tual overlaps between LSM and the metric by Danescu-
Niculescu-Mizil et al. have been established, future studies
should examine the statistical similarity of these metrics
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before applying the latter to the context of natural conversa-
tions. For now, we can only recommend its application to the
designated context if the context is labeled appropriately.

Conclusion

Even though the definition of LSM varies, analyses of the
phenomenon and its influence on social interactions form a
relevant field of research that has gained more and more at-
tention in the last several years. This study provides common
ground for future research by reviewing the methodological
approaches to this field of research and introducing an inte-
grated metric covering the gap between the conceptualization
and methodology of this phenomenon. Our new metric needs
to be applied to different contexts to further establish its va-
lidity, but it offers great potential to standardize the research
on LSM in the future.

Author note This research project was supported in part by
internal funding from Technische Universität Braunschweig
(Trainings handlungsbezogener Kompetenzen [soft-skill
training]).
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