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Abstract Event detection is the conversion of raw eye-
tracking data into events—such as fixations, saccades,
glissades, blinks, and so forth—that are relevant for
researchers. In eye-tracking studies, event detection algo-
rithms can have a serious impact on higher level analyses,
although most studies do not accurately report their
settings. We developed a data-driven eyeblink detection
algorithm (Identification-Artifact Correction [I-AC]) for 50-
Hz eye-tracking protocols. I-AC works by first correcting
blink-related artifacts within pupil diameter values and then
estimating blink onset and offset. Artifact correction is
achieved with data-driven thresholds, and more reliable pupil
data are output. Blink parameters are defined according to
previous studies on blink-related visual suppression. Blink
detection performance was tested with experimental data by
visually checking the actual correspondence between I-AC

output and participants’ eye images, recorded by the eye-
tracker simultaneously with gaze data. Results showed a 97%
correct detection percentage.
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Introduction

Accurate eyeblink detection is a crucial issue in scientific
research for at least two reasons. First, some researchers in
various fields (e.g., HCI, psychopathology, ergonomics,
cognitive psychology, etc.) are directly interested in the
study of the eyeblink, since it is a complex phenomenon
that is believed to reflect the influence of higher nervous
processes (Bentivoglio et al., 1997; Fogarty & Stern, 1989;
Goldstein, Bauer, & Stern, 1992; Orchard & Stern, 1991;
Stern, Walrath, & Goldstein, 1984). Within the scientific
literature, it is well known that the eyeblink rate is a good
indicator of fatigue: The results from previous research
have reported that the number of blinks increases as a
function of time on task (Fukuda, Stern, Brown, &
Russo, 2005; Stern, Boyer, & Schroeder, 1994). Nonethe-
less, it may be related to aspects of visual (Brookings,
Wilson, & Swain, 1996; Veltman & Gaillard, 1996, 1998)
and mental (Holland & Tarlow, 1972, 1975; Recarte,
Pérez, Conchillo, & Nunes, 2008) workload. Other
parameters have also been investigated, such as eyeblink
waveform and duration. For example, it is well known that
very long blinks are indicators of drowsiness, whereas
very short ones are often related to sustained attention
(Ahlstrom & Friedman-Berg, 2006; Caffier, Erdmann, &
Ullsperger, 2003; Ingre, Åkerstedt, Peters, Anund, &
Kecklund, 2006; Marshall, 2008).
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Second, other researchers are indirectly faced with the
eyeblink, since it often represents a source of artifacts
within both electroencephalographic (EEG) and eye-
tracking data. For the former, blinks constitute a serious
problem, since their signals can be orders of magnitude
larger than brain-generated electrical potentials, and
methods for eyeblink artifact removal have been pro-
posed (Joyce, Gorodnitsky, & Kutas, 2004). For the
latter, such artifacts can lead to significant data alterations,
especially in the case of pupil diameter (PD) recording,
since eye-tracking devices typically output unusual high
and low PD recordings on either side of a blink (Marshall,
2000).

Our new algorithm for eyeblink detection originates
from the necessity of performing a clean signal analysis in
the framework of research on cognitive workload detection,
wherein PD was chosen as the dependent measure. It is
widely known that the human pupil dilates as a result of
cognitive effort (Bailey, Busbey, & Iqbal, 2007; Beatty,
1982; Beatty & Lucero-Wagoner, 2000; Goldwater, 1972;
Kahneman, 1973), and most studies have been conducted
by averaging PD values for each experimental condition,
which gives us information only at an ordinal level (e.g.,
average pupil size is higher in task A than in task B). Only
recently, a patented method (Marshall, 2000) has been
introduced, the index of cognitive activity (ICA), which has
two major advantages: First, it allows separating the pupil
light reflex from the dilation reflex; second, it allows
precisely locating of cognitive load in the time dimension
(Marshall, 2002). However, blink artifacts will severely
affect the results of both averaged and ICA data. In the
first case, abnormal values will affect both mean and
variance values; in the second one, artifact-related high
values may lead to fake cognitive load point detections,
since the ICA is derived from the identification of abrupt
positive changes in the PD signal by means of wavelet
analysis. Thus, preprocessing of the raw data is necessary
for identifying such artifacts and replacing them with
linearly interpolated values.

It should, then, be agreed that eyeblink detection is a
relevant task in eye-tracking research, both from a research
and from an artifact-handling perspective. However, as for
most event detection tasks (e.g., fixation, saccade, glissade,
etc.), no de facto standards exist, and this makes the
comparison of different studies more difficult (Nyström &
Holmqvist, 2010). Moreover, as was previously stated, it is
believed that blinks (like other eye movements) reflect
human cognitive processing, and the algorithms employed
for event detection can have a tough impact on higher level
analyses, so that different event detection algorithms can
lead to different interpretations even when the same raw
data are analyzed (Salvucci & Anderson, 2001; Salvucci &
Goldberg, 2000).

Eyeblink detection methods

Contact-based recording

Contact-based recording methods have the great advantage
of providing accurate eyelid position data and are best
suited when the primary scope of the research is related to
eyeblink parameter analysis. Different recording methods
have been used in eyeblink research, such as attaching lever
systems or reflecting mirrors for mechanical or optical
eyelid motion transduction, attaching a string to the lid and
measuring closure and opening with a potentiometer, or
electromyographic (EMG) recording from the muscles
related to lid movement (Stern et al., 1984).

Generally, when researchers are directly interested in the
eyeblink event, the attachment of electrodes placed on the
skin—above and below the eye—ensures precise blink data
gathering. Stern et al. (1984) claimed that this technique,
known as vertical electrooculography (VEOG), faithfully
reproduces eyelid position. In fact, most eyeblink-related
studies have been conducted by means of VEOG, given
the relative ease of identifying blink events from the
morphological features of VEOG signals. Unfortunately,
no standards exist, and different studies have reported
heterogeneous definitions of various blink parameters,
such as start point, endpoint, baseline, and so forth.

A quite detailed definition of blink waveform parameters
has been proposed (Caffier et al., 2003), which, we believe,
could be a good basis for outlining a standard. Caffier et al.
proposed a schematic representation of a blink signal
(Fig. 1a) wherein it is possible to compute higher level
parameters (such as opening time, closing time, and,
consequently, blink duration) by first identifying lower
level parameters such as baseline, peak amplitude, closing
flank, and reopening flank. Even if Caffier et al. used an ad
hoc self-developed portable device that differed from
VEOG, the signal obtained from such a device clearly
reflected all the main features of a VEOG signal. It should
be noted that this kind of signal cannot be obtained with
any contact-free eye-tracking apparatus based on the
corneal reflection technique, like the one employed in the
present study. Other methods for eyeblink detection exist,
such as infrared oculography (Calkins, Katsanis, Hammer,
& Iacono, 2001) and different ad hoc solutions (see, e.g.,
Caffier et al., 2003; Kennard & Glaser, 1964). The detailed
review of such methods goes beyond the scope of the
present article, whose focus is on eyeblink detection in low-
speed eye-tracking protocols.

Contact-free recording

Online blink detection with computer vision Many recent
computer vision studies have described different algorithms
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for online eyeblink detection, wherein eyeblinks are
identified from a given video stream coming from a
standard camera by means of image recognition (Chau
& Betke, 2005; Cohn, Xiao, Moriyama, Ambadar, &
Kanade, 2003; Kawato & Tetsutani, 2004; Lalonde,
Byrns, Gagnon, Teasdale, & Laurendeau, 2007; Morris,
Blenkhorn, & Zaidi, 2002; Noguchi, Nopsuwanchai,
Ohsuga, & Kamakura, 2007; Ohno, Mukawa, & Kawato,
2003; Smith, Shah, & da Vitoria Lobo, 2003; Sukno,
Pavani, Butakoff, & Frangi, 2009); this solution has the
advantage of being highly unobtrusive, and blinks—
together with other facial features—can be tracked in real
time. Sukno et al. tested their algorithm by comparison
with ground truth obtained from manual annotations of
861 blinks, which were visually inspected by the authors.
Blink parameters—start point and endpoint—were accu-
rately estimated in that study, which has the great value of
a consistent testing of the algorithm versus human-
inspected images. However, this kind of solution is
appropriate for drowsiness detection, but not for cognitive
workload assessment, since accurate monitoring of the
human pupil requires that the eye is illuminated with an
infrared light, which is not the case with a standard
camera. Computer vision is definitely best suited for
online eyeblink detection in applied research contexts,
where detection needs to be performed without physical
constraints.

Offline blink detection in eye-tracking protocols Protocols
can be defined as sequences of actions recorded during the
execution of some task; they are used by researchers to

investigate people’s cognitive strategies (Salvucci &
Anderson, 2001). In eye-tracking studies, protocols are
stored as log files that can be analyzed offline; the actions
herein contained (e.g., fixations, saccades, blinks, etc.)
correspond to oculomotor events that need to be detected—
from the raw gaze data—with dedicated algorithms. An
eye-tracking log file is a table wherein each row contains
data at a given moment, depending on the sampling rate of
the eyetracker (Table 1). With 50-Hz sampling, we get 50
samples each second; that is, we have a data point (i.e., a
table row) every 20 ms. Every column of the table is
relative to a specific variable: We have one column for the
time stamp, one for the pupil diameter, and so forth. The
number of columns depends on the eyetracker type, as well
as on the settings adopted by the researcher. In the
examples we give in the present study, the following
columns are used (Table 1):

column 1. Time stamp: time stamp in microseconds since
the eye-tracking system has been started. We
can verify the sampling rate of 50 Hz by the
increment of approximately 20,000 μs from
each row to the following one (Table 1).

column 2. L Dia X: measured horizontal (X) pupil
diameter (Dia) of the left eye (L)

column 3. L Dia Y: measured vertical (Y) pupil diameter
(Dia) of the left eye (L)

column 4. L POR X: measured point of regard (POR),
horizontal coordinate (X)

column 5. L POR Y: measured point of regard (POR),
vertical coordinate (Y)

ba

Fig. 1 a Theoretical eyeblink waveform. Regression lines (ā, ē) are
fitted to both flanks of the original waveform; the blink start point and
endpoint result from intersection (α, β) of such lines with the baseline.

If a 50% peak amplitude threshold is used, the start point and endpoint
change into (γ, δ), and the measured blink duration is consequentially
shorter. b Actual blink waveform recorded with VEOG
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Table 1 Extracts from eye-tracking protocols

Column 1 2 3 4 5
Row Time L Dia X L Dia Y L POR X L POR Y

A

1 4163858671 19.83 19.83 433.31 336.4

2 4163878553 19.76 19.76 437.1 343.54

3 4163898422 18.92 18.92 436.17 361.09

4 4163918304 0 (a) 10.17 −7.68 1105.05

5 4163938170 0 0 −3.77 0

6 4163958053 0 (e) 7.59 −2.49 0

7 4163977937 0 (d) 34 −1.85 0

8 4163997799 0 0 −1.46 0

9 4164017809 0 (c) 11.25 −1.2 0

10 4164037670 19.98 19.98 445.24 398.88

11 4164057546 19.96 19.96 352.81 414.87

B

1 4014167061 18.67 18.67 506.64 528.73

2 4014187069 18.13 18.13 505.56 526.2

3 4014206946 17.58 17.58 503.12 540.18

4 4014226812 0 0 0 0

5 4014246695 0 (b) 7.57 0 0

6 4014266563 0 (b) 20.59 0 0

7 4014286436 0 0 0 0

8 4014306320 0 (c) 13.69 0 0

9 4014326207 0 0 0 0

10 4014346199 21.48 21.48 635.19 283.43

11 4014366074 18.79 18.79 496.64 508.12

C

1 9081240650 20.26 20.26 670.32 509.56

2 9081260662 17.59 17.59 654.38 583.75

3 9081280526 15.72 15.72 0 0

4 9081300411 0 (e) 9.16 0 0

5 9081320284 17.34 17.34 644.17 942.85

6 9081340156 16.03 16.03 560.09 792.79

7 9081360035 16.11 16.11 601.66 698.44

8 9081379916 17.7 17.7 662.53 602.36

9 9081399787 18.23 18.23 669.51 602.35

10 9081419783 17.96 17.96 653.44 512.8

11 9081439661 18.42 18.42 645.71 487.25

A, B Extracts from participant 5, trial N1_s_D. Computed low threshold and high threshold for this trial were 10.70 and 31.60, respectively.
Lowercase letters in brackets indicate the specific rule that changed the L Dia X values. The algorithm was set for running rules a, b, a, b, c, d, e,
a, b, c, and d, with nine iterations for each rule before the next rule was launched. A Note the invalid gaze points at rows 6 and 7, columns 4 and
5. The actual processing had already set the 7.59 and 34 values to zero after the second and third iterations, respectively, of the first rule a.
However, if a different configuration is encountered, rules d and e are necessary. The only way to set to zero the 11.25 value (row 9, column 3) is
the c rule, since rules a and b could have been infinitely iterated without changing that nonartifact value. B Note the importance of iterations for
each single rule. The 30.64 and 39.88 values were set to zero by the first and second iterations, respectively, of the first rule b. The following 3.19
value was then set to zero by the first iteration of the second rule a. When no more rule criteria are satisfied, the data are simply left as they are.
Rule c is useful in cases in which the pupil value (13.69 in this case) cannot be recognized as an artifact because it lies within the low-threshold
and high-threshold ranges. We herein use, as a marker, the high probability of having an invalid gaze data point if we are in proximity of a blink.
C Extract from participant 20, trial N2_n_D. The computed low_threshold and high_threshold for this trial were 15.37 and 26.86, respectively. A
difficult case was one in which no zeros were present in the pupil before the preprocessing; rule e set this value to zero. Visual inspection revealed
that a short blink was actually there.
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The POR coordinates tell us where the participant is
looking at a given moment; think of the PC screen as a
Cartesian plan, with the origin in its upper left corner. Since
the SMI RED system outputs identical L Dia X and L Dia Y
values, we programmed the I-AC to work on column 2.
Thus, column 3 can be used as a reference for comparing the
results of the I-AC with the originally recorded data.
Moreover, visual inspection of the eye images (see the
supplemental material) will reveal whether or not the rules
that were applied did actually succeed in achieving their goal.

The eyeblink-related information contained in eye-
tracking protocols is different from both that obtained with
VEOG and that obtained with image recognition software:
In eye tracking, we have no direct measurement of eyelid
motion or position; thus, eyeblink information needs to be
estimated from other sources of information. Although
there is a lack of published blink detection algorithms for
eye-tracking protocols, the most common approach is to
detect blinks as samples in which the pupil is not detected
(e.g., Smilek, Carriere, & Cheyne, 2010). This sounds quite
straightforward; however, preprocessing of pupil data is
essential to avoid high false positive detection percentages
(see the Results section): when a blink is made, the
eyetracker should register zero values in all the columns
(except for the time stamp) depicted in Table 1, during the
time in which the eyelid covers the pupil. If so, it will be
relatively easy to detect eyeblinks as contiguous zero
observations. Unfortunately, as the eyelid passes over the
eyeball, abnormal pupil values, besides zeros, are often
recorded, because the eyetracker image recognition task is
heavily challenged by this situation (Table 1, column 3). By
visual inspection of log files, we noted such artifacts to be
systematic: thus, we decided to use them as a starting point
for eyeblink detection.

A new algorithm for eyeblink detection

Eye-tracking equipment manufacturers provide integrated
software for data analysis, and blink detection is often part
of it. Unfortunately, source code is not provided so that
researchers could modify anything or, at least, get detailed
knowledge of how an algorithm works. Therefore, our new
algorithm I-AC will hereinafter be described in pseudocode
that can be easily translated into Microsoft’s Excel VBA, a
programming language that can easily be found in most
laptop and desktop computers.

From an implementation perspective, the I-AC algorithm
can be seen as having two parts: a preprocessing phase and
a blink detection phase.

During the preprocessing phase, artifacts in pupil
diameter within blink observations are detected and
replaced with zero values. This is done to ensure that zero

pupil values correspond to actual moments of full pupil
occlusion by the eyelid; this correspondence was manually
checked, by the authors, by visual inspection of the eye
images shot by the eyetracker camera. Results showed this
method to work with a highly acceptable accuracy.

The blink detection phase finally detects the eyeblinks as
contiguous zero observations, calculating a blink start point
and endpoint and, consequently, the blink duration.

Preprocessing

Calculating thresholds

Artifacts are typically abnormal pupil diameter values; that is,
they can be seen as the outliers of the pupil diameter value
distribution. In order to classify an observation as an artifact,
we first calculate the mean (μ) and the standard deviation (σ)
of such a distribution (zero values are excluded from such
calculations). Second, we set a low (low threshold) and a
high (high threshold) threshold as follows:

low threshold ¼ m� 3»s

high threshold ¼ mþ 3»s:

The thresholding method has the advantage of being
adaptive, since thresholds are calculated for each
different log file and are tailored to that specific set of
pupil values. Thus, we obtain different thresholds for
each experimental trial for each participant. For the I-
AC, we presumed that each observation oi has a
preceding (op) and a following (of) observation. We
consider an observation oi an artifact, oa,when its value
is different from zero and below the low_threshold or
above the high_threshold:

IF oi 6¼ 0 AND oi < low threshold

OR oi > high threshold THEN oi ¼ oa:

Setting artifacts to zero

Zero observations The first set of rules searches for zero
observations o0 in the pupil diameter column. When a zero
observation o0 is encountered, two different rules are
applied to set an artifact oa to zero:

a) If the preceding observation op is an artifact oa, then op
is set to zero:

IF o0 AND op ¼ oa THEN op ¼ 0:

b) If the following observation of is an artifact oa, then of
is set to zero:

IF o0 AND of ¼ oa THEN of ¼ 0:
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Aligning data The second set of rules searches, in the pupil
diameter column, for observations oi that are preceded or
followed by a zero observation o0. In these two cases, the
following rules are applied (Table 1b):

c) If the preceding observation op is a zero observation o0
and the current observation oi has no valid gaze point,
then oi is set to zero:

IF op ¼ 0 ANDðoi porX þ oi porY Þ < 10 THEN oi ¼ 0:

d) If the following observation of is a zero observation o0
and the current observation oi has no valid gaze point,
then oi is set to zero:

IF of ¼ 0 ANDðoi porX þ oi porY Þ < 10 THEN oi ¼ 0:

An invalid gaze point is herein defined as having
coordinates that, summed together, result in a number that
is lower than 10. Such a definition was adopted since we
noted that artifacts may happen even in the gaze coor-
dinates columns. In this cases, values between 0 and 1 or,
eventually, negative values are recorded (Table 1a). It might
be possible that these values would change if a different
eyetracker were used, since eye-tracking systems deal with
loss of eye position information in a variety of ways
(Gitelman, 2002).

Validating data recording The third rule directly searches
for artifacts oa and applies the following:

e) If the artifact oa has no valid gaze point, then oa is set to
zero:

IF oa ANDðoa porX þ oa porYÞ < 10 THEN oa ¼ 0:

Once the preprocessing phase has been carried out, all
the data points corresponding to instants of full pupil
occlusion by the eyelid should report a zero in the pupil
diameter column. The three different steps may be
executed in different order, and each rule should be
iterated in order to recursively cover the log file several
times until no more rules will apply any changes to the
pupil data. In the present study, each single rule was
iterated nine times before the next rule was triggered. We
used the following order:

a; b; a; b; c; d; e; a; b; c; d:

Blink detection

The blink detection routine searches for zero observations
o0 in the preprocessed pupil column data. When a o0 is
found, a blink event is created. Blink start points and

endpoints need then to be estimated, since we gather no
direct eyelid position data from the eyetracker.

The choice of the start point and endpoint is an
important matter, since it will directly affect the resulting
measured blink duration, and different definitions, when
available, have been found in studies in the literature
conducted with VEOG (Stern et al., 1984). Since the exact
point where the blink ends cannot be accurately estimated
(Kennard & Glaser, 1964; Stern et al., 1984), the most
common approach is to use a fixed threshold, which is
usually set to 50% or 70% of blink amplitude (Fig. 1a).
Blink start and end are then derived from the intersection of
this threshold with the opening and closing flanks of the
blink VEOG signal. It will be apparent that the higher the
threshold, the shorter the resulting blink duration, and vice
versa.

From our perspective, which is driven from a human–
machine interaction research framework, the criterion for
defining blink start point and endpoint relies on blink
visual suppression, since our concern is with whether or
not the person is seeing information (e.g., on a screen) at
a given time. Thus, we define blink start as the presumed
moment at which the blink-related visual suppression
begins; blink end will be similarly defined as the presumed
moment at which the person is actually regaining visual
perception, on the basis of previous studies of human visual
suppression.

Blink start estimation

We set blink start (b_s) as the moment preceding by 60 ms
the first zero observation o0 of the blink in the preprocessed
data–that is, 60 ms before the eyelid fully obscures the
pupil. Several reasons support this choice. First, visual
inspection of eye images revealed that lids actually start
their descent at such a moment in the majority of
participants, with only some people starting the descent
40 ms before the first o0. The 60-ms value could even be
set adaptively for each participant; however, this would
require preventive visual inspection to adjust the algorithm
setting for each participant. Second, we can reasonably
assume that vision is already inhibited at the b_s, since
several studies have demonstrated that vision inhibition
onset occurs slightly before the descending upper lid begins
to cover the pupil (Volkmann, Riggs, Ellicott, & Moore,
1982; Volkmann, Riggs, & Moore, 1980; Wibbenmeyer,
Stern, & Chen, 1983). This phenomenon, similar to
saccadic suppression (Zuber & Stark, 1966), may reach its
maximum value by 30–40 ms before the upper lid begins to
cover the pupil, and recovery from suppression is gradual
over a period of 100–200 ms after blink onset (Volkmann,
1986). Third, results show a good overall accuracy when
the 60-ms value is selected (see the Results section).
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Blink end estimation

We define blink end (b_e) as the first observation oi
following the contiguous zero observations o0 of the blink
in the preprocessed data. At this time, the eyelid should be
in the reopening phase, partially covering the pupil, but in
such a way that the participant is already able to gain visual
information. Support for this definition comes from the fact
that blink-related visual suppression is systematically more
pronounced during the closing phase than during the
reopening one (Volkmann, 1986). Moreover, by the time
the pupil is being uncovered again during the blink,
suppression is substantially diminished, in a mechanism
that seems to rapidly enable recapture of the visual scene as
the eye reopens (Volkmann et al., 1982). One could notice
this phenomenon in front of a mirror. Close your eyes, then
start reopening slowly. You will notice that you are already
able to see (with some blur caused by the eyelashes) even if
your pupil is partially covered by the eyelid and full visual
acuity has not been recovered yet. Your (voluntary) blink
has now ended.

Blink duration calculation

Blink duration b_d is computed as the difference between
the blink end b_e and the blink start b_s time stamp values:

b d ¼ b eTime � b sTime:

Thus, the computed b_d should correspond to the actual time
of visual intake interruption caused by the blink event. When
the blink detection phase is complete, linear interpolation of
zero data points o0 can be easily carried out. Additionally,
artifacts oa lying outside blink events may be linearly
interpolated to obtain a smoother pupil diameter signal.

Data used for algorithm evaluation

The data for testing the algorithm come from a laboratory
experiment whose primary scope was the detection of
mental workload. Besides recording the eye-tracking log
files, we recorded the participants’ eye images shot from
the eyetracker cameras. In such a way, we obtained a
database of images that we could use for visual inspection
to see whether or not our algorithm was actually detecting
eyeblinks (see the supplemental material).

Participants

Twenty-four undergraduate students (13 male, Mage = 26,
min = 21, max = 33, SD = 4) of the Technische Universität
Berlin took part in the experiment. They were informed that

they could give up at any time for any reason during the
experiment. All the participants were given a €5 reward for
every 30 min spent inside the laboratory.

Equipment

A SMI RED binocular remote eyetracker was used, with a
nine-point calibration and 50-Hz sampling rate. Such a
system tracks the participant’s gaze coordinates and
provides pupil diameter values by means of corneal
reflection and infrared illumination of the eye, respectively.
The RED was attached to the lower side of a 17-in. (38×
30 cm) LCD screen (1,280×1,024 pixels), where the
stimuli were presented by means of self-developed soft-
ware. The screen stood on a 72-cm-high office desk; the
average distance between participants’ eyes and the screen
was 65 cm. A two-button remote controller was given to
participants so that they could manually respond to the
experimental stimuli.

All the participants were equipped with a Brain Products
ActiCap for EEG recording with 32 channels and a
sampling rate of 1000 Hz. Four additional electrodes were
placed for recording the vertical EOG signal of the right eye
and the horizontal EOG signal of both eyes.

Task

The N-back task (Kirchner, 1958) was chosen: during each
3-min-lasting trial the participants were shown 60 one-digit
numbers. Each number was displayed for 1 s, and 2 s
separated the offset of the previous number from the onset
of the following one. For each of the numbers, the
participants’ task was to report whether the current number
was the same as the preceding one (match) or not
(mismatch). Participants responded by pressing the left
(for match) or right (for mismatch) button on the remote
controller. Of the 60 numbers shown on each trial, only 18
were targets.

Independent variables

N-back difficulty We manipulated the working memory
task load by introducing two levels of difficulty of the N-
back task (Fig. 2). In the N1 condition, participants had to
report about the match or mismatch of the currently
displayed number with the previous one. In the N2
condition they had to report about the match or mismatch
with the last but one number; thus, they needed to
manipulate more information within working memory.

N-back visual presentation We developed two versions of
the N-back task. In the scattered version, the numbers
appeared all over the screen at pseudorandom locations; in
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the nonscattered version, all the numbers appeared always
in the center of the screen. In order to minimize the light
reflex on the participants’ pupils, the N-back task was
always presented with a black background. The digits
appeared in black within a 52×72 pixel white rectangle.

Ambient lighting A office neon (OSRAM L 58 W/840
Lumilux Cool White) light placed on the ceiling (height:
280 cm from the ground) served as the source of lighting.
The lamp was longitudinally mounted and laterally centered
with respect to the participant’s seat. We used an AEG
luxmeter to measure horizontal (sensor placed on the desk
in front of the screen) and vertical (sensor placed at the
participant’s eye position) lighting. In the light condition
(lights on), horizontal and vertical lighting were 450 and
150 lux, respectively. In the dark condition (lights off), we
measured 0.2 lux for horizontal and 0.6 lux for vertical
lighting. During both conditions measurements, the screen
was switched on with the N-back task software running, so
that we could measure the same lighting that the partic-
ipants would experience during the experimental trials.

Experimental plan

By crossing the three independent variables, each one
having two modalities, eight different conditions are
obtained: N1_n_D, N1_n_L, N1_s_D, N1_s_L, N2_n_D,
N2_n_L, N2_s_D, and N2_s_L. All the participants expe-
rienced all eight conditions in random order.

Results

Visual inspection of eye images from seven experimental
trials with different participants served as ground truth data
for evaluating I-AC detection performance (Table 2). Using
the SMI RED software during data recording, we were able
to save the participants’ eye images as .jpeg files, each
image corresponding to a single data point. Unambiguous
correspondence between a .jpeg and a data point is ensured
by the time stamp (see the supplemental material). The

I-AC output consists of a table containing, for each
eyeblink detected, details such as start point and endpoint,
duration, and progressive count.

When an eyeblink was detected in the eye images, we
checked whether or not the I-AC would output
corresponding results, taking into account the following
criteria:

correct detection. An algorithm detection was marked
as correct if the eyeblink was actually visible in the
corresponding eye images.
fake. An algorithm detection was marked as fake if the
eyeblink was not actually visible in the eye images.
missed. An algorithm detection was marked as missed
if the eyeblink was visible in the eye images, but not in
the output log file.
correct duration estimation. An algorithm detection
was marked as correctly estimated if the start point and
endpoint (as defined in the Blink Detection section)
corresponded to the actual ones in the eye images, with
a maximum error of 40 ms each.

The most striking result is the average 97% correct
detection percentage of I-AC, which is obviously linked to
the low average fake and miss detection percentages: 4%
and 2%, respectively (Table 2). Using the I-AC, we were
able to correctly detect 324 of 334 actual eyeblinks. The
duration of 267 (79%) of the 324 detected blinks was
correctly estimated, with a maximum error of ±40 ms. The
same testing on the eye-tracking manufacturer’ s algorithm
returned a 75% correct detection percentage, with higher
fake (24%) and miss (25%) detection percentages. Com-
parison on the correct duration estimation percentage
parameter would be unfair, since a different definition of
blink start point and endpoint may have been adopted in
that algorithm.

Percentage values were computed as follows:

1 ) correct detections % ¼ blinks detected algorithm�ð
fakeÞ= blinks detected visual inspection»100

E:g: : correct detections % ¼ 33� 3ð Þ=34»100 ¼ 88%:

Normalized correct detections percentages, indicated by
stars in Table 2, were computed in cases in which the
number of blinks detected by the algorithm exceeded the
number of blinks detected by visual inspection. This was
done to avoid percentage values above 100%, with the
following formula:

2) normalized correct detections % ¼ blinks detected algorithm�ð
fake»2Þ= blinks detected visual inspection»100

E:g: : normalized correct detections % ¼ 56� 1»2ð Þ=55 ¼ 98%:

2 6 60 6 9stimulus

response … N N N Y N

2 6 60 6 9stimulus

response … … N Y N N

N1

N2

Fig. 2 Example of N1 and N2 sequences: The upper rows contain the
stimuli; the lower ones contain the (expected) correct responses. “Y”
means yes (i.e., the current digit matches the previous one); “N”
means no (i.e., the current digit does not match with the previous one)
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3) fake % ¼ fake=blinks detected algorithm»100

E:g: : fake % ¼ 9=80»100 ¼ 11%:

4) missed % ¼ missed=blinks detected visual inspection»100

E:g: : missed % ¼ 6=61»100 ¼ 10%:

5) correct duration estimation % ¼ correct duration estimation=

blinks detected algorithm»100

E:g: : correct duration estimation % ¼ 47=56»100 ¼ 84%:

Discussion

The blink detection algorithm we present in this study was
developed with the aim of removing artifacts from the pupil
dilation signal recorded with a remote eyetracker. This is
essential for allowing subsequent linear interpolation of
blink-contaminated pupil data in order to obtain a clear
pupil signal. Since we gather no direct eyelid position
data with remote corneal reflection eyetrackers, contact-
based methods are preferred in studies in which eyeblink
parameters are of primary concern. It is important to bear
in mind the distinction between blink detection per-
formed with contact-based and contact-free apparatuses.
With the former, a direct measurement of eyelid
movement can be obtained. Thus, it is possible to
calculate blink occurrence and duration, even if rigorous
identification of the point at which the blink ends is
especially difficult (Kennard & Glaser, 1964; Stern et al.,
1984). With the latter, a further distinction exists between
computer vision detection and eye-tracking protocol
analysis, the former being well adapted for online

detection, the latter for post hoc analyses. While computer
vision studies on facial expression recognition and blink
detection have grown—especially in the last decade—in
number and variety (see the Eyeblink Detection Methods
section), very little effort has been spent for blink
detection in eye-tracking protocols.

The importance of the preprocessing phase is highlighted
by the high fake and miss detection percentages of a
simpler algorithm that would directly mark as a blink each
single pupil zero observation (or each set of contiguous
zeros). Regarding fakes, columns 3 of Table 1a, b clearly
explain why many fake detections would occur in such a
case. With respect to the corresponding preprocessed data
(column 2), two (for a) and three (for b) blinks would be
detected instead of one; that was systematically found in the
manufacturer’s event detector output. With respect to
misses, Table 1c shows how zero pupil observations may
not occur in very short blinks. In fact, this blink was missed
by the eyetracker manufacturer’s event detector; these
detected short blinks are typically those described by
Kennard and Glaser (1964), where the eyelid does not
completely occlude the pupil.

Concerning blink endpoint estimation, in the definition
adopted by Caffier et al. (2003), one important issue needs
to be taken into account: The blink waveform in Fig. 1a
depicts a perfectly linear baseline, and it seems quite
straightforward to detect the start point and endpoint from
the intersection with the closing and reopening flank
regression lines;1 however, not all blink events have such
a regular form, especially concerning the baseline, which is
often at a different level between the closing and reopening
portions (Fig. 1b). Rather, for a more naturalistic task, it
would be much more difficult to identify the point where

1 This could be related to the experimental task, since Caffier et al.
(2003) asked participants to look at static 25×35 cm pictures, which
presumably does not require abrupt vertical gaze shifts.

Table 2 Algorithm performance compared with ground truth

Participant Trial 7 n1_s_D 8 n2_
n_D

10 n2_
n_D

20 n2_n_D 24
n2_n_D

5
n1_s_D

7 n1_
s_L

Summary

Blinks detected
by visual inspection

70 55 61 34 13 71 30 334

Blinks detected
by the algorithm

70 56 56 33 14 80 30 339

Correct detections (%) 70 (100) 55 (98)* 55 (90) 30 (88) 13 (92)* 71 (87)* 30 (100) 324 (97)

Fake (%) 0 (0) 1 (2) 1 (2) 3 (9) 1 (7) 9 (11) 0 (0) 15 (4)

Missed (%) 0 (0) 0 (0) 6 (10) 1 (3) 0 (0) 0 (0) 0 (0) 7 (2)

Correct duration
estimation (%)

69 (99) 47 (84) 44 (79) 25 (75) 8 (57) 48 (60) 26 (87) 267 (79)

Numbers in regular font indicate blink counts. Numbers in italic font inside brackets indicate percentages. *Normalized correct detection percentages
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the reopening phase terminates. It would appear that it
should be defined as the point at which the lid returns to the
position occupied before blink initiation. But, as Kennard
and Smyth (1963) underlined, location of the fixation point
in the vertical plane affects eyelid position (i.e., the lower
the point, the lower the eyelid). Moreover, changes in
vertical eye position following a blink were found to be
particularly likely. These two facts suggest clearly that
return to initial eyelid position cannot be used as the
termination criterion (Stern et al., 1984); this is highlighted
from the presence of two baselines (baseline 1, baseline 2)
in Fig. 1b, which consequently lead to two different 50%
peak amplitude (Ō1, Ū1) thresholds that directly affect the
blink start point and endpoint (γ1, δ1) whenever a
percentage peak amplitude threshold is used. Thus, when
our definition (see the Blink Detection section) of blink
start point and endpoint is adopted, we suggest that such
points correspond, in a VEOG measurement, to α1 and δ1,
respectively.

Since we implemented preprocessing and blink detection
as separate modules (see the supplemental material), the
former could be used even in cases in which different blink
detection methods would be developed. Our definition of
blink start point and endpoint comes from a human–
machine interaction context, where the blink has been
historically and primarily considered as a phenomenon
disturbing visual intake, which is therefore inhibited during
high visually demanding tasks. Such inhibition then is
challenged by fatigue, leading to higher blink rates, and
sleepiness, associated with longer blink durations. None-
theless, several other factors, such as emotional excitement,
verbalization, and, possibly, mental workload, may be
indexed by the endogenous eyeblink (Stern et al., 1984),
and recent studies have shown a growing and variegated
employment of the eyeblink measure with different event
detection settings (Chermahini & Hommel, 2010; Leal &
Vrij, 2008; Smilek et al., 2010). Whatever the research
field, a widely shared definition of eyeblink detection
methods and parametrs for VEOG and eye-tracking studies
could be a first step for outlining a scenario where it is
possible to make comparisons across studies and across
research areas for such a complex variable.

Testing algorithms versus ground truth is time consuming
and perhaps inconvenient; thus, little effort has been made to
get such an insight into event detection. Although we
believe visual inspection testing to be effective especially for
blink events, but not for fixations and saccades, we argue
that visual inspection or any other appropriate ground truth
comparison should be carried out with sufficiently repre-
sentative samples. That allows one to consistently validate
event detection algorithms in eye-tracking, given the
dramatic impact algorithms have on higher level analyses
(Salvucci & Anderson, 2001; Salvucci & Goldberg, 2000).

The algorithm we propose was developed and tested
with 50 Hz sampled data; further testing is required to see
whether such an approach is suitable for higher sampling
rates. Ideally, we might think that higher sampling rates
would return less artifact-contaminated data or, eventually,
richer and totally new information for improved blink
detection. Moreover, improvements need to be applied to
the I-AC in order to make miss and fake detection
percentages as close to zero as possible. Rather than a final
solution, we may primarily look at the I-AC as an approach
for eye-tracking data preprocessing; once such data han-
dling has been carried out, blink detection and missing
value interpolation should return more accurate output.

Visual inspection of eyeblink images confirmed features
that were previously described in previous studies. First, we
noted a slight difference, in all the participants, between
left- and right-eye blink onset; that is, the eyelids move-
ments are not perfectly synchronized (Kennard & Glaser,
1964). Second, 1 participant systematically made partial
blinks, in that the upper eyelid never fully covered the pupil
during its descent (Kennard & Glaser, 1964; Kennard &
Smyth, 1963). Should we consider these partial blinks as
normal blinks, or are they something different? Finally, few
participants exhibited shorter lid closing time (circa 40 ms,
instead of 60). For this reason, in our implementation of the
I-AC, we set closing time as a variable that could be
adaptively changed post hoc for each participant. However,
we do not know whether this difference is simply
interindividual or has any relation to other factors.

Conclusions

The present study was primarily concerned with eyeblink-
related artifact correction in the pupil diameter signal. We
developed a new blink detection algorithm (I-AC) for 50-
Hz eye-tracking protocols and tested its performance
against 334 eyeblink images recorded in an experiment:
With I-AC, we were able to correctly detect 97% of 334
eyeblinks. I-AC consists of two phases: preprocessing and
blink detection. Such biphasic detection has two major
advantages. First, the preprocessing phase works with
adaptive pupil size thresholds, which are calculated for
each different log file. The researcher will not have to
worry about changing thresholds, either for each experi-
ment participant or for each different experimental condi-
tion. Once the preprocessing phase has been completed,
pupil values corresponding to upper lid occlusion will be
set to zero; that is, all blink-related artifacts in the protocol
are removed. Second, the blink detection phase was
developed with constraints imposed by theoretical aspects
of visual intake interruption caused by the blink event.
Since the two phases are physically distinct, other
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researchers may develop different blink detection phases
based on different constraints or research needs, bearing the
advantage of having data-driven preprocessed data.

One limitation of this study is the fact that we
employed only one particular eye-tracking device for
data recording. At present, we do not know how the I-
AC would work on data logs from different eyetrackers,
and such a comparison would be of great value.
Furthermore, the adaptive thresholding method described
assumes that ambient lighting is kept constant for each
experimental trial—that is, for each log file examined by
the algorithm. If the amount of light that reaches the
pupil changes during the trial, further processing is
needed in order to correct the pupil size values in
accordance with momentary lighting variations.
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