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Abstract

Metamemory is the process of monitoring and controlling one’s beliefs, knowledge, and mental processes of memory. One
fundamental question is whether the monitoring component of this theory should be considered as only one ability or an umbrella
of more specialized abilities. In the current study, we aimed to understand the structure of metamemory monitoring by testing
unitary versus specialized measurement models of metamemory. Monitoring accuracy and mean ratings from four common
monitoring judgments across different stimulus presentation pairs were calculated to create latent factors for each judgment using
structural equation modeling. Our results suggest that although each of the monitoring judgments was correlated with one
another, monitoring may be composed of two distinct abilities: one occurring during initial presentation and one occurring at
retrieval. These results can help explain prior behavioral and brain dissociations between predictions at encoding and retrieval in
terms of experimental and material manipulations. We caution against the conceptualization and use of metamemory monitoring

as a unitary construct.
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Metamemory is the process of monitoring one’s beliefs,
knowledge, and mental processes to understand how one’s
memory operates (Nelson & Narens, 1990). This ability can
be considered a decision-making process that integrates infor-
mation from multiple cognitive systems (e.g., Chua et al.,
2014) and may be essential for understanding the nature of
being human (Metcalfe, 2000). Thus, metamemory is highly
relevant to our daily lives, especially for people focused on the
efficient use of memory, including students, educators, aging
adults, and those with neurocognitive disorders. Despite the
importance of metamemory, its mental structure remains
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vague, thereby hindering our understanding of why certain
people have better metamemory than others, how it develops
and declines over time, and how it is affected by disease.

One fundamental barrier to understanding metamemory
might be that the conceptualization of metamemory has been
oversimplified. Here, we ask whether the monitoring compo-
nent of metamemory should be considered only one ability or
an umbrella of multiple specialized abilities. Better under-
standing this distinction can help improve self-regulation
strategies involved in effective assessment of one’s learning
state and improve learning. If monitoring is comprised of
multiple abilities, then educators can effectively leverage their
limited resources to focus on improving the specific ability
that is lacking.

As a starting point, we sought to determine whether differ-
ent types of monitoring judgments might reveal a unitary
monitoring ability or separable abilities. Monitoring judg-
ments can be made at various points of learning and memory
(Nelson & Narens, 1990). Two primary points include initial
acquisition or encoding via ease of learning (EOL) and judg-
ments of learning (JOL), and at retention or retrieval via feel-
ings of knowing (FOK) and confidence judgments (CFJ).
Each judgment might fall under the umbrella term of “moni-
toring” to the extent that making the judgment requires people
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to inspect the contents of their memory and then predict some
outcome of the current or future memory state (Hertzog et al.,
1990). However, while encoding-based judgments require
people to predict future memory accuracy upon initially en-
countering a stimulus, retrieval-based judgments are made
following a retrieval attempt. Nelson and Narens (1990) pro-
posed a “meta-level” structure through which both monitoring
and control processes operated and specified that monitoring
and control occurred both at encoding and at retrieval.
Although they did not explicitly state whether the disparate
monitoring judgments represented a unitary process per se, the
“meta-level” proposed in their framework leaves open this
possibility. Researchers often imply a single unitary process
by stating that different types of monitoring judgments “reveal
aspects of the monitoring process” (Schwartz & Bacon, 2008,
p- 356). Indeed, since their framework was introduced, the
question of a unitary or specialized monitoring process has
continued to be proposed (Chua et al., 2014; Kelemen et al.,
2000; Mazancieux et al., 2020; Schraw et al., 1995).

Individual differences in monitoring ability are helpful
to understand similarities and differences across the vari-
ous judgments. A unitary monitoring perspective predicts
that monitoring judgments should exhibit similar patterns
of individual differences when using measures at different
stages of learning and memory. Evidence for this idea
comes from significant correlations among differing mag-
nitudes of monitoring judgments (bias; Kelemen et al.,
2000) and metamemory accuracy (Leonesio & Nelson,
1990). Monitoring judgments also are highly correlated
among intelligence-based tasks, regardless of performance
(Schraw et al., 1995). Even more recently, a high degree
of shared variance was found for CFJ magnitude ratings
and accuracy across multiple cognitive domains, includ-
ing episodic memory (Mazancieux et al., 2020). Those
authors concluded that metacognitive monitoring
consisted of a common algorithm that was engaged across
tasks.

Other evidence investigating individual differences sug-
gests that monitoring consists of multiple abilities, either dis-
tinct or overlapping. Ironically, the same evidence used to
promote a unitary monitoring perspective also can be used
to argue against it. For example, although Leonesio and
Nelson (1990) found significant correlations between multiple
monitoring judgments, the effect sizes were weak (s between
.12 and .19), providing evidence against a unitary ability.
Similarly, Kelemen et al. (2000) found correlations among
multiple encoding-based judgments that ranged from —.01 to
.70. However, they did not include retrieval-based monitoring
judgments, leaving open a critical test of this account. Lastly,
Mazancieux et al. (2020) found that the shared variance that
accounted for monitoring ability varied across cognitive do-
main (7%—-48%), suggesting that the remaining variance may
be due to domain-specific processes.
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From another perspective, dissociations between encoding-
based judgments and retrieval-based judgments have been
found such as across age groups (Eakin & Hertzog, 2012;
Hertzog et al., 1990; Hertzog & Dunlosky, 2011). Encoding-
based judgments often are no different between younger and
older adults (Hertzog & Dunlosky, 2011), whereas retrieval-
based judgments sometimes show stark age differences (e.g.,
Dodson et al., 2007; Kelley & Sahakyan, 2003). Although
some of these differences likely stem from different types of
information available during each stage or one’s subjective
theories (Koriat, 1997), the processes involved in monitoring
might also be sufficiently different to lead to these differential
effects.

Although the current evidence might appear to favor a
multiple-ability view, recent neuroscience work has
reinvigorated this question. To the extent that different mon-
itoring judgments converge on the same brain region, varia-
tions in monitoring might be explained by differential integri-
ty of that brain region. In reviews of neuroscience approaches,
researchers have proposed that both encoding-based and
retrieval-based monitoring largely rely on the prefrontal cortex
(PFC; Fleming & Dolan, 2012; Pannu & Kaszniak, 2005;
Schwartz & Bacon, 2008).

Although evidence fuels both sides of the debate, few stud-
ies have measured multiple monitoring judgments within the
same participant and within the same paradigm to allow a
direct test of unitary or multiple abilities. Moreover, previous
studies relying on zero-order correlations do not clearly adju-
dicate between these different hypotheses because those
methods do not indicate how strong a correlation must be to
provide evidence for each perspective. We tested these oppos-
ing perspectives by measuring the bias and accuracy from four
common monitoring judgments (EOLs, JOLs, FOKs, and
CFJs) across different stimulus presentation pairs (word—
word, picture—picture or picture-word) to create latent factors
for each monitoring judgment in structural equation models
(SEM). This approach allows an explicit test of various con-
figurations of metamemory monitoring structure not afforded
by previous studies.

Method
Participants

Of 342 participants collected from the Introductory
Psychology Subject Pool in two large southern public univer-
sities, the final sample consisted of 329 participants (M,g.=
19.40 years; 84.7% female; 95.3% non-Hispanic; 79.2%
White, 15.1% African American, 1.9% Asian, and 2.2%
mixed race; Myousehold income = $109,960; Mparental education =
15.13 years). Participants were excluded due to memory per-
formance below chance (<20%) averaging across all blocks or
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for failure to vary their judgments in at least one condition. All
participants were compensated with course credits. All partic-
ipants provided written consent as approved by the University
of Alabama Institutional Review Board. The study was con-
ducted in accordance with the Declaration of Helsinki.

Materials

A total of 240 word pairs were acquired from the
University of South Florida word association norms
(Nelson et al., 2004). These word pairs were randomly
assigned to one of 12 lists used to generate the study
stimuli (20 unique pairs each). Pictures that represented
the words were gathered from multiple sources (Brady
et al., 2008; Gonsalves & Paller, 2000) with the require-
ment that the pictures be clear, in color, of single objects,
and on a white background. Four lists were composed of
word-word pairs, four of picture—picture pairs, and four
of picture—word pairs. Lists were tested for association
characteristics using the word association norm program,
ListChecker Pro 1.2 (Eakin, 2010). Each word was indi-
vidually equated on set size (strength and number of con-
nections with associated words), concreteness (the degree
that the concept denoted by a word refers to a perceptible
entity), connectivity (connections among association-set
words) and resonance probability (connections from the
association-set words back to the word itself). All item
pairs were unrelated to each other and unrelated to any
other item within their list.

The paired-associates task was divided into 12 blocks corre-
sponding to the 12 stimuli lists mentioned above. Each block
assessed one judgment type throughout all pairs within the block,
and each participant completed three blocks for each judgment
(JOLs, EOLs, FOKs, or CFJs). This fully crossed, within-
participant design ensured that each participant made a single
metamemory judgment for a single stimulus pair type in given
block.

After recall, each block included a five-alternative forced-
choice (5-AFC) recognition test phase for each of the 20 pairs.
In this test, a cue (word or picture) was presented along with
one target and four lure words. To minimize differences in
familiarity, lures were constructed using targets from previ-
ously seen pairs within the block and never across the blocks.
Monitoring judgments were counterbalanced across stimuli
lists so that each pair (e.g., BRIDGE-KNIGHT) received a
different judgment across participants. All the pairs were ran-
domized within each block, and all blocks were randomized
across trials. The correspondence between the monitoring
judgments and recognition accuracy served as the dependent
variable for the primary SEM analyses. Magnitude judgments
served as the dependent variable for the secondary SEM anal-
yses (see Supplemental Material).

Procedure

Each block consisted of a learning phase, a cued recall phase, a
distraction phase, and a recognition memory phase (see Fig. 1).
First, participants viewed a list of 20 item pairs in randomized
blocks—either all word—word pairs, all picture—picture pairs, or
all picture—word pairs for each block. During the learning phase,
each stimulus pair was presented for 2 seconds. After viewing a
pair, one of three procedures occurred depending on the block.
For JOL blocks, participants were asked to provide their JOL
judgment for the pair, “How likely will you correctly recognize
this item pair on a later test?” on a scale from 0-100, where
0 indicated “definitely will not” and 100 indicated “definitely
will.” For EOL blocks, participants were asked to provide their
EOL judgment for the pair, “Compared with other pairs, how
easy will it be to learn this item pair?” on a scale from 0-100,
where 0 indicated “most difficult” and 100 indicated “most
easy.” Both JOLs and EOL judgments are encoding-based judg-
ments. In the retrieval-based blocks (FOK and CFJ), no
encoding-based judgment was given. Rather, after viewing the
pair, the screen moved on to the cued recall phase.

In the cued recall phase, participants saw the cue on the screen
and they were asked to recall the second word when cued by the
first word by typing in the answer within 10 seconds. If partici-
pants were in the FOK block, after each cued recall attempt,
participants were asked to provide their FOK judgment for the
pair, “How likely will you recognize this item pair on a later
test?” on a scale from 0-100, where 0 indicated “least likely”
and 100 indicated “most likely.” These judgments were self-
paced. No monitoring judgments were given at this point if par-
ticipants were in the JOL, EOL, or CFJ block. After the cued
recall phase, participants were asked to solve one multiplication
question with a three-digit answer as a distractor task to reduce
potential carryover effects from cued recall to the 5-AFC recog-
nition phase. The distractor task was self-paced, and participants
had to type in their answer and press “Next” on the screen to
move on to the next phase.

In the 5-AFC recognition phase, participants were shown the
cue, along with five options (one target intermixed with four
lures) from which they were asked to choose the correct target
to complete the pair. The 5-AFC test was also self-paced. For
CFJ blocks, participants were required to provide their CFJ judg-
ments after making each 5-AFC recognition decision, “How
confident are you of your answer?” on a scale from 0-100,
where 0 indicated “not at all confident” and 100 indicated “ex-
tremely confident.”

After finishing each block for a pair type, participants could
rest for 10 seconds before the next block was presented, or press
“Next” to move on to the next block immediately. Before starting
a new block, a new prompt appeared on the screen that showed
the percentage of study completion to motivate the participants to
continue the study. The entire study took 45-60 minutes to
complete.
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Fig. 1 Schematic of experimental paradigm across three phases. Each
participant made a single metamemory judgment for a single stimulus
pair type in a given block and thus were presented with 12 blocks that
fully crossed each judgment—stimulus pairing. During the study phase
(i.e., encoding), pairs of items were presented and immediately
following each pair, participants made a judgment of learning, an ease
of learning judgment, or were not asked to make a judgment. Then, a cued

Data analysis

In preparation of data analyses, all monitoring judgment values
(EOLs, JOLs, FOKs, and CJs) were centered and converted to z-
scores within each participant and each stimulus pair. For the
monitoring bias models, these values were entered directly into
the SEMs. For the monitoring accuracy models, accuracy scores
first had to be calculated. For this purpose, we used generalized
linear mixed effects modeling (GLMM) via the Ime4 package
(Bates et al., 2015) in R. This method has the advantage of not
eliminating participants due to the lack of variability in measures,
such as constant monitoring judgments, and retaining partici-
pants who have missing data (Murayama et al., 2014). The
GLMM approach used recognition accuracy (correct/incorrect)
as the dependent variable and the independent variables included
the standardized monitoring judgment and stimulus-pair condi-
tion (categorically coded) with their interactions using the
picture—word stimulus pair as a reference group. A separate
GLMM was conducted for each monitoring judgment. A maxi-
mal random effect structure and the “bobyqga” optimizer was
used (Barr et al., 2013). Participants and items within trials were
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pair on a later test?

Confidence Judgment

How confident are you of your
answer?

recall test was given, and following each tested item, participants either
were asked to make a feeling of knowing judgment or no judgment at all.
The last phase consisted of a multiple-choice test in participants were
asked to choose which of five previously seen options was previously
paired with the first item. Following each memory decision, participants
either made a confidence judgment or no judgment at all

modeled as random effects (i.e., both random intercepts and ran-
dom slopes for each random factor was included in all the com-
parison model analysis). From these analyses, beta values were
extracted for each of the 12 conditions and for each participant
that represented how well each monitoring judgment in the
picture—picture and word-word conditions predicted recognition
memory accuracy relative to the picture-word condition. These
relative beta values were then used to create metamemory accu-
racy scores for each of the three conditions within each of the
metamemory assessment types by combining the intercept, par-
ticipant beta score, and the appropriate estimate from the fixed
effects results. The individual metamemory accuracy score was
calculated differently for each of the conditions. Because the
picture—word condition served as the comparison condition, the
intercept from the fixed effects from the GLMM analysis was
added to the intercept of each individual participant to indicate
the degree to which the participant’s slope differed from the
aggregate slope in the GLMM. The individual metamemory ac-
curacy score for the picture—picture and word—word conditions
were calculated by adding the intercept of the metamemory pre-
dictions overall and the intercept for the picture—picture or word—
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word fixed effects, respectively, to the individual participant’s
intercept and overall metamemory beta weight. These
metamemory accuracy scores served as the observed variables
that were entered into the SEM models.

Before developing the main SEM models, we first examined
the descriptive statistics including means, standard deviations,
skewness, and kurtosis, to check the normality assumption for
using the SEM approach. To account for the nonnormality in our
data, we used robust estimation (i.e., MLR) embedded in Mplus
Version 6 (Muthén & Muthén, 1998-2011). Correlations among
the variables also were checked to verify the theoretically based
latent factor structure of our models (see Table 2). Mplus was
used to conduct a series of confirmatory factor analyses (CFAs)
to develop models that each represented separate hypothesized
monitoring structures. All models used 12 individual indicators
loading onto four factors for monitoring judgment types (JOL,
EOL, FOK, and CFJ; see Fig. 2). The first latent variable was for
JOL, comprised of the measured JOL judgments from each stim-
ulus type (word—word, picture—picture, picture-word). The sec-
ond latent variable was for EOL, the third for FOK, and the
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fourth for CFJ. Prior to proceeding with our baseline (four-
factor) model, a fully saturated model that allowed all variables
to covary was optimized to favor the principle of parsimony by
removing covariances among similar stimuli.

To test our primary research question, we created two hypoth-
esized models by adding distinct second-order latent variables to
the baseline model (Model 1). These models are referred to as the
unitary monitoring model (Model 2) and the specialized moni-
toring model (Model 3). For Model 2, latent structures for all four
monitoring judgments (JOL, EOL, FOK, and CFJ) were used to
create a unitary second-order latent construct called Unitary
Monitoring. For Model 3, we created two second-order latent
constructs, encoding-based judgments indicated by JOL and
EOL and retrieval-based judgments indicated by FOK and
CFJ. Note that other models of theoretical interest could not be
modeled based on the design (e.g., third-order models or other
nonbalanced metamemory groupings). To assess the fit of our
hypothesized models, we used several widely used fit indices
including the x* goodness-of-fit statistic, the Comparative Fit
Index (CFI; values above .95 indicate a good model fit), the
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Fig. 2 Model 1: Baseline model. In this model, all four judgment latent
constructs, JOL, EOL, FOK, and CFJ were allowed to covary, each with
three observed variables. The numbers alongside the arrows are
standardized parameter estimates. The numbers alongside the curved
arrows are correlation between the latent constructs. All standardized
estimates significant at p < .001 level. Abbreviations for monitoring
judgments are as follows: JOL = judgment of learning; EOL = ease of
learning judgment; FOK = feeling of knowing judgment; CFJ =

1.00

;

confidence judgment; JOLw = JOL word-word pairs; JOLp = JOL
picture—picture pairs; JOLpw = JOL picture-word pairs; EOLw = EOL
word-word pairs; EOLp = EOL picture—picture pairs; EOLpw = EOL
picture-word pairs; FOKw = FOK word-word pairs; FOKp = FOK
picture—picture pairs; FOKpw = FOK picture—word pairs; CFJw = CFJ
word-word pairs; CFJp = CFJ picture—picture pairs; CFJpw = CFJ
picture—word pairs
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root-mean-square error of approximation (RMSEA; values be-
low .05 indicate a good model fit), and the standardized root-
mean-square residual (SRMR; values below .08 indicate a good
model fit), Akaike information criterion (AIC; smaller values
indicate a better fit) and Bayesian information criterion (BIC;
smaller values indicate a better fit). Because the robust estimator
with MLR was used for analyzing the data, the Satorra—Bentler
(S-B) scaled X2 difference test (Satorra & Bentler, 2010) was
used to compare the models based on the x> goodness-of-fit
statistic (Muthén & Muthén, 1998-2011).

Results

Table 1 presents the descriptive statistics for the metamemory
variables. Table 2 displays the bivariate correlations across all
variables. The baseline model (Model 1) consisted of four sepa-
rate latent factors (one per judgment). All latent factors (JOL,
EOL, FOK, and CFJ) were allowed to covary to understand
the relationship between the judgments. This model resulted in
a good fit, x*(36) = 251.45, p < .001; RMSEA = 0.14; CFI =
0.98; SRMR =0.008, AIC =—107.34, BIC = 97.65. As shown in
Fig. 2, each indicator loaded highly onto the latent constructs for
each judgment and each judgment had a strong relationship with
the others (all >.62). This model indicated that all monitoring
judgments share some similar properties, leading to high corre-
lations among them; however, some judgments were more
strongly related to certain judgments than others.

We next compared results for the unitary monitoring model
(Model 2) and the specialized monitoring model (Model 3) to the
baseline model (Model 1). The unitary monitoring model can be

found in Fig. 3 and resulted in a good fit, x> (38) = 261.51, p <
.001; RMSEA = 0.13; CFI = 0.98; SRMR = 0.025, AIC =
—97.19, BIC = 100.20. Each indicator loaded highly onto the
latent constructs for each judgment and each latent construct also
loaded highly onto a unitary monitoring latent construct (ranging
from .77 to .85). However, when directly compared to the base-
line model, this model was a poorer fit (= 10.74, p = .005).

The specialized monitoring model (Model 3) that distin-
guished between encoding-based and retrieval-based judg-
ments can be found in Fig. 4. Model 3 showed a good fit, x*
(37)=250.75, p < .001; RMSEA = 0.13; CFI = 0.98; SRMR =
0.012, AIC =-107.13, BIC = 94.06. Notably, the loadings for
the JOL and EOL latent constructs loaded numerically higher
onto the encoding construct and the FOK and CFJ latent con-
structs loaded numerically higher onto the retrieval construct
than on the unitary monitoring construct in Model 2. Model 3
had a comparatively better fit across most of the fit indices than
Model 2, including the S-B scaled x? difference test (£ = 10.75,
p =.001). This improvement in model fit indicated that moni-
toring judgments seem not to fall under a unitary ability. We
also compared Model 3 with the baseline model. Although
many of the fit indices indicated that Model 3 was as good or
a better fit than Model 1 (except for SRMR), the S-B scaled X
test was not significant, (¢t = 1.44, p = .23). Overall, the analyses
clearly reject the notion of a unitary monitoring construct in
favor of specialized monitoring constructs and a slight favor
toward the two-factor model. This final model differentiates
judgments based on the time at which each were made: at
encoding or following a retrieval attempt. Parallel SEMs were
conducted for monitoring bias and yielded the same patterns of
results (see Supplemental Material).

Table 1 Means and standard deviations for observed variables
Indicators Bias rating Recognition performance Monitoring accuracy (beta)
M SD M SD M SD
Word-Word JOL 28.40 22.80 0.63 0.29 0.51 1.54
Word-Word EOL 30.41 22.82 0.66 0.29 0.35 1.51
Word-Word FOK 22.84 22.42 0.50 0.27 1.06 1.56
Word-Word CFJ 40.38 30.88 0.51 0.28 -0.08 1.66
Picture—Picture JOL 30.67 22.54 0.64 0.28 0.24 1.44
Picture—Picture EOL 29.47 21.09 0.65 0.30 0.39 1.58
Picture—Picture FOK 22.72 21.45 0.51 0.26 0.83 1.69
Picture—Picture CFJ 44,01 31.38 0.53 0.28 -0.06 1.57
Picture-Word JOL 36.16 22.75 0.80 0.22 0.41 1.54
Picture-Word EOL 3591 21.60 0.78 0.23 0.44 1.57
Picture-Word FOK 36.09 25.15 0.67 0.26 1.27 1.58
Picture-Word CFJ 58.84 30.40 0.69 0.26 -0.09 1.61

Note. Abbreviations for monitoring judgments are as follows: judgment of learning = JOL; ease of learning judgment = EOL; feeling of knowing
judgment = FOK; confidence judgment = CFJ. Stimuli pairs for each judgment either consisted of two words (Word—Word), two pictures (Picture—

Picture), or one picture with an associated target word (Picture—Word).
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Table 2  Correlations for monitoring accuracy scores and monitoring magnitude ratings

Observed variables 1. 2. 3. 4. S. 6. 7. 8. 9. 10. 11. 12.
1. JOLw - 0.83 0.49 0.52 0.64 0.71 0.44 0.49 0.63 0.60 0.44 0.37
2. EOLw 0.66 - 0.50 0.50 0.60 0.73 045 0.44 0.62 0.58 0.46 0.36
3. FOKw 0.66 0.62 - 0.66 0.31 0.40 0.59 0.46 0.36 0.37 0.52 0.42
4. CFlw 0.61 0.62 0.71 - 0.39 0.49 0.52 0.58 0.40 0.38 0.47 0.58
5.JOLp 1.00 0.65 0.67 0.61 - 0.76 043 0.50 0.41 0.38 0.30 0.30
6. EOLp 0.66 1.00 0.63 0.63 0.66 - 0.52 0.50 0.59 0.59 0.45 0.41
7. FOKp 0.65 0.62 0.99 0.72 0.67 0.63 - 0.58 0.41 0.42 0.50 0.43
8. CFlp 0.59 0.61 0.71 0.98 0.59 0.62 0.72 - 0.43 0.38 0.50 0.46
9. JOLpw 1.00 0.66 0.66 0.61 0.99 0.66 0.65 0.59 - 0.74 0.56 0.42
10. EOLpw 0.66 1.00 0.62 0.62 0.66 1.00 0.62 0.61 0.66 - 0.61 0.42
11. FOKpw 0.66 0.63 1.00 0.71 0.67 0.63 0.99 0.71 0.66 0.63 - 0.53
12. CFlpw 0.63 0.64 0.74 0.99 0.63 0.65 0.75 0.99 0.63 0.64 0.74 -

Note. All correlations are significant at the .001 level (two-tailed). The upper triangle includes correlations for magnitude monitoring judgments and the
lower triangle includes correlations for monitoring accuracy judgments. Abbreviations for monitoring judgments are as follows: judgment of learning =
JOL; ease of learning judgment = EOL; feeling of knowing judgment = FOK; confidence judgment = CFJ. For each monitoring judgment respectively:
w = word—word pairs; p = picture—picture pairs; and pw = picture-word pairs.

Discussion

Metamemory monitoring is commonly referenced as a
singular function despite acknowledgment that the stage
at which monitoring occurs influences the outcome of
such processes. The present results suggest that monitor-
ing may be two distinct abilities: one occurring during
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Fig. 3 Model 2: Unitary monitoring model. In this model, performance
on 12 tasks loaded onto four latent construct, JOL, EOL, FOK, and CFJ,
which were then loaded into one unitary latent construct, monitoring (e =
error). The numbers alongside the arrows are standardized parameter
estimates. All standardized estimates significant at p < .001 level.
Abbreviations for monitoring judgments are as follows: JOL =
judgment of learning; EOL = ease of learning judgment; FOK = feeling
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encoding and another at retrieval. We found the same
patterns whether considering monitoring bias (the deci-
sion process) or accuracy (the correspondence between
the decision and memory performance). These results
are bolstered by behavioral dissociations between predic-
tions at encoding and retrieval using both experimental
and material manipulations but may seem counter to
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Fig. 4 Model 3: Specialized monitoring model. In this model,
performance on 12 tasks were loaded onto two latent constructs,
encoding and retrieval (e = error). The numbers alongside the arrows
are standardized parameter estimates. All standardized estimates
significant at p < .001 level. Abbreviations for monitoring judgments

are as follows: JOL = judgment of learning; EOL = ease of learning
judgment; FOK = feeling of knowing judgment; CFJ = confidence

notions of a single “meta-level” of monitoring and recent
findings in neuroscience.

Interpreting a two-factor construct of metamemory
monitoring

A two-factor structure can be interpreted in two, non-mutually
exclusive ways. First, the two factors might stem from differ-
ent inputs into the monitoring decision that vary between
encoding and retrieval (Nelson & Dunlosky, 1991).
Decision-making can be influenced by the salience of individ-
ual factors that form the basis of judgments (Schwarz et al.,
1991; Tversky & Kahneman, 1973). In Koriat’s (1997) cue-
utilization approach, predictions are influenced by three cate-
gories of available cues: intrinsic (characteristics of stimuli),
extrinsic (encoding instructions), and mnemonic (internally
experienced processes). These cues and other sources of
knowledge can also inform personal beliefs about how mem-
ory should work. Critically, these cues or one’s beliefs may
not be equally diagnostic of future memory. At encoding, for
example, intrinsic characteristics of the to-be-remembered
stimulus (e.g., perceptual fluency) often are salient (Koriat,
1997; Koriat & Ma’ayan, 2005) but may not always influence
memory performance (Besken & Mulligan, 2013; Rhodes &
Castel, 2008). At retrieval, mnemonic characteristics may be
most salient, with FOKs and CFJs being more based on
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factors like prior experience (Koriat & Levy-Sadot, 2000),
fluency (Kelley & Lindsay, 1993), familiarity (Koriat &
Ma’ayan, 2005), and accessibility (Koriat, 1997).
Additionally, perceptual details that were salient during
EOLs and JOLs made during encoding may be forgotten at
retrieval, removing their influence on FOKs and CFlJs.
Ultimately, monitoring judgments made at one stage (e.g.,
encoding) likely share common cues and biases, but across
stages (encoding vs. retrieval), these cues and biases should
not be assumed to be similar or equally diagnostic of memory.

Second, encoding-based and retrieval-based monitoring
are composed of different sets of processes. One well-known
example of these different processes is highlighted in the dif-
ference between immediate and delayed JOLs. JOLs made
immediately after encoding are less accurate than those made
after a delay (Nelson & Dunlosky, 1991). This effect has been
explained by retrieval-based theories (Spellman & Bjork,
1992); the delay allows for a covert retrieval attempt prior to
making the JOL, a process that is not available during
encoding. Furthermore, interference processes occur selec-
tively during retrieval-based monitoring, but not encoding-
based monitoring (Eakin & Hertzog, 2012). Additionally, dif-
ferent types of inputs encourage different types of processes to
be recruited during monitoring. Fluently retrieved information
might prevent the initiation of monitoring processes at retriev-
al (McDonough et al., 2015), but also highly influence
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monitoring processes at encoding (Rhodes & Castel, 2008).
Retrieval-based monitoring may consist of assessments of dif-
ficulty that are more objective (the amount of information
retrieved), whereas encoding-based monitoring judgments
may consist of subjective levels of difficulty due to fewer
diagnostic cues being available (Mazancieux et al., 2020).
Relatedly, retrieval-based monitoring affords real-time feed-
back that can directly influence control processes—such as
memory search strategies—whereas encoding-based process-
es do not (Mazancieux et al., 2020). Future research might
systematically assess the degree to which different inputs
qualitatively alters the monitoring process and its dependence
on stage of monitoring.

The early role of neuroscience in metamemory

Much of the inferences linking monitoring to the PFC
has stemmed from lesion patients. Although such stud-
ies vary in their locus and breadth of damage, several
recent fMRI studies have provided more nuanced under-
pinnings of the brain’s role in monitoring. The medial
PFC, specifically, is consistently activated during
encoding-based judgments like JOLs (Do Lam et al.,
2012; Kao et al.,, 2005). However, other brain regions
(the posterior parietal cortex; PPC) have been more con-
sistently activated during retrieval-based judgments like
FOKs (e.g., Maril et al., 2005). Medial PFC is known
to support introspection such as self-referencing and
mental simulation whereas PPC regions support atten-
tion during memory retrieval; both are also involved in
monitoring (Bastin et al., 2019; Mitchell & Johnson,
2009). Thus, the bases for making encoding-based judg-
ments may rely more on cue introspection while bases
for retrieval-based judgments may rely more on memory
retrieval mechanisms. We note that only a few fMRI
studies have compared different metamemory judgments
as we have done here to critically test shared and
unique brain regions at a network level. Doing so
would further clarify the structure of metamemory mon-
itoring, especially beyond the PFC.

Other considerations

The distinction between these two monitoring constructs
should be considered within the context of the high covaria-
tion among them. These high correlations suggest that these
two factors are not completely distinct. Although the source of
this covariation is not clear, it may be due to shared “meta-
level” structures through which monitoring or control process-
es operate (Nelson & Narens, 1990). Alternatively, the high
correlation could be a common-method bias that occurs when
the same method is used to measure different constructs
(Podsakoff et al., 2003). Relatedly, some of these high

correlations could be due to individual differences in response
tendencies. A liberal or very confident person might provide
high values on every judgment, whereas a conservative or not
confident person might provide low values on every judg-
ment. Such biases would inflate the overall correlation among
all the measures in a systematic manner and would suggest
that the distinction between the two monitoring constructs
would likely be even more pronounced. This bias would be
most apparent for monitoring bias, but less relevant for accu-
racy. Given that similar relationships among the monitoring
judgments were found regardless of whether monitoring bias
or accuracy was assessed, any explanation would have to ad-
dress both patterns.

This two-factor model of metamemory monitoring pro-
vides information that translates to practical considerations.
The first is how monitoring is conceptualized in research stud-
ies. We propose that a lack of systematic exploration of ma-
nipulations and verifications of effects across monitoring
judgments represents an implicit notion of a unitary monitor-
ing ability. Even in studies that acknowledge different types of
metamemory judgments, investigations of monitoring often
use only one judgment and do not explicitly acknowledge
potential limits in generalizability to other metamemory judg-
ments (e.g., Pinon et al., 2005; Zawadzka & Higham, 2016).
Take the metacognitive illusion of font size in which font size
influences JOLs but not memory (Rhodes & Castel, 2008).
Despite having hundreds of citations—representing an impor-
tant discovery—it took 10 years before researchers formally
studied the effect on retrieval-based monitoring judgments
(Luna et al., 2018). They reported a reduced font size effect
for judgments at retrieval, showing the effect is not represen-
tative of other monitoring judgments. Moving forward, rather
than referring to “monitoring” as a homogeneous construct,
scientific inferences would be clearer by specifying the inves-
tigation of encoding-based monitoring or retrieval-based mon-
itoring. Additionally, appropriate generalizations—or lack
thereof—should be addressed if both types of monitoring
were not assessed in a given study.

A second practical consideration is when metamemory
should be assessed both in research and in educational set-
tings. Because monitoring judgments are always based on
missing and sometimes misleading cues (e.g., metamemory
illusions), how can learning be efficiently assessed?
Assessing learning at every point in the process takes time
and might be redundant, leading to barriers implementing
learning assessments in large-scaled applications or for large
numbers of learning items. Our findings suggest that educa-
tors and trainers should examine monitoring at both encoding
and retrieval, but different assessments during each stage are
unnecessary. For example, students should not rely on moni-
toring at encoding to be predictive of monitoring at retrieval.
This factor is particularly important for skills used in life-and-
death situations. For instance, physicians should not rely only
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on prior assessment of skill learning, but also monitor retrieval
of those skills at the time of use. In eyewitness memory, the
timing of monitoring can influence the accuracy of eyewitness
identification (Palmer et al., 2013). Our findings might explain
why early eyewitness confidence differs from confidence as-
sessments made later.

Conclusion

The present study uniquely measured multiple monitor-
ing judgments among the same individuals, allowing us
to model how monitoring judgments relate to one an-
other. Our results suggest that metamemory monitoring
is best conceptualized as a set of related abilities, but
separated across encoding and retrieval processes.
Consequently, we caution against the categorization
and use of monitoring as a unitary construct, whether
implicitly or explicitly, and encourage the inclusion of
both encoding-based and retrieval-based monitoring
judgments to efficiently and systematically investigate
metamemory monitoring by measuring and perhaps
finding new dissociations in monitoring outcomes. By
doing so, we may also reach a more accurate under-
standing of the basis of metacognition and the individ-
ual differences within these abilities, and any potential
differences in how encoding-based and retrieval-based
monitoring judgments relate to actual memory
performance.
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