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Abstract
The generation effect is the memory benefit for self-generated compared with read or experimenter-provided information. In
recent decades, numerous theories have been proposed to explain the memory mechanism(s) and boundary conditions of the
generation effect. In this meta-analysis and theoretical review, we analyzed 126 articles (310 experiments, 1,653 estimates) to
assess 7 prominent theories to determine which theories are supported by the existing literature. Because some theories focus on
item memory (memory for the generated target) and others focus on context memory (memory for details associated with the
generated target), we examinedmemory effects for both types of details (item, context) in thismeta-analysis. Further, we assessed
the influence of generation constraint (how constrained participants are to generate a certain response), which recent work has
shown affects the magnitude of the generation effect. Overall, the results of this meta-analysis support some theoretical accounts,
but not others, as explanatory mechanisms of the generation effect. Results further showed that generation constraint significantly
moderates the magnitude of the generation effect, suggesting that this factor should be rigorously investigated in future work.
Overall, this meta-analysis provides a review and examination of generation effect theories, and reveals important areas of future
research.
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Techniques and devices that are designed to enhance the stor-
age and retrieval of information from memory are generally
referred to as memory strategies, or mnemonics. Memory
strategies are useful in everyday life, whether it be to remem-
ber someone’s name, remember to do a task later, or learn vital
information. Thus, when used explicitly, these strategies have
wide-ranging implications, from performing everyday tasks to
improving educational outcomes, and more. Learning and
memory researchers continue to investigate effective strate-
gies and why such strategies promote memory (i.e., the un-
derlying memory mechanisms). A better understanding of the

mechanisms supporting effective memory strategies, and the
boundary conditions under which a strategy is optimal, is
important in advancing our understanding of memory.

One type of strategy that has garnered substantial interest is
the generation effect (Slamecka & Graf, 1978). The genera-
tion effect is the memory benefit for self-generated informa-
tion over read, or experimenter-provided, information
(Jacoby, 1978; Slamecka & Graf, 1978). Researchers have
spent decades investigating how self-generating promotes
memory to better understand the underlying mechanisms
supporting the generation effect. In this study, we evaluate
these existing theories about how the generation effect occurs
by meta-analyzing data from numerous studies over the past
four decades. In doing so, we aim to provide some evidence of
which theories best account for mechanisms underlying the
generation effect, while also highlighting some of the short-
comings of these existing theories to be addressed in future
research. Overall, this meta-analysis has three goals: review
and assess existing theories, investigate the influence of gen-
eration constraint as a critical moderator of the generation
effect, and examine other experimental designmoderators that
affect the size of the generation effect.
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Prior research on the generation effect often uses word lists
to study different aspects of the memory benefits from self-
generation. In a typical study, participants are presented with a
list of stimuli (usually words or word pairs). For half of the
stimuli, participants self-generate a target word (e.g., open–
cl____), while for the other half, participants simply read an
intact target word (e.g., above–below). On a later memory test
for the target words, the common finding is that self-generated
words are better remembered than read words (i.e., the gener-
ation effect). Decades of research has shown that the genera-
tion effect is robust across various procedures (Bertsch, Pesta,
Wiscott, & McDaniel, 2007). Although several theories have
been proposed to explain the generation effect, there is still
some debate on the underlying memory mechanism(s) con-
tributing to this phenomenon. Thus, the first goal of this study
is to describe the prominent theories of the generation effect
(see below) and then perform a meta-analysis of the extant
generation effect literature to examine the extent to which
these theories can explain findings on the generation effect.
Some of these theories focus on item memory effects (i.e.,
memory for the generated item), whereas others attempt to
explain context memory effects (i.e., memory for details asso-
ciated with that item). We consider both types of accounts
(item and context) in this meta-analysis.

Our second goal of this meta-analysis is to investigate the
influence of a factor known as generation constraint on the
size of the generation effect. Throughout the history of re-
search on the generation effect, various generation tasks have
been used to study this effect, but the extent that different
generation tasks influence the size of the generation effect
has received limited attention.Many of the existing generation
effect theories do not differentiate across generation tasks (all
generation tasks are typically viewed as equivalent), but recent
work strongly challenges this idea. Research shows that the
magnitude of the generation effect is influenced by certain
features of the task used, such as generation constraint
(McCurdy, Leach, & Leshikar, 2017; McCurdy, Sklenar,
Frankenstein, & Leshikar, 2020), which refers to the amount
of information given to the participant that limits, or con-
strains, what can be produced in a generation task. For exam-
ple, in a standard generation procedure, participants are often
given one or multiple constraints, such as a generation rule
(e.g., “generate a synonym”), a cue word from which to gen-
erate a target, and letter(s) of the target word (e.g., “reply–
an____”). These constraints serve to ensure that the partici-
pant produces the expected target response to reduce item-
selection confounds (i.e., idiosyncratic or unique generated
responses). Some work, however, shows that tasks placing
fewer constraints on what participants can generate increases
the memory benefits for self-generated materials compared
with tasks with more constraints (Fiedler, Lachnit, Fay, &
Krug, 1992; Gardiner, Smith, Richardson, Burrows, &
Williams, 1985; McCurdy et al., 2017; McCurdy et al.,

2020). Given that generation effect studies use tasks that
involve varying amounts of constraints (some higher, some
lower), it is possible to evaluate the history of work on the
generation effect to probe this factor. Thus, we test the extent
to which generation constraint has influenced memory for
both item and context memory in past work.

A final goal of this meta-analysis is to examine methodo-
logical factors that influence the magnitude of the generation
effect (e.g., retention interval [immediate, delayed], type of
generation task [word stem, anagram, etc.], age group [youn-
ger, older]). A previous review provided some insight on im-
portant factors that influence the generation effect for item
memory (Bertsch et al., 2007); however, given that recent
work has measured the generation effect for context memory
(Geghman&Multhaup, 2004;Marsh, 2006; Marsh, Edelman,
& Bower, 2001; Mulligan, 2004, 2011; Mulligan, Lozito, &
Rosner, 2006), we examine factors that influence the genera-
tion effect for both item and context memory in this meta-
analysis. Knowledge about such factors can spur future re-
search and offer a richer understanding of this memory
phenomenon.

In the next section, we give a summary of the prominent
theories of the generation effect that we test in this meta-anal-
ysis. Given that the primary goal of this meta-analysis is to
examine empirical support for several different theories, we
provide a brief overview of the theories examined in this meta-
analysis. For a more elaborate review of generation-effect the-
ories, we refer the reader to an earlier systematic review
(Mulligan & Lozito, 2004). First, we describe theories that
focus on item memory, followed by theories about context
memory.

Item memory theories

Mental effort One of the oldest and most intuitive theories of
the generation effect is that of mental effort. This theory sug-
gests that self-generation requires more mental effort (i.e., the
use of more cognitive operations) at encoding relative to read-
ing, which in turn leads to enhanced memory performance
(McFarland, Frey, & Rhodes, 1980; Tyler, Hertel,
McCallum, & Ellis, 1979). For instance, Tyler et al. (1979)
showed that high-effort generation (difficult sentence comple-
tion and anagram solving) led to better recall than did low-
effort generation (easy sentence completion and anagram
solving). In this meta-analysis, we test the mental effort theory
by examining the memory outcomes of studies that included a
task difficulty manipulation (low-difficulty generation, high-
difficulty generation) as a manipulation of effort. One issue
that has plagued the mental effort theory is the lack of a uni-
versal measure and manipulation of mental effort across stud-
ies. Given the lack of a universal measure, we relied on the
author’s subjective definition of effort and only included
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studies that attempted tomanipulate task effort to examine this
theory. In line with Tyler et al. (1979), if high-difficulty gen-
eration tasks lead to a larger generation effect than low-
difficulty tasks do, then this would lend support to the mental
effort theory. On the other hand, finding a similar magnitude
generation effect for low-difficulty and high-difficulty gener-
ation conditions would argue against a mental effort theory.

Selective displaced rehearsal Some research suggests that the
generation effect is an artifact of experimental design
(Slamecka & Katsaiti, 1987). Specifically, the selective
displaced rehearsal theory claims that in within-subjects manip-
ulations involving both generate and read conditions, partici-
pants may notice the manipulation (generation versus read) and
selectively rehearse (or allocate more attention to) generated
items at the expense of rehearsing read items. This account
therefore posits that there is nothing special about the act of
generation, but instead that the generation effect emerges sim-
ply because participants choose to focus more cognitive re-
sources on generated items compared with read items, leading
to better memory (Begg & Snider, 1987; Schmidt & Cherry,
1989; Slamecka & Katsaiti, 1987). This theory is supported by
the finding that the generation effect is often eliminated in
between-subjects designs, as well as pure-list presentations
(i.e., blocked presentation of generate and read items; Begg &
Snider, 1987; Schmidt & Cherry, 1989; Slamecka & Katsaiti,
1987). We assess the selective displaced rehearsal theory by
comparing the generation effect for within-subjects versus
between-subjects designs, as well as mixed-list (generate and
read conditions presented in the same study list) versus pure-list
(generation and read conditions presented in blocked or sepa-
rate study lists) presentations of generate and read items.
Finding a generation effect in within-subjects and mixed-list
presentations, but no generation effect in between-subjects
and pure-list designs, would support the selective displaced
rehearsal concept. In contrast, finding a generation effect in
between-subjects and pure-list designs would argue against it.

Semantic (lexical) activation The semantic activation theory
suggests that the generation effect improves memory for
meaningful stimuli (i.e., stimuli that are already represented
in one’s semantic network), but not for meaningless stimuli.
For example, McElroy and Slamecka (1982) had participants
generate “word–word” pairs (e.g., sand–band) and “word–
nonword” pairs (e.g., sand–dand) using a rhyming generation
task (e.g., generate a word that rhymes with the cue: sand–
ba___; sand–da___). In this study, they found that generation
improved memory over reading for the word–word pairs, but
not for the word–nonword pairs. This work led to the semantic
activation theory, which claims that the act of generation pro-
motes access to semantic information, which in turn
strengthens that memory trace, leading to better memory
(McElroy & Slamecka, 1982). Originally, it was thought that

generation would only improve memory for words, but later
research found that in some instances self-generation can im-
provememory for nonwords, but only if the nonword is mean-
ingful (e.g., such as solutions to mathematics problems;
Gardiner & Hampton, 1985; Johns & Swanson, 1988;
McNamara & Healy, 2000). We examine this framework by
comparing the generation effect for studies using meaningful
(i.e., words and numbers) versus nonmeaningful (i.e., non-
words and nonnumbers) stimuli. Finding a generation effect
for meaningful materials but not for nonmeaningful materials
would support the concept of semantic activation, whereas
finding a generation effect for both meaningful and nonmean-
ingful stimuli would argue against this account.

Two-factor/multifactor Perhaps the most prominent item
memory theory claims that self-generation improves memory
through a conjunction of two memory mechanisms at once,
known as the two-factor or multifactor theory (Hirshman &
Bjork, 1988; McDaniel, Waddill, & Einstein, 1988). This the-
ory hypothesizes that self-generation improves memory rela-
tive to read controls through (1) enhanced item-specific pro-
cessing and (2) enhanced relational processing. According to
this theory, generation enhances the processing of item-
specific information, or the characteristics that are unique to
the target item. In addition to item-specific processing, this
theory also proposes that generation improves memory
through enhanced relational processing of details associated
with, or occurring simultaneously with, the item. For example,
in cue–target word pairs, generating (relative to reading) the
target word strengthens the association between the cue and
target (Hirshman & Bjork, 1988). Enhanced relational pro-
cessing can also extend to whole-list (i.e., intertarget) relation-
al information, or the relationship between items across dif-
ferent trials (Hunt & McDaniel, 1993; McDaniel, Riegler, &
Wadill, 1990; McDaniel, Wadill, & Eingstein, 1988). To un-
derstand the predictions that derive from the multifactor theo-
ry, it is first important to understand that the multifactor theory
relies on transfer-appropriate processing (TAP) principles
(Morris, Bransford, & Franks, 1977) to explain how genera-
tion tasks improve memory over reading. Transfer-
appropriate processing suggests that memory performance
will be improved when there is greater overlap in processing
between encoding task and memory test. Research shows that
different memory tests are sensitive to different types of
encoding processes, like those defined by the multifactor the-
ory (item-specific, relational processing). For example, en-
hanced item-specific processing is thought to enhance dis-
criminability of learned items compared with distractor/
similar items, often manifesting as better memory for gener-
ated versus read items on recognitionmemory tests, which are
especially sensitive to item-specific processing (Begg, Snider,
Foley, Goddard, 1989; Hunt & McDaniel, 1993). Enhanced
relational processing of the cue–target relationship strengthens

1141Psychon Bull Rev (2020) 27:1139–1165



the memory representation of the cue word and target, often
leading to better performance on cued recall tests (Hirshman
& Bjork, 1988). Likewise, enhanced relational processing of
the intertarget relationships (i.e., processing of the relationship
between different target items) leads to processing of similar-
ities across all target items, often resulting in better perfor-
mance on free recall memory tests (Hunt & McDaniel,
1993; McDaniel et al., 1990; McDaniel et al., 1988). Thus,
the multifactor theory posits that processing enhanced by gen-
eration tasks (item-specific and relational) often provides a
greater overlap (compared with reading) with the type of
memory representations needed to perform well on most com-
mon memory tests, thereby leading to the generation effect.

To test this multifactor account, we compare the magnitude
of the generation effect as measured by different memory tests
(recognition, cued recall, free recall). The multifactor theory
predicts a significant generation effect for each type of mem-
ory test relative to read controls. Given that each memory test
is presumed to tap different memory representations, a signif-
icant generation effect across each test type (recognition, cued
recall, free recall) would support the idea that generation im-
proves memory via both enhanced item-specific processing
and enhanced relational processing as predicted by the multi-
factor theory (Hirshman & Bjork, 1988; McDaniel et al.,
1988). Further, it is possible that the magnitude of the gener-
ation effect differs between test types. This finding might sug-
gest that one type of processing (i.e., item-specific as mea-
sured by recognition tests; relational processing as measured
by cued/free recall tests) has a larger influence on the genera-
tion effect than the other. Finally, finding no generation ad-
vantage over read controls for any of the three types of mem-
ory tests would argue against the multifactor theory, suggest-
ing that both types of processing (item-specific and relational)
are not necessary to explain the generation effect.

Context memory theories

More recently, researchers have investigated the impact of
self-generation on memory for contextual details (e.g., source,
font color). These results are more mixed than findings for
item memory. Some work shows that self-generation im-
proves memory for contextual details (Geghman &
Multhaup, 2004; Marsh, 2006; Marsh et al., 2001), whereas
other work shows generation does not boost context memory
over reading (Jurica & Shimamura, 1999; Mulligan, 2004,
2011; Mulligan et al., 2006). These mixed findings have led
to different theories to explain how self-generation influences
memory for contextual details, which we describe next.

Associative strengthening The associative strengthening the-
ory suggests that the act of self-generating materials induces
enhanced relational processing which in turn leads to better

memory for contextual details of an episode by binding these
details together into a memory representation (Greenwald &
Johnson, 1989; Marsh, 2006; Marsh et al., 2001). For exam-
ple,Marsh (2006;Marsh et al., 2001) found evidence that self-
generation improves context memory (location and font color)
relative to reading, leading to the conclusion that enhanced
relational processing from generation extends to multiple de-
tails associated with an item (e.g., the cue word, location
where it was learned). Geghman and Multhaup (2004) simi-
larly argue that both item and context memory improve to the
same extent under self-generation because they share a similar
mechanism (what they called enhanced associative encoding).
One way to test this account is by examining whether a gen-
eration effect is evident across all types of context memory.
Finding a generation effect across studies that included a con-
text memory measure would support the associative strength-
ening theory, suggesting that generation can improve memory
for various associated details (e.g., source, font color). Finding
no generation effect across various context memory details
would argue against the associative strengthening theory.

Item–context trade-off In contrast to the associative strength-
ening account, the item–context trade-off theory suggests that
limited cognitive resources restrict the memory benefits of self-
generation for the item, but not the context. This theory sug-
gests that because generating words requires more cognitive
resources to process the target item compared with reading, less
resources are available to encode extraneous details (context
memory), leading to better item memory for generated com-
pared with read items, but worse context memory for generated
items comparedwith read (i.e., an item–context trade-off; Jurica
& Shimamura, 1999; Nieznański, 2012). For instance,
Nieznański (2012) found that when a high-difficulty generation
task was used (which is assumed to require more cognitive
resources; Tyler et al., 1979), a generation effect occurred for
item memory, but context (source) memory showed a negative
generation effect (read > generate), supporting the item–context
trade-off account. We aim to assess this theory by comparing
the generation effect for item versus context memory measures.
Finding an interaction between itemmemory and context mem-
ory, where a generation effect is present for itemmemory, but a
negative effect for context memory (read > generate), would
support the item–context trade-off theory. Finding a significant
generation effect for both item and context memory would
argue against this account.

Processing account The associative strengthening and item–
context trade-off theories make opposing predictions for con-
text memory (improved versus diminished memory for con-
text), but a more nuanced theory argues against a simple all-
or-nothing account. Mulligan (2004, 2011) applied Jacoby’s
(1983) processing account to explain why only certain types
of context details experience a generation effect, whereas other
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details do not. The processing account relies on transfer-
appropriate processing principles (Morris et al., 1977) to predict
which context details are improved by self-generation.
Specifically, generation tasks (e.g., generate an antonym) typi-
cally require participants to think conceptually (i.e., processing
of semantic features, such as the relationship between the cue
and target) to generate the target item. Conversely, the more
automatic process of reading requires participants to think more
perceptually (i.e., processing of the visual [or data-driven] de-
tails, such as the letters that make up the word; Jacoby, 1983;
Mulligan, 2011). Similarly, different types of context details
may be classified as conceptual context details (e.g., source,
temporal-spatial location), or perceptual details (e.g., font color,
background color, font type). Conceptual context details are
thought of as nonvisual details related to the target item (like
remembering whether the item was generated or read, or which
location it was encoded in), whereas perceptual details are vi-
sual details associated with the target item, like its font color or
font type (Mulligan, 2004, 2011).1 The processing account, in
line with transfer-appropriate processing principles, predicts
that the type of processing required by the generation or read
task should lead to memory improvements for context details
that tap into the same type of processing as required by the
encoding task. Thus, generation should improve memory for
conceptually related context details (e.g., source, location),
whereas reading should lead to improved memory for percep-
tually related context details (e.g., font color, font type), an idea
supported by empirical findings (Mulligan, 2004, 2011;
Mulligan et al., 2006). We aim to test this theory by comparing
the generation effect for conceptual context details (e.g., source,
location) and perceptual context details (e.g., font color, font
type). Finding an interaction in which generation leads to better
memory than reading for conceptual context details, but reading
provides better memory over generating (i.e., a negative gener-
ation effect) for perceptual context details would provide sup-
port for the processing account. Finding a similar effect (either a
generation effect, no effect, or a negative generation effect) for
both types of details would argue against the processing
account.

Present study

In the following analysis, we have four primary goals: First,
we examine the overall generation effect across all studies
included in this analysis. Second, we test which generation-

effect theories (item, context) are supported by existing em-
pirical work. Third, we examine the extent that generation
constraint influences the magnitude of the generation effect.
Finding an effect of generation constraint, which has not been
well studied to date, would suggest that this is an important
factor to consider in future work. Fourth, we test potential
moderators of the generation effect to investigate methodolog-
ical factors that influence the magnitude of the generation
effect. Using mixed-effects models, which allow for the inclu-
sion of studies with multiple repeated measures (e.g., item and
context memory measures from the same participants), we
summarize 126 generation-effect articles with the goal of ad-
vancing our understanding of the generation effect and iden-
tifying areas that should be examined in future research.

Method

In this section, we describe our literature search procedure and
how we identified articles to include in this meta-analysis.
Then we describe how we coded for the various moderators
included in our analyses. Finally, we describe the statistical
methods used for analyzing these data.

Literature search and coding procedure

Figure 1 depicts a PRISMA flow chart of the overall study
selection process (Moher, Liberati, Tetzlaff, & Altman, 2009).
Studies included in the analysis were obtained through three
methods. First, we searched two online scientific publication
databases (PsycINFO, PsycArticles) using the following
search terms: “Generation effect OR Reality monitoring2

AND source memory OR context memory OR item memory”
(k = 1,443 articles). The initial search was conducted on
February 19, 2017. Next, we conducted a forward and back-
ward citation search of an existing review article (Bertsch
et al., 2007), to find articles not obtained by the initial database
search (k = 35 additional articles). Finally, we did a targeted
Google Scholar search of authors with more than two publi-
cations on the generation effect based on our initial search (k =
6 additional articles). This search method therefore identified
a total of 1,484 articles. The titles and abstracts of all 1,484
articles identified were examined for inclusion by the first and
last author, separately. To be included, at least one experiment
within the article was required to (1) have one or more gener-
ation condition(s) and a read (comparison) condition; (2) re-
port numerical or graphical data for a recognition, cued recall,

1 Although we rely on the distinction between conceptual and perceptual
context details, it should be noted that it is likely the case that both conceptual
and perceptual processing are involved in the encoding of different types of
context details. Thus, the distinction between conceptual/perceptual context
merely represents the primary type of processing required to encode the detail,
rather than implying that solely one type of processing is engaged and not the
other.

2 Reality monitoring refers to distinguishing the source of internally generated
and externally presented information (Johnson & Raye, 1981), and has been
used to study the source memory benefits for generated versus read (or given)
materials. We included reality monitoring studies where participants self-
generate materials (compared with materials given to them from another
source).
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or free recall memory measure of itemmemory, context mem-
ory, or both; (3) include at least one nonclinical sample
(healthy younger or older adults). The two raters had accept-
able agreement in their inclusion/exclusion ratings Cohen’s
kappa (k) = .67 (Cohen, 1968; Viera & Garrett, 2005), and
disagreements were resolved through discussion. One-
thousand two hundred and twenty-two (1,222) of the articles
were excluded for the following reasons: (a) no generation
manipulation or no read control (comparison) condition (k =
685 articles excluded); (b) memory measure other than recog-
nition, cued recall, or free recall (k = 143 articles excluded); (c)
lack of necessary statistical information in text or graphs (k = 1
article excluded; (d) use of a clinical population or children (k
= 371 articles excluded); (e) atypical methodology or stimuli
(e.g., physically generating actions, drawing images; k = 22
articles excluded). This examination of the titles and abstracts
led to 262 articles that were deemed potentially relevant. As a
further vetting, the first author scrutinized the full text of this
subset of 262 articles using the same exclusion criteria: (a) no
generation manipulation or no read control (comparison)
group (k = 19 additional articles excluded); (b) memory mea-
sure other than recognition, cued recall, or free recall (k = 13
additional articles excluded); (c) lack of necessary statistical

information in text or graphs (k = 5 additional articles exclud-
ed); (d) use of a clinical population (k = 19 additional articles
excluded); (e) atypical methodology or stimuli (k = 80 addi-
tional articles excluded). This process led to a final total of 126
included articles. There was no formal date restriction on our
initial search, but the publication dates of the final list of arti-
cles included ranged from 1978 to 2019.3

Moderator variables

Each study included was coded for several moderator vari-
ables. The moderator variables to be coded and the levels of
these variables were determined a priori by the first and last
author based on theoretical interest. All studies were coded by
the first author, with the exception of the generation constraint
variable (which was coded by two independent raters). To
assess reliability of the moderator coding, the third author
independently coded a random sample of 20% of the articles
included (25 articles). There was high agreement among the
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(n = 1443)
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(n = 41)

Records after duplicates removed
(n = 1484)
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(n = 1222)
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Fig. 1 PRISMA-style flowchart showing the study selection for meta-analysis on the generation effect

3 An originally unpublished article was published during the time of the writ-
ing of the manuscript; thus, the date of that article (2019) exceeds the date we
last searched for articles (February, 2017).
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coders across the moderators (Cohen’s kappa (k)M = .87, SD
= .08; range: .70–1.00; Cohen, 1968; Viera & Garrett, 2005),4

and all disagreements were resolved through discussion. For
the generation constraint variable, a set of rules to code the
amount of constraint provided by the generation task used in
each study was developed by the first author. The generation
constraint variable had three levels (low, medium, high con-
straint) and was coded based on the number of “cues” given to
the participants for generating the target item, with “cues”
being defined as “any information given by the experimenter
to instruct participants on what to generate.” Using a word-
pair stimulus as an example: low-constraint generation would
provide a cue word, but no explicit rule on how the participant
should generate the target word (e.g., open–______);
medium-constraint generation would provide a generation
rule and a cue word (e.g., “generate an antonym”; open–
_____); high-constraint would provide a rule, cue word, and
part of the target word (e.g., “generate an antonym”; open–
cl___). Two independent coders (the third and fourth authors)
were trained on these rules and independently coded this var-
iable for all studies included in the meta-analysis. There was
moderate agreement between the coders’ independent ratings
for this variable, Cohen’s kappa (k) = 0.59, weighted kappa
(kw) = 0.51 (Cohen, 1968; Viera & Garrett, 2005), and all
disagreements were resolved through discussion between the
coders and the first author to create a consensus code of gen-
eration constraint that was used in the analyses.

Each study included in this meta-analysis was coded for a
total of 18 different experimental moderators. For ease of
comprehension, we first list moderators used to evaluate the
different generation effect theories, followed by the modera-
tors used to test various experimental procedures that influ-
ence the generation effect. The following variables were used
to assess the seven different theories tested: condition type
(generate, read); generation difficulty (low difficulty, high dif-
ficulty); manipulation type of generate versus read condition
(within subjects, between subjects); presentation style (mixed
list, pure/blocked list); word status (words, non-words, num-
bers),memory test (recognition, cued recall, free recall);mem-
ory type (item, context); context memory type (conceptual
context, perceptual context); generation constraint (low, me-
dium, high constraint).

The remaining variables were tested as experimental moder-
ators to assess their influence on the generation effect: learning
type (incidental, intentional); stimuli relation5 (semantic, cate-
gory exemplars, antonym, synonym, rhyme, compound words,

definitions, unrelated); generation mode (verbal/speaking, co-
vert/thinking, writing/typing); generation task (anagram, letter
transposition, word fragment, sentence completion, word stem,
calculation); divided attention (divided attention, full attention);
presentation pacing (self-paced, timed); filler task (filler, no
filler); subject population (younger adults, older adults); reten-
tion delay (immediate, short [5 minutes–1 day], long [>1 day]);
number of stimuli (25 or fewer, 26–50, more than 50).

Statistical analysis

The data set was structured for analysis using an “arm-based”
model (Salanti, Higgins, Ades, & Ioannidis, 2008; Stram,
1996). For each comparison of memory performance between
read (control) versus generate (experimental) condition, the
data set includes two rows, corresponding to the two condi-
tions (read, generate). We then quantified the mean proportion
of correctly remembered items in the two conditions, using a
dummy variable to distinguish the condition type (0 = read; 1
= generate). In some cases, the same read condition was com-
pared with multiple types of generate conditions (e.g., one
with low and one with high constraints), in which case addi-
tional rows were added to reflect these extra conditions.
Moreover, some comparisons (or “pairings” of one ormultiple
generate conditions with a single read condition) were exam-
ined within the same experiment, and the same article some-
times included multiple experiments. In addition, some exper-
iments included a single sample of participants (i.e., within-
subject design), whereas other studies included more than one
sample (i.e., between-subjects design). We therefore coded
this hierarchical structure based on an article identifier, an
experiment identifier (i.e., a single experiment within a
multiexperiment article), a sample identifier (within experi-
ment), and an observation (i.e., row) within sample identifier.
Finally, we created a “pairing” identifier that was nested
within experiment, but not strictly within sample or vice versa
(i.e., the same pairing might involve two different samples, as
in a between-subjects design, or the same sample might be
used in two different pairings, as in a within-subjects design).
We illustrate in more detail how the structure of the data set
was coded using these identifiers in the Appendix.

We then used amixed-effects multilevel model with random
effects for articles, experiments, samples, and observations
(an extension of the model described by Konstantopoulos,
2011), plus a crossed random effect for “pairings” within ex-
periments (Fernández-Castilla et al., 2019). The random effects
for articles, experiments, samples, and observations account for
the multilevel structure of the data set and dependencies that
can arise thereof (e.g., from multiple mean proportions coming
from the same sample of participants), while the random effect
for the “pairings” within experiments ensures that we are com-
paring “alike with alike” (except for the condition type). That

4 A table reporting the interrater reliability statistics for each moderator is
available at: https://osf.io/9pv7a/
5 Stimuli relation refers to the type of relationship between the cue and target
when word pairs were used as stimuli (i.e., the cue–target relation). For exam-
ple, a “semantic” relation would represent a word pair where the cue and target
were semantically related (e.g., bank–money), whereas an “antonym” relation
represents a cue and target that are opposites (e.g., open–close).
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is, rows for the same pairing represent a particular comparison
between generate versus read conditions with other factors held
constant. Finally, to distinguish the latter, the model includes a
fixed effect for the condition type dummy variable, whose co-
efficient reflects the estimated (average) difference in the mean
proportion of items recalled in generate versus read conditions
(i.e., the effect size) across all studies included in the model.6

In some cases (12.3% of all mean proportions included),
numerical data for a mean proportion were not reported, in
which case graphical data were converted to numerical data
using the WebPlotDigitizer program (Rohatgi, 2015).
Additionally, we recorded the variance of the proportions re-
ported for a particular condition when available. For condi-
tions where the variance (or some other derivative variance
statistic) was not reported (74% of cases), the variance was
imputed based on the expected quadratic relationship between
the mean proportion and the variance of the proportions as
observed in the studies that report both pieces of information
(i.e., if the mean proportion is 0 or 1, the variance must be 0;
for mean proportions around 0.5, the variance will tend to be
highest). A mixed-effects meta-regression model was used for
this purpose, using the log-transformed standard deviation as
the outcome (Raudenbush & Bryk, 1987), with the mean pro-
portion, mean proportion squared, 1/(number of items), and
1/(sample size) as predictors. The model accounted for a sub-
stantial amount of heterogeneity (R2 = .61). Predicted values
based on this model were exponentiated and squared and were
used to impute missing variances. The sampling variance of
each mean proportion, p, was then computed with Var p½ � ¼
(reported/imputed variance of the proportions) / (sample size),
and these variances were then included in the model in the
usual meta-analytic manner (as the variances of the sampling
errors of the observed outcomes).

Because of the inclusion of within-subjects designs, sam-
pling errors for multiple mean proportions obtained from the
same sample are not independent. Computation of the covari-
ances of the sampling errors is not possible in the present case,
as this would require access to the raw data from such studies.
Instead, after fitting the mixed-effects model, we used cluster-
robust inference methods (with clustering at the article level)
to account for any dependencies that are not already captured
by the random effects included in the model (Moeyaert et al.,
2017). All inferences reported (i.e., tests and confidence inter-
vals) are based on this approach.

In meta-analyses, it is widely recognized that data may be
influenced by publication bias, which reflects the possibility
that studies included in the meta-analysis (which tend to be
published studies in the majority of cases) may not be

representative of all studies actually conducted. This phenom-
enon is especially problematic when the missing studies are
more likely to be those that did not find a statistically significant
effect (among other factors; Rothstein, Sutton, & Borenstein,
2006), in which case the included studies are biased toward
showing a greater effect than actually exists. One common
way to assess whether publication bias may be influencing
the results of a meta-analysis is to include some measure of
precision of the estimates as a predictor in a meta-regression
model (also known as Egger’s test; Egger et al., 1997). In the
present case, where the sampling variances are known to be
directly related to the size of the outcomes, the usual procedure
of using the standard errors (i.e., square-root of the sampling
variances) as predictor is not advisable, as this will suggest the
presence of publication bias even in its absence. Instead, we
used the inverse sample size as the measure of precision, which
is known as Peters’ test (Peters, Sutton, Jones, Abrams, &
Rushton, 2006). Moreover, for an arm-based analysis, publica-
tion bias is not expected to manifest itself through a main effect
of the precision predictor, but through an interaction of the
predictor with the condition dummy variable (under publication
bias, we would expect studies failing to find a significant
difference between read and generate conditions to be missing).
Therefore, main effects for condition, precision, and, most im-
portantly, their interaction were included in the model. Based
on this model, we also compute estimated condition effects
(i.e., the size of the generate versus read difference) as a func-
tion of precision, extrapolating up to the case of infinite preci-
sion (i.e., where 1/(sample size) = 0), which can cautiously be
interpreted as an estimate of the effect “corrected” for potential
publication bias, analogous to the now commonly used PET/
PEESE methods (Stanley & Doucouliagos, 2014).

To test each theory or experimental moderator, we
interacted the condition type (generate, read) factor with the
moderator of interest. These interaction models provide coef-
ficients describing the change in the estimated mean propor-
tion for generate compared with read items for each level of
the moderator included (e.g., within-subjects design versus
between-subjects design), allowing for the comparison of the
generation effect (memory benefit for generate compared with
read) between the different levels of the moderator. In the
results, we report comparison statistics on the interaction co-
efficient to examine each generation effect theory, and to as-
sess the influence of the other experimental moderators on the
size of the generation effect. All analyses were conducted in R
(RCore Team, 2018) using themetafor package (Viechtbauer,
2010).

Results

The final data set included 126 articles, 310 experiments, and
579 samples, yielding a total of 1,653 mean proportions (i.e.,

6 Although the model does not include a corresponding random effect for the
condition dummy variable (i.e., a random slope), the observation-level
(“pairing”) random effect essentially fulfills the same purpose, allowing for
heterogeneity in the size of the condition effect across pairings.

1146 Psychon Bull Rev (2020) 27:1139–1165



rows of data), 804 of which corresponded to a read condition
and 849 to a generate condition. Hence, within the 310 exper-
iments, 804 different comparisons (between a read and one or
multiple generate conditions) were examined. The estimated
mean proportions, 95% confidence intervals, and number of
comparisons for each of the models tested are reported in
Tables 1 and 2. We report results in the following order:
First, we report the results from the model examining the
presence of publication bias. Second, we report the overall
generation effect across all studies (generate compared with
read). Third, we report the models showing whether the dif-
ferent item memory theories (mental effort, selective
displaced rehearsal, etc.) and context memory theories (asso-
ciative strengthening/item–context trade-off, processing ac-
count) are supported by existing empirical work. Fourth, we
report two models testing the influence of generation con-
straint as a significant moderator of the generation effect
across all the included studies in this meta-analysis. Fifth,
we assess other factors known to influence the generation
effect (e.g., type of generation task, retention delay).

Next, we report the results from each of our models. The
models are numbered by the order in which they are reported
here and in Table 1.

Publication bias

In the publication bias model, the interaction between the
inverse sample size and the condition type factor just failed
to be significant, t(122) = 1.81, p = .07. Still, larger samples
were associated with smaller generation effects. For example,
for sample sizes of 8, 24, and 120 participants per condition
(corresponding to the minimum, median, and maximum sam-
ple size), estimated effects were .142 (95% CI [.100, .184]),
.101 (95% CI [.086, .115]), and .084 (95% CI [.056, .111]),
respectively. When extrapolating to an infinite sample size,
the generation effect was reduced to .080 (95% CI [.048,
.111]), which is still significant, t(122) = 5.00, p < .001.
Therefore, although we are not willing (or able) to rule out
the presence of publication bias altogether, we would cau-
tiously suggest that its possible presence is unlikely to be a
major factor in the present data.

Generation effect

1. Generation effectOur model testing the standard generation
effect compared the mean proportions of memory for generate
compared with read materials across the full sample of studies
including both item and context memory results. We expected
that generate materials would be better remembered than read
materials would, consistent with the standard generation ef-
fect. This model showed that memory performance was in-
deed better for generate compared with read items, with an
estimated mean difference (Mdiff) of .102 (95% CI [.087,

.117]), t(124) = 13.85, p < .001, suggesting that the generation
effect is generally robust across various experimental
parameters.

Item memory theories

The following set of analyses pertaining to item memory the-
ories were conducted based on the subset of rows reporting
item memory mean proportions (k = 1,284). Note that analy-
ses might be based on fewer estimates if the values for partic-
ular moderator variables were missing for some cases.

2. Mental effort To test the mental effort theory, we ran a
model testing the interaction between condition type (read,
generate) and generation difficulty (low difficulty, high diffi-
culty), only for studies that included a difficulty manipulation
(k = 27). The mental effort theory predicts a larger generation
effect for high-difficulty compared with low-difficulty gener-
ation. Our model showed that generate items were better re-
membered than read items for both low-difficulty (Mdiff =
.177, 95% CI [.133, .221]), t(23) = 8.36, p < .001, and high-
difficulty (Mdiff = .171, 95% CI [.111, .221]), t(23) = 10.12, p
< .001, generation tasks. Critically, there was no interaction,
F(1, 23) = 0.04, p = .839, suggesting that the magnitude of the
generation effect did not significantly differ between low-
difficulty and high-difficulty generation tasks. These findings
do not support the predictions of the mental effort theory.

3. Selective displaced rehearsal We ran two models to assess
the selective displaced rehearsal theory,7 which predicts a gen-
eration effect for within-subjects and mixed-list designs, but
no generation effect for between-subject sand pure-list
designs.

3a. Condition type by manipulation type The first model (3a)
tested the interaction between condition type (read, generate)
and manipulation type (within subjects, between subjects).
This model revealed a significant generation effect for both
within-subjects manipulations (Mdiff = .144, 95% CI [.126,
.161]), t(119) = 16.24, p < .001, and between-subjects manip-
ulations (Mdiff = .073, 95% CI [.031, .114]), t(119) = 7.58, p <
.001. The Condition Type × Manipulation Type interaction
coefficient was also significant, F(1, 119) = 34.27, p < .001,
revealing that between-subjects manipulations led to a signif-
icantly smaller generation effect compared with within-
subjects manipulations. Although we found a reduced gener-
ation effect for between-subjects compared with within-

7 Two models were necessary to test this theory because the theory makes
predictions about the size of the generation effect for within-subjects versus
between-subject designs (Model 3a), and for mixed-list versus pure-list pre-
sentations (Model 3b). One model tests within-subjects versus between-
subjects manipulation types, while the second model tests mixed-list versus
pure-list presentation types.
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Table 1. Estimated mean proportions (Mest), 95% confidence intervals (CI), and number of comparisons (k), by model

Model

Moderator level 95% CI

Interaction moderator level Mest LL UL Test k

1. Generation effect
(condition type)

Read 0.478 0.446 0.511 — 804

Generate 0.581 0.549 0.612 t(124) = 13.85, p < .001 849

2. Mental effort
(Condition Type × Generation Difficulty)

F(1, 23) = 0.04, p = .839

Low difficulty

Read 0.473 0.393 0.553 — 71

Generate 0.650 0.583 0.716 t(24) = 8.36, p < .001 73

High difficulty

Read 0.464 0.395 0.533 — 60

Generate 0.635 0.560 0.711 t(24) = 10.12, p < .001 73

3a. Selective displaced rehearsal
(Condition Type × Manipulation Design)

F(1, 119) = 34.27, p < .001

Within subjects

Read 0.456 0.419 0.494 — 444

Generate 0.600 0.562 0.638 t(119) = 16.24, p < .001 468

Between subjects

Read 0.500 0.451 0.549 — 182

Generate 0.573 0.522 0.623 t(119) = 7.58, p < .001 190

3b. Selective displaced rehearsal
(Condition Type × List Presentation)

F(1, 118) = 8.51, p = .004

Mixed-list presentation

Read 0.448 0.406 0.489 — 328

Generate 0.591 0.550 0.632 t(118) = 15.48, p < .001 337

Pure (blocked)-list presentation

Read 0.494 0.456 0.533 — 294

Generate 0.597 0.555 0.638 t(121) = 8.93, p < .001 317

4. Semantic activation
(Condition Type × Stimuli Type)

F(2, 117) = 57.86, p < .001

Words

Read 0.471 0.435 0.506 — 553

Generate 0.603 0.567 0.640 t(117) = 16.86, p < .001 585

Nonwords

Read 0.439 0.377 0.500 — 41

Generate 0.443 0.368 0.518 t(117) = 0.29, p = .770 41

Numbers

Read 0.392 0.296 0.489 — 32

Generate 0.600 0.518 0.682 t(117) = 16.24, p < .001 32

5. Multifactor theory
(Condition Type × Memory Test)

F(2, 116) = 5.34, p = .006

Recognition

Read 0.622 0.581 0.663 — 251

Generate 0.767 0.733 0.800 t(116) = 12.35, p < .001 261

Cued recall
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Table 1. (continued)

Model

Moderator level 95% CI

Interaction moderator level Mest LL UL Test k

Read 0.527 0.463 0.590 — 135

Generate 0.659 0.593 0.725 t(116) = 8.98, p < .001 147

Free recall

Read 0.268 0.234 0.303 — 236

Generate 0.363 0.326 0.401 t(116) = 8.54, p < .001 246

6. Associative strengthening
(Condition type − Context memory data only)
Read 0.606 0.557 0.656 — 169

Generate 0.638 0.588 0.689 t(41) = 2.10, p = .042 180

7. Item–context trade-off
(Condition Type × Memory Type)

F(1, 122) = 32.45, p < .001

Item memory

Read 0.468 0.434 0.502 — 626

Generate 0.591 0.556 0.626 t(122) = 15.87, p < .001 658

Context memory

Read 0.525 0.472 0.578 — 169

Generate 0.557 0.496 0.618 t(122) = 2.11, p = .037 180

8. Processing account
(Condition Type × Context Memory Type)

F(1, 34) = 49.71, p < .001

Conceptual context memory

Read 0.616 0.564 0.668 — 111

Generate 0.696 0.653 0.739 t(34) = 4.76, p < .001 119

Perceptual context memory

Read 0.594 0.533 0.655 — 40

Generate 0.541 0.485 0.597 t(34) = −5.75, p < .001 43

9a. Generation constraint F(2, 121) = 4.89, p = .009

Lower const. generate 0.642 0.595 0.690 — 207

Medium const. generate 0.586 0.549 0.622 t(121) = −2.36, p = .020 401

Higher const. generate 0.528 0.471 0.585 t(121) = −3.04, p = .003 226

9b. Generation Constraint × Memory Test

Recognition F(2, 113) = 0.42, p = .659

Lower const. generate 0.746 0.686 0.805 — 107

Medium const. generate 0.734 0.695 0.773 t(113) = −0.32, p = .750 180

Higher const. generate 0.706 0.645 0.767 t(113) = −0.83, p = .407 119

Cued recall F(2, 113) = 3.78, p = .026

Lower const. generate 0.717 0.638 0.795 — 21

Medium const. generate 0.642 0.578 0.705 t(113) = −2.49, p = .014 97

Higher const. generate 0.567 0.435 0.699 t(113) = −2.04, p = .044 32

Free recall F(2, 113) = 9.40, p < .001

Lower const. generate 0.484 0.407 0.561 — 63

Medium const. generate 0.354 0.300 0.409 t(113) = −2.61, p = .010 118

Higher const. generate 0.295 0.253 0.337 t(113) = −4.25, p < .001 75

Note. F tests reflect either interaction tests or omnibus tests of multiple coefficients, whereas t tests reflect contrasts of two conditions with the reference
level indicated by a dash (—). Each model is numbered and listed in the same order as presented in the results. LL = lower limit; UL = upper limit
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Table 2. Estimated mean proportions (Mest), 95% confidence intervals (CI), and number of comparisons (k), of condition type by moderator

Moderator

Moderator level(s) 95% CI

Condition type Mest LL UL Test k

Learning type F(1, 121) = 5.63, p = .019

Incidental

Read 0.458 0.414 0.501 — 240

Generate 0.583 0.541 0.626 t(121) = 11.45, p < .001 252

Intentional

Read 0.489 0.453 0.526 — 553

Generate 0.582 0.547 0.617 t(121) = 10.32, p < .001 587

Stimuli relation (for word pair stimuli) F(7, 69) = 8.24, p < .001

Semantic

Read 0.493 0.441 0.546 — 172

Generate 0.617 0.564 0.671 t(69) = 7.92, p < .001 205

Category exemplars

Read 0.527 0.476 0.578 — 96

Generate 0.619 0.554 0.684 t(69) = 4.68, p < .001 101

Antonym

Read 0.430 0.333 0.528 — 72

Generate 0.535 0.446 0.624 t(69) = 5.23, p < .001 77

Synonym

Read 0.425 0.314 0.536 — 21

Generate 0.594 0.460 0.727 t(69) = 7.33, p < .001 21

Rhyme

Read 0.423 0.355 0.491 — 109

Generate 0.495 0.439 0.552 t(69) = 4.81, p < .001 109

Compound words

Read 0.497 0.376 0.617 — 5

Generate 0.559 0.439 0.678 t(69) = 121.30, p < .001 5

Definitions

Read 0.482 0.285 0.68 — 16

Generate 0.678 0.523 0.833 t(69) = 3.84, p < .001 16

Unrelated

Read 0.441 0.322 0.561 — 13

Generate 0.504 0.395 0.612 t(69) = 2.85, p = .006 14

Mode of Generation F(2, 120) = 2.70, p = .072

Verbal/Speaking

Read 0.463 0.417 0.510 — 349

Generate 0.586 0.541 0.631 t(120) = 9.71, p < .001 390

Covert/Thinking

Read 0.517 0.461 0.571 — 85

Generate 0.589 0.530 0.647 t(120) = 2.74, p = .007 87

Writing/Typing

Read 0.481 0.428 0.533 — 365

Generate 0.572 0.520 0.624 t(120) = 11.30, p < .001 369

Generation task F(6, 109) = 12.28, p < .001

Word stem
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Table 2. (continued)

Moderator

Moderator level(s) 95% CI

Condition type Mest LL UL Test k

Read 0.473 0.424 0.523 — 255

Generate 0.574 0.527 0.622 t(109) = 9.93, p < .001 266

Anagram

Read 0.471 0.413 0.529 — 117

Generate 0.584 0.530 0.639 t(109) = 8.83, p < .001 117

Letter transposition

Read 0.507 0.432 0.581 — 67

Generate 0.540 0.454 0.627 t(109) = 1.84, p = .072 67

Word fragment

Read 0.469 0.419 0.519 — 251

Generate 0.570 0.523 0.616 t(109) = 5.77, p < .001 260

Sentence Completion

Read 0.539 0.442 0.636 — 40

Generate 0.606 0.483 0.729 t(109) = 2.76, p = .007 40

Calculation

Read 0.388 0.286 0.491 — 34

Generate 0.600 0.514 0.687 t(109) = 14.68, p < .001 34

Cue only

Read 0.509 0.403 0.614 — 20

Generate 0.657 0.593 0.721 t(109) = 3.47, p < .001 45

Divided attention F(1, 122) = 0.83, p = .364

Divided attention

Read 0.336 0.282 0.390 — 18

Generate 0.454 0.371 0.537 t(122) = 7.43, p < .001 18

Full attention

Read 0.481 0.449 0.514 — 786

Generate 0.583 0.552 0.614 t(122) = 13.43, p < .001 831

Presentation pacing F(1, 122) = 10.91, p = .001

Self-paced

Read 0.481 0.411 0.551 — 141

Generate 0.640 0.583 0.696 t(122) = 7.96, p < .001 171

Timed

Read 0.476 0.439 0.514 — 658

Generate 0.565 0.530 0.601 t(122) = 12.13, p < .001 673

Filler task F(1, 122) = 0.22, p = .642

Filler task (>1 min)

Read 0.478 0.441 0.514 — 463

Generate 0.577 0.539 0.614 t(122) = 11.46, p < .001 472

No filler task

Read 0.480 0.432 0.528 — 341

Generate 0.586 0.541 0.630 t(122) = 8.76, p < .001 377

Subject population F(1, 122) = 1.80, p = .182

Younger adults
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subjects designs, finding a significant generation effect for
between-subjects designs argues against the selective
displaced rehearsal theory, which predicts no generation effect
in between-subjects designs.

3b. Condition type by presentation type The second model
(3b) tested the interaction of condition type (read, generate)
and presentation type (mixed list, pure list). Selective
displaced rehearsal theory predicts a generation effect for
mixed-list presentation, but no generation effect for pure-list
presentations. This model showed a significant generation ef-
fect for both mixed-list presentations (Mdiff = .144, 95% CI
[.125, .162]), t(118) = 15.48, p < .001, and pure-list presenta-
tions (Mdiff = .103, 95% CI [.071, .149]), t(118) = 8.93, p <
.001. The Condition Type × Presentation Type interaction
coefficient was also significant, F(1, 118) = 8.51, p = .004,

revealing that the generation effect was significantly smaller
for pure-list presentations compared with mixed-list presenta-
tions. Similar to our first model (within subjects vs. between
subjects), however, finding a significant generation effect for
pure-list designs argues against the selective displaced re-
hearsal theory. Together, these two models do not support
the selective displaced rehearsal theory as a viable account
of the generation effect.

4. Semantic (lexical) activation To assess the semantic activa-
tion theory, we ran a model testing the interaction of condition
type (read, generate) and word status (words, nonwords, num-
bers). This theory predicts a generation effect for meaningful
stimuli (words and numbers), but no generation effect for
nonmeaningful stimuli (nonwords). This model showed a sig-
nificant generation effect when words were used as stimuli

Table 2. (continued)

Moderator

Moderator level(s) 95% CI

Condition type Mest LL UL Test k

Read 0.485 0.452 0.518 — 763

Generate 0.586 0.554 0.617 t(122) = 13.19, p < .001 805

Older adults

Read 0.344 0.307 0.381 — 41

Generate 0.473 0.421 0.525 t(122) = 6.51, p < .001 44

Retention delay F(2, 120) = 3.19, p = .045

Immediate

Read 0.479 0.443 0.516 — 677

Generate 0.579 0.544 0.614 t(120) = 12.63, p < .001 719

Short (5 minutes–1 day)

Read 0.487 0.418 0.556 — 87

Generate 0.580 0.495 0.665 t(120) = 4.87, p < .001 87

Long (>1 day)

Read 0.444 0.351 0.536 — 40

Generate 0.608 0.517 0.700 t(120) = 6.09, p < .001 43

Number of Stimuli F(2, 120) = 9.17, p = .001

25 or fewer

Read 0.466 0.426 0.506 — 421

Generate 0.588 0.552 0.624 t(120) = 12.95, p < .001 441

26–50

Read 0.481 0.445 0.517 — 291

Generate 0.570 0.532 0.609 t(120) = 8.63, p < .001 317

More than 50

Read 0.523 0.467 0.580 — 92

Generate 0.579 0.518 0.641 t(120) = 4.26, p < .001 91

Note. F tests reflect interaction tests, whereas t tests reflect contrasts of two conditions with the reference level indicated by a dash (—). Each model is
numbered and listed in the same order as presented in the results. LL = lower limit; UL = upper limit
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(Mdiff = .133, 95% CI: .117 to .149), t(117) = 16.86, p < .001,
and when numbers were used (Mdiff = .208, 95% CI [.162,
.253]), t(117) = 16.24, p < .001. When nonwords were used as
stimuli, however, we found no differences between the gen-
erate and read conditions (i.e., no generation effect; Mdiff =
.004, 95% CI [−.045, .053]), t(117) = 0.29, p = .770. The
Condition Type × Word Status interaction was significant,
F(2, 117) = 57.86, p < .001. Follow-up analyses revealed that
studies using numbers as stimuli showed a significantly larger
generation effect compared with studies using words, t(117) =
4.96, p < .001, whereas studies using nonword stimuli showed
a significantly reduced generation effect compared with stud-
ies using words, t(117) = −7.79, p < .001. This model provides
support for the semantic activation theory, suggesting mean-
ingful information (words and numbers) may be a necessary
condition to obtain a generation effect.

5. Two-factor/multifactor The model assessing the multifactor
theory tested the interaction between condition type (read,
generate) and memory test (recognition, cued recall, free re-
call). The multifactor theory predicts that self-generating im-
proves memory by enhancing both item-specific and relation-
al processing, relative to reading. Finding a generation effect
using different memory tests, which are assumed to assess
different types of memory representations (item, relational),
would support this theory. This model revealed a significant
Condition Type × Memory Test interaction coefficient, F(2,
116) = 5.34, p = .006, which was driven by a larger generation
effect for recognition (Mdiff = .144, 95% CI [.121, .167]) and
cued recall memory tests (Mdiff = .132, 95% CI [.076, .189])
compared with free recall tests (Mdiff = .095, 95% CI [.042,
.148]). Importantly, we found that despite differences in mag-
nitude, all three types of memory tests showed robust gener-
ation effects (ts > 8.54, ps < .001). Prior work has suggested
that different memory tests can be used to assess different
types of processing (e.g., recognition tests are sensitive to
item-specific processing, and cued recall and free recall are
sensitive to cue–target and intertarget relational processing,
respectively). Finding a significant generation effect across
these three memory tests generally supports the multifactor
theory suggesting that self-generation improves memory rela-
tive to read controls through both item-specific and relational
processing. Given that free recall tests showed a smaller gen-
eration effect, however, it may be that intertarget relational
processing experiences a smaller boost from generation com-
pared with item-specific and cue–target relational processing.

Context memory theories

6. Associative strengthening To examine the associative
strengthening account, we ran a model including the condition
type (read, generate) variable as the lone moderator, but we
restricted this analysis to only include data from context

memory measures (k = 349 estimates). This model showed
that generate tasks led to a small but significant increase for
context memory compared with read controls, with an esti-
mated mean difference (Mdiff) of .032 (95% CI [.001, .063]),
t(41) = 2.10, p = .042. This result suggests that self-generation
does improve memory for contextual details relative to con-
trols, supporting the associative strengthening account which
claims that generation improves memory for context memory
by binding episodic contextual details into a coherent memory
representation.

7. Item–context trade-off To examine the item–context trade-
off account, we ran a model testing the interaction between
condition type (read, generate) and memory type (item, con-
text). This model showed a significant generation effect for
both item (Mdiff = .123, 95%CI [.108, .138]), t(122) = 15.87, p
< .001, and context memory (Mdiff = .032, 95% CI [.017,
.047]), t(122) = 2.11 p = .037. The Condition Type ×
Memory Type interaction coefficient was significant, F(1,
122) = 32.45, p < .001, indicating that, perhaps unsurprising-
ly, the generation effect was significantly larger for itemmem-
ory compared with context memory. Despite the reduced ef-
fect, finding a significant generation effect for context mem-
ory argues against a strong view of the item–context trade-off
account, which posits that generation requires cognitive re-
sources that improve item memory, but as a consequence
leave fewer resources to encode contextual information.

8. Processing account To assess the processing account, we
used a model examining the interaction between condition type
(read, generate) and context memory type (conceptual context,
perceptual context). This model showed a significant Condition
Type × Context Memory Type interaction, F(1, 34) = 49.71, p
< .001. Follow-up analyses revealed that for conceptual con-
textual details, generate conditions led to better memory than
reading (i.e., a generation effect; Mdiff = .080, 95% CI [.046,
.114]), t(34) = 4.76, p < .001; however, for perceptual contex-
tual details, the opposite pattern occurred: read controls led to
better memory performance than generate tasks did (Mdiff =
−.053, 95% CI [−.125, .020]), t(34) = −5.75, p < .001. This
pattern of results strongly supports the processing account,
which claims generation tasks only improve memory for con-
textual details that are conceptual in nature because of thematch
in conceptual processing at encoding and test, in accord with
transfer-appropriate processing principles.

Generation constraint

9a. Generation constraint Our next model tested the hypoth-
esis that generation constraint affects the magnitude of the
memory benefits from self-generation. In this model, we in-
cluded the generation constraint (lower, medium, higher) var-
iable as the lone predictor. This model showed significant
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differences between levels of generation constraint, F(2, 121)
= 4.89, p = .009. Follow-up analyses revealed that lower con-
straint generation led to significantly better memory than both
medium-constraint and higher-constraint generation (ts <
−2.36, ps < .020). Additionally, medium-constraint generation
led to marginally better memory than higher-constraint gener-
ation, t(121) = 1.89, p = .06. This finding indicates that gen-
eration constraint strongly influences memory for self-
generated information and is a factor that should be consid-
ered in future work.

9b. Generation constraint by memory test Research has also
shown that the effects of generation constraint may depend on
the type of memory test used (Fiedler et al., 1992; McCurdy
et al., 2017; McCurdy et al., 2020). Given that different mem-
ory tests tap into different types of memory representations,
understanding the effects of generation constraint for different
memory tests could be important to understanding the mem-
ory mechanism(s) underlying this influential factor.
Therefore, the next model tested the effect of generation
constraint (lower, medium, higher) for eachmemory test (rec-
ognition, cued recall, free recall) separately. For recognition
tests, we found no significant differences between levels of
constraint, F(2, 113) = 0.42, p = .659. This finding is in line
with previous work showing generation constraint is less ro-
bust on item recognition measures (McCurdy et al., 2017;
McCurdy et al., 2020). For cued recall, there were significant
differences between levels of constraint, F(2, 113) = 3.78, p =
.026. Follow-up comparisons revealed that lower-constraint
generation led to better cued recall memory than both
medium-constraint and higher-constraint generation (ts <
−2.04, ps < .044), while the difference between medium-
constraint and higher-constraint generation was not signifi-
cant, t(113) = −1.10, p = .27. For free recall, we also found
significant differences between levels of constraint, F(2, 113)
= 9.40, p < .001. Follow-up comparisons showed that lower
constraint led to better free recall memory performance than
both medium and higher constraint (ts < −2.61, ps < .010),
while medium constraint led to marginally better memory
compared with higher constraint, t(113) = −1.74, p = .08.
Overall, this model indicates that the influence of generation
constraint is strongest for measures of cued and free recall.
Given that recall tests are thought to be sensitive to relational
processing (Burns, 2006; Hirshman& Bjork, 1988; McDaniel
et al., 1988), these findings provide some evidence that fewer
generation constraints increase the magnitude of the genera-
tion effect through enhanced relational processing, in line with
prior work (McCurdy et al., 2020).

Experimental design moderators

To examine the influence of different experimental modera-
tors on the generation effect, we ran a model interacting

condition type (read, generate) with each of the 10 remaining
moderators included in our coding scheme that were not tested
as part of a theory-based model from above (e.g., learning
type, stimuli relation, generation mode). Our goal with this
analysis was to identify important methodological factors that
influence the magnitude of the generation effect to help guide
future work. Table 2 reports the estimated mean proportions,
95% confidence intervals, and number of comparisons for
each model. In this section, we report the statistics only for
moderators that were found to significantly influence the mag-
nitude of the generation effect: learning type, stimuli relation,
mode of generation, generation task, presentation pacing, re-
tention delay, and number of stimuli. For each moderator with
more than two levels, the baseline (comparison group) was
selected as the most commonly occurring manipulation for
that moderator (e.g., semantic was selected as the baseline
group for stimuli relation because we included k = 257 studies
using a semantic stimuli relation, which was more than any
other stimuli relation type).

The model of learning type (incidental, intentional)
showed that incidental learning produced a larger generation
effect (generate > read) compared with intentional learning,
t(121) = 2.37, p = .019. The model of stimuli relation (seman-
tic, category exemplars, antonym, synonym, rhyme, com-
pound words, definitions, unrelated) revealed that, compared
with the most commonly used relation (semantic), rhyming,
t(64) = −2.33, p = .023, compound words, t(64) = −3.93, p <
.001, and unrelated, t(64) = −2.19, p = .032, all showed sig-
nificantly smaller generation effects, suggesting that coming
up with a semantic associate seems to lead to the largest gen-
eration effect. The model of mode of generation (verbal/
speaking, covert/thinking, writing/typing) revealed that com-
pared with verbal generation, covert generation, t(120) =
−1.73, p = .085, led to marginally smaller, and writing gener-
ation procedures, t(120) = −2.06, p = .041, led to significantly
smaller generation effects. The model of generation task
(word stem, anagram, letter transposition, word fragment, sen-
tence completion, calculation, cue only) revealed that com-
pared with the most commonly used task (word stem), calcu-
lation tasks led to significantly larger generation effects, t(110)
= 6.25, p < .001, while letter transposition tasks led to signif-
icantly smaller generation effects, t(110) = −3.04, p = .003. All
other tasks (e.g., anagram, word fragment, sentence comple-
tion, cue only) were similar in magnitude as word stem tasks
(ts < 1.27, ps > .206). The model of presentation pacing (self-
paced, timed) showed that self-paced presentation led to a
larger generation effect compared with timed presentation,
t(121) = 3.30, p = .001. The model of retention delay (imme-
diate, short [5 minutes–1 day], long [>1 day]) revealed that
long retention delays (>1 day) led to a larger generation effect
compared with immediate and shorter delays (ts > 2.35, ps <
.020). The model examining number of stimuli (25 or fewer,
26–50, more than 50) indicated that studies using 25 or less
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stimuli per condition led to a significantly larger generation
effect than studies using both 26–50 and greater than 50 stim-
uli (ts > 2.58, ps < .011). Additionally, the generation effect
was larger for studies with 26–50 stimuli per condition com-
pared with studies with greater than 50, t(120) = 2.15, p = .03.

Discussion

In this meta-analysis and theoretical review, we used a mixed-
effects multilevel model approach to analyze 126 generation-
effect articles to test prominent theories on the generation effect
and to examine an underrecognized factor (generation con-
straint) on the generation effect. This is the largest and most
comprehensive meta-analysis on the generation effect to date,
and the first meta-analysis to examine context memory within
the generation effect. The results of this meta-analysis yielded
four main findings. First, we confirmed that the generation
effect (better memory for generated compared with read mate-
rials) is a robust memory effect that occurs in a wide range of
experimental designs. Across all studies, including both item
and context memory measures, we found that self-generation
provided roughly a 10 percentage point increase in memory
performance relative to reading. Second, we tested seven theo-
ries that have been proposed to explain the generation effect to
assess which theories are supported by the existing data on the
generation effect. We found support for four of the seven the-
ories tested, two item memory accounts (the multifactor theory
and semantic activation theory), and two context memory ac-
counts (the processing account and associative strengthening
account). Third, we examined the extent that generation con-
straint is a significant moderator of the memory benefits from
self-generation, and found that this factor has a sizeable effect
on memory for self-generated materials. Fourth, we found ev-
idence of several other experimental moderators that signifi-
cantly influence the magnitude of the generation effect. In this
discussion, we offer our assessment of each generation effect
theory tested in this meta-analysis (item memory theories
followed by context memory). We start with those theories
most strongly supported by our results, followed by the theories
that are only partially supported or unsupported. Then, we dis-
cuss generation constraint as a critical moderator of the gener-
ation effect, followed by a discussion of other experimental
moderators shown to influence the magnitude of the generation
effect. Additionally, we suggest a future direction for theoretical
work on the generation effect.

Item memory theories

One of the most prominent item memory theories of the gen-
eration effect, the multifactor theory (Hirshman & Bjork,
1988; McDaniel et al., 1988), proposes that self-generation
improves memory relative to reading via two memory

mechanisms: enhanced item-specific processing (i.e., process-
ing of the features of the target item) and enhanced relational
processing (i.e., processing of cue–target or intertarget rela-
tional information). This meta-analysis further supports this
theory as a reliable explanation of how generation strengthens
memory. Early in the history of generation effect research,
investigators debated whether either factor alone could ac-
count for the generation effect, but as more data accumulates,
single-factor theories struggle to fully account for the effect
(Begg et al., 1989; Burns, 1990). The results of this meta-
analysis provide clear and converging evidence that genera-
tion indeed enhances both types of processes (item specific
and relational). Interestingly though, we found a larger gener-
ation effect for recognition and cued recall tests compared
with free recall tests, suggesting that item-specific and cue–
target relational processing may be improved to a greater ex-
tent than intertarget relational processing. Free recall tests rely
primarily on intertarget relationships to perform well, and pri-
or work suggests that the generation effect is often reduced
when using free recall measures because most generation
tasks do not promote focus on relationships across trials
(deWinstanley & Bjork, 1997; Hunt & Einstein, 1981;
McDaniel et al., 1990; McDaniel et al., 1988). Overall, the
evidence in this meta-analysis supports the idea that genera-
tion engages multiple types of processing, which in turn im-
proves memory.

Although the multifactor theory was supported, it still can-
not fully account for all of the findings that exist on the gen-
eration effect. For example, this theory does not specify that
different generation tasks might lead to differences in the rel-
ative amount of item-specific or relational processing, leading
to differential memory benefits across various generation
tasks, as more recent work on the generation effect has shown
(McCurdy et al., 2017; McCurdy et al., 2020). Thus, although
the multifactor theory represents the best theory to date, there
is still variability inmemory findings across generation studies
left unaccounted for by this theory. It is also important to note
that although the multifactor theory garnered the strongest
support of the theories included in this meta-analysis, it does
not necessarily preclude other theories from having explana-
tory power for the generation effect. For instance, the multi-
factor theory relies on encoding task processes to explain the
generation effect. Differences in encoding task processes,
however, do not account for other boundary conditions of
the generation effect, such as the reduced effect for between-
subjects designs (selective displaced rehearsal theory).

Both the semantic activation and selective displaced re-
hearsal theories posit simple methodological conditions that
account for variation in the generation effect. The semantic
activation theory proposes the generation effect only occurs
for meaningful stimuli (Gardiner & Hampton, 1985; McElroy
& Slamecka, 1982). In line with this idea, we found no evi-
dence of a generation effect when nonwords (excluding
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numbers) were used as stimuli. Interestingly, we found a nu-
merically larger memory benefit for studies that used numbers
as stimuli compared with words, suggesting that future inves-
tigations studying the generation effect using numbers as stim-
uli may be a fruitful way to better understand the mechanisms
underlying the generation effect. One interesting implication
of the semantic activation theory is the application of the gen-
eration effect for learning in educational settings. Given that
learning involves acquiring information that one did not have
before (i.e., is meaningless), some have argued that generation
may not be an effective learning strategy for new knowledge
(Lutz, Briggs, & Cain, 2003).More recent research attempting
to apply the generation effect to educational settings, however,
has shown that generation can be beneficial to learning new
information, particularly when feedback is given to correct
errors (Dunlosky, Rawson, Marsh, Nathan, & Willingham,
2013; Metcalfe & Kornell, 2007; Potts & Shanks, 2014;
Richland, Bjork, Finley, & Linn, 2005). Specifically,
Metcalfe and Kornell (2007) showed that generation im-
proved the learning of new information compared with simply
reading the information, even when students (both 6th-grade
and college) initially generated an incorrect response. The key
is providing feedback to correct these initial errors. Similarly,
research on “errorful-generation” shows that generating errors
with feedback improves memory for the to-be-learned infor-
mation over simply reading (or studying) that information
(Potts & Shanks, 2014). This work highlights a critical appli-
cation of the generation effect in educational and other learn-
ing environments as a useful learning technique or study strat-
egy. As for the semantic activation theory, the findings on
generating errors seems to indicate that even if the material
is originally meaningless, if the material can be incorporated
into one’s existing knowledge structure, self-generating can
provide memory benefits over reading.

We also tested the mental effort theory (Tyler et al., 1979),
but found nomemory advantage for high-difficulty generation
over low-difficulty generation, arguing against mental effort
as an explanation of the generation effect. This finding is in
line with more recent reports suggesting that the generation
effect cannot be explained by mental effort alone (Foley &
Foley, 2007; Foley, Foley, Wilder, & Rusch, 1989; Hertel,
1989). Instead, these studies have suggested it is not the
amount of processing required to generate, but rather the type
of processing required (cf. the multifactor theory; Hirshman &
Bjork, 1988) and its overlap withmost memory tests that leads
to the memory advantage. In other words, the manner in
which a stimulus is encoded seems more predictive of later
memory performance compared with the amount of effort
involved at encoding, an idea that extends to other memory
phenomena as well (Mitchell & Hunt, 1989). Before ruling
out the cognitive effort theory completely, however, it should
be acknowledged that many of the existing studies examining
cognitive effort as an explanation for the generation effect

suffer from the lack of a universal measurement and manipu-
lation of effort. In testing this theory, we relied on the author’s
judgment of cognitive effort through difficulty manipulations,
but this classification is not without limitations. Kahneman
(1973) originally suggested that to examine cognitive effort,
researchers should use measures that are independent of the
outcome variable, such as performance on a secondary task.
The data we examined in this meta-analysis however, often
relied on various task difficulty manipulations only assumed
to influence the amount of mental effort required. Thus, future
research examining the differences of generating versus read-
ing on an independent measure of effort might be necessary to
completely rule out the mental effort explanation of the gen-
eration effect.

Context memory theories

Mulligan’s (2011) processing account provides a thoughtful
and nuanced explanation of the mixed findings on the gener-
ation effect for context memory, proposing that self-
generation and reading require different encoding processes,
which in turn lead to differential context memory effects (a
generation effect for conceptual details like source and cue
words that receive more processing when generating, but not
perceptual details like font color and font type that receive
more processing when reading). In the present study, we
found evidence that strongly supports this idea, where gener-
ation tasks resulted in better memory for conceptual context
details, but reading led to better memory for perceptual details.
Based on our context memory findings, the processing ac-
count seems to be a viable explanation for the conflicting
results found for the generation effect on context memory.
Although this seems to be the best explanatory model of con-
text memory, additional work may be needed because there
are fewer context memory relative to item memory investiga-
tions. Indeed, Nieznański (2011, 2012, 2013) has developed
an interesting line of work, studying how processing demands
and generation difficulty might affect how self-generation im-
proves context (source) memory. Relatedly, other work inves-
tigating the influence of generation constraint on context
memory (McCurdy et al., 2017; McCurdy et al., 2020) could
be fruitful in advancing understanding of how generation af-
fects memory for contextual details.

We tested two other context memory theories: associative
strengthening and item–context trade-off. These contrasting
theories developed as the findings in the literature for context
memory grew more mixed (Jurica & Shimamura, 1999;
Marsh, 2006; Marsh et al., 2001; Mulligan & Lozito, 2004).
In this meta-analysis, we found support for the associative
strengthening account, but not for the item–context trade-off
account. Despite finding support for the associative strength-
ening theory, our context memory models as a whole suggest
that a general associative strengthening or trade-off account is
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likely not precise enough to describe the complexity of the
generation effect for context memory. Our more nuanced
model testing the processing account showed that not all con-
text memory types are improved by generation, arguing
against a general enhancement for context memory (as the
associative strengthening account suggests). This idea that
generation improves some types of context memory, but not
others, is supported not only by Mulligan’s (2011) work on
the processing account, but other empirical work as well
(Nieznański, 2012; Overman, Richard, & Stephens, 2017).
Thus, future research aimed at clarifying which types of con-
textual details are improved, not affected, or worsened by self-
generation would help advance our understanding the how
generation influences context memory.

Generation constraint

Another major goal of this meta-analysis was to examine the
effect of generation constraint on the magnitude of the gener-
ation effect. The variety of generation tasks used throughout
prior work make this variable important to consider, since it
has not been well scrutinized. Indeed, few attempts have been
made to provide a framework to understand how differences
in generation tasks might influence memory, which is surpris-
ing, given the many ways generation has been manipulated in
the extant literature (as indicated by the seven types of gener-
ation tasks we coded in this meta-analysis). Across all studies
included in this meta-analysis (item and context memory), we
found that lower-constraint generation tasks led to better
memory than both medium-constraint and higher-constraint
generation tasks. This finding supports the limited empirical
work that has shown fewer generation constraints can improve
the generation effect for both item and context memory rela-
tive to more highly constrained tasks (Fiedler et al., 1992;
Gardiner et al., 1985; McCurdy et al., 2017; McCurdy et al.,
2020). Thus, the results of this meta-analysis, along with a
growing body of empirical work, advocate for more research
considering the influence of differences between tasks, partic-
ularly differences in the amount of constraint they impose on
participants. One reason why prior work on the generation
effect has often avoided truly unconstrained generation tasks
is because they invite participants to produce idiosyncratic
response that may be somehow differently memorable com-
pared with the words presented in the comparison task (i.e.,
item selection confounds; Slamecka & Graf, 1978). More re-
cent work on the effects of generation constraint, however,
shows evidence that fewer generation constraints increase
the generation effect even when controlling for item selection
effects (McCurdy et al., 2017; McCurdy, Leach, & Leshikar,
2019; McCurdy et al., 2020). Furthermore, given that we ex-
amined generation constraint across several types of genera-
tion tasks and studies in this meta-analysis (where it is as-
sumed that item-selection confounds are generally accounted

for), it seems unlikely that the influence of generation con-
straint is due to item-selection confounds alone.

Beyond simply identifying this phenomenon (that
constraint-related differences across tasks influence the genera-
tion effect), it is also important to understand potential memory
mechanism(s) explaining why constraint might influence the
generation effect. The multifactor theory, which we found sup-
port for in this meta-analysis, claims that generation often en-
hances both item-specific and relational processing relative to
read controls, resulting in increasedmemory for generated com-
pared with read materials (Hirshman & Bjork, 1988). It may be
possible to understand generation constraint through the mech-
anisms of the multifactor theory. Given that different types of
memory tests tap into different types ofmemory representations
(recognition: item-specific; cued recall: cue-target relational;
free recall: intertarget relational), we examined the effect of
generation constraint for different memory tests. We found the
most robust effects of generation constraint occurred for cued
recall and free recall memory tests, which prior work suggests
are primarily sensitive to cue–target and intertarget relational
processing, respectively (Hunt & McDaniel, 1993; Hunt &
Seta, 1984). Thus, one possible mechanism is that lower-
constraint tasks promote enhanced relational processing relative
to higher-constraint generation tasks. This idea is supported by
some empirical work showing that lower-constraint generation
leads to better memory compared with higher-constraint gener-
ation in studies using free recall tests (Fiedler et al., 1992;
Gardiner et al., 1985) as well as other work showing that fewer
constraints improve memory through enhanced cue–target rela-
tional processing (McCurdy et al., 2020). The claim in
McCurdy et al. (2020) was based on the finding that reduced
constraints improved the generation effect for cued recall, but
not recognition, which is the same pattern of results we found in
thismeta-analysis (lower >medium> higher constraint for cued
recall, but no differences for recognition tests). Overall, this
meta-analysis shows that generation constraint has the largest
effect onmemory as measured by recall, potentially implicating
enhanced relational processing as a mechanism for how gener-
ation constraints influence memory. Continued research aimed
at investigating why reduced constraints might influence the
type of processing engaged at studymay be a particularly useful
in advancing our knowledge of the mechanism behind the ben-
efits from lower-constraint generation tasks.

Experimental design moderators

A final goal of this meta-analysis was to examine the influence
of different experimental moderators on the magnitude of the
generation effect. We found several significant moderators that
may be worth investigating in future research. One particular
moderator of note is the length of retention interval between
study and test. Our results showed that longer retention times
(>1 day) produced a significant increase (approximately 7
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percentage points) in the size of generation effect compared
with the more standard procedure of shorter (immediate–5
min) and medium (5 min–1 day) length intervals. This finding
suggests that generation may act to slow the decay of memory
relative to reading. Indeed, the data in Table 2 show that mem-
ory for generated materials is relatively stable across the three
retention intervals (with a slight increase in performance for
longer intervals), while memory for read materials shows a
decrease for longer intervals. One possibility is that generation
influences consolidation processes, causing memory effects to
grow larger over time. Consistent with these findings, Mulligan
and Peterson (2015) also found that using a between-subjects
design, read items were better remembered than generated
items (i.e., a negative generation effect) at an immediate test
of free recall. After a 2-day delay, however, generation led to
significantly less forgetting than the read condition, and numer-
ically higher recall performance. Together, these results suggest
that the benefits of generation on reduced forgetting are genuine
and worth further theoretical investigation.

Another notable moderator is the difference between inten-
tional and incidental encoding procedures. We found that inci-
dental encoding procedures led to larger generation effects than
did intentional procedures. One reason researchers have pro-
posed that the generation effect is reduced under intentional
encoding is due to more effective reading when participants
are aware of an upcoming memory test (Begg, Vinski,
Frankovich, & Holgate, 1991; Watkins & Sechler, 1988).
Specifically, when participants are told of the impending mem-
ory test (intentional encoding), they may employ different strat-
egies to help them remember that information during reading,
leading to increased memory for read information (and thus a
smaller difference in memory performance from generate infor-
mation). In contrast, generation tasks provide participants with
an effective encoding strategy to perform, thus, regardless of
intention to remember, generating leads to processing that im-
proves memory (Begg et al., 1991). Our findings support this
idea. From Table 2, generation tasks led to nearly identical
memory performance for both incidental and intentional proce-
dures, but read tasks showed better memory performance under
intentional procedures compared with incidental procedures.

More broadly, finding that incidental procedures lead to
larger generation effects suggests that self-generation may be
more than a simple memory strategy to help us perform every-
day tasks. Instead, these data imply that some of the strongest
benefits of self-generation may arise when generation occurs
naturally (or without intent to remember), expanding the poten-
tial utility and importance of studying this effect. For example,
research on inferential processing shows that when people
make inferences from texts, these inferences (i.e., self-
generated ideas) are often better remembered than explicitly
presented information (Ehrlich, 1980; van den Broek, 1994).
Better understanding the benefits from naturally occurring gen-
eration could have wide-ranging applications, such as

designing more effective educational curriculum and activities
aimed at promoting learning and retention. Thus, future re-
search integrating the knowledge about the benefits of explicit
and natural uses of self-generation is important to understand-
ing of how the benefits of self-generation can be applied more
broadly.

In addition to the retention interval and learning type mod-
erators, we also found several other moderators (e.g., stimuli
relation, type of generation task) that significantly influenced
the size of the generation effect, and other moderators that did
not (e.g., subject population; see Table 2). It is worth noting
that the analysis comparing different stimuli relationships
showed that rhyme and unrelated words led to smaller gener-
ation effects compared with other stimuli relations. Although
we did not use this moderator to test the semantic activation
theory, this finding provides further support for that account,
given that rhyme and unrelated word pairs are not likely to
induce semantic processing of the words at encoding. It is also
worth noting that we found no differences in the size of the
generation effect for younger compared with older adults
across the studies included. This finding suggests that gener-
ation may be a useful way to improve memory in older adults
who often suffer from memory declines with increasing age
(Park et al., 2002). Overall, a general conclusion from our
analyses of additional moderators is that multiple factors play
a role in determining the size of the generation effect, which
highlights the need for more nuanced theories that take into
account multiple factors simultaneously to more fully capture
the variability in generation effects, an idea we discuss further
in the following paragraph.

Limitations and future theoretical directions

As with all meta-analyses, the present study is not without
limitations that should be addressed in future empirical work.
One issue is that the macrolevel assessment of the theories
necessitated by a meta-analytic approach may overlook some
of the nuance required to fully capture the complexity of the
generation effect. For example, our context memory analyses
showed support for the associative strengthening account, in-
dicating that generation generally improves context memory
over reading. However, when these contextual details are bro-
ken down further, as in our assessment of the processing ac-
count, we find that whether or not the generation effect occurs
for contextual details critically depends on the type of detail
being measured (and likely on additional moderators as well).
A similar limitation occurs with many of the other theories we
examined in this study as well. For instance, in assessing sup-
port for the multifactor theory, our model does not account for
the simultaneous influence of other moderators (type of gen-
eration task, list structure, etc.). Prior empirical work, howev-
er, suggests that the magnitude of the generation effect for
recognition, cued recall, or free recall can largely depend on
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the categorical structure of the word list (Burns, 1990), the
type of instructions given at encoding (deWinstanley &
Bjork, 1997), and experimental design (Grosofsky, Payne, &
Campbell, 1994). This complexity in generation effects across
different experimental procedures could explain the lack of a
unified theory on the generation effect. To that end, we en-
courage future theoretical and empirical work to target the
development of models of the generation effect that can ac-
count for the simultaneous influence among various modera-
tors that determine the precise magnitude of generation effects
under a given situation.

Toward developing a unified theory of generation effect, it is
worth noting that the theories we found to be most strongly
supported in this meta-analysis were those that simultaneously
considered multiple factors to explain the generation effect
(multifactor theory, processing account). Looking forward, it
may be that future theoretical work should consider various
factors in conjunction (beyond what the multifactor and pro-
cessing account consider) to more effectively account for the
generation effect. One such model that attempts to account for
multiple factors to make predictions about memory is Jenkins’s
(1979) tetrahedral model, which states that one must consider
four different factors (encoding tasks, memory test, materials,
and participant abilities) to fully understand memory phenom-
ena. Jenkins’s model further suggests that to truly understand
memory outcomes, one must examine how these different fac-
tors interact with one another to influence memory. Thus, we
suggest that future theoretical work on the generation effect
should look at memory as a function of the interactions between
various experimental factors, such as those identified by
Jenkins (1979). Such work would help develop a richer theo-
retical understanding of the generation effect.

An important remaining issue in relation to existing and
future theories on the generation effect is the measurement of
underlying processes in relation to understanding how genera-
tion improves memory over reading. A connecting theme in
many of the theories supported in this meta-analysis (multifac-
tor theory, processing account) is the match in processing be-
tween generation task and memory test, which is the primary
principle behind transfer-appropriate processing (Morris et al.,
1977). For example, the multifactor theory supported in this
meta-analysis suggests that generation tasks improve memory
over reading because generation tasks often induce enhanced
item-specific and relational processing at encoding (Hirshman
& Bjork, 1988). As we have reported, however, there are sev-
eral factors that influence the size of the generation effect, and
thus the type of processing engaged at encoding seems to heavi-
ly depends on the experimental context (Burns, 1990). One
issue is that the basis of these claims about how different factors
influence encoding processes often come from measuring per-
formance on different memory tests (e.g., recognition, cued
recall, free recall) that are assumed to be sensitive to different
types of processing. What is missing from much of the existing

generation effect literature however, is a measure of encoding
processes (e.g., item specific, relational) that is independent of
the outcome measure used to assess generation effects (i.e.,
memory tests). Since the development of the existing genera-
tion effect theories tested in this meta-analysis, research has
developed independent indices of item-specific and relational
processing (Burns, 2006). Including these measures in future
work would be a critical step forward in understanding the
unique influence of multiple factors (generation tasks, stimuli
type, etc.) on the underlying processes engaged at encoding,
and should help spur the development of more nuanced theories
of the generation effect that can account for multiple factors, as
we suggested earlier.

Beyond the generation effect

Although this meta-analysis focused on the generation effect,
our findings could be relevant to other aspects of psychology
as well, such as in education (e.g., the testing effect; Dunlosky
et al., 2013; Roediger &Karpicke, 2006), or in self-persuasion
(e.g., self-generated persuasive arguments; Aronson, 1999;
Briñol, McCaslin, & Petty, 2012). For instance, in this meta-
analysis, we found evidence that fewer generation constraints
increase the magnitude of the generation effect. This finding
may be informative in other domains. Specifically, it may be
that the memory benefit observed in the testing effect may also
be magnified through experimental manipulations that reduce
the constraints used during practice tests in the typical testing
effect procedure. Such a possibility might be effective in im-
proving memory for instructional material in the classroom.
Similarly, self-generated persuasive arguments might be more
influential in changing one’s attitudes or beliefs when there
are fewer constraints on what can be self-generated (Briñol
et al., 2012; Janis & King, 1954). Altogether, our findings
may also be used to inform research in other domains and
contribute to a better understanding of other psychological
phenomena beyond the generation effect. Understanding
ways to improve memory is an important pursuit (Leach,
McCurdy, Trumbo, Matzen, & Leshikar, 2018; Leshikar,
Dulas, & Duarte, 2015; Leshikar & Gutchess, 2015;
Leshikar et al., 2017; Matzen, Trumbo, Leach, & Leshikar,
2015), and this work contributes to that effort.

Conclusion

The memory benefits from self-generation have long been
recognized. With this meta-analysis, we show the impressive
benefits of generating information over reading; however, we
also identify areas for further research on the generation effect.
In particular, we show that reduced generation constraints
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increase memory performance. This finding suggests that the
nature of the generation task has a large influence on memory.
Investigating factors that influence memory and developing
theories that most effectively describememory effects, such as
the ones we have investigated in this meta-analysis, is funda-
mental to a deeper understanding of memory. Thus, we en-
courage more work to develop a richer theory to explain the
generation effect, perhaps through the consideration of multi-
ple experimental factors. Overall, the generation effect is a
versatile memory phenomenon, improving memory in various
situations as accounted for by the multifactor theory and pro-
cessing account.

Open practices statement The data and analysis code for this
article is available at: https://osf.io/9pv7a/. This article was not
preregistered.

Appendix

In the table above, we illustrate with some examples the
manner in which the structure of the data set was coded.
Variable “article” is simply an identifier for each article,
whereas “experiment” identifies the unique experiments with-
in each article (in case the same article contains the results
from multiple experiments). In this illustration, Article 1 re-
ported the results of two different experiments, while all other
articles are single-experiment studies. The “sample” identifier
(coded within experiments) indicates which rows correspond
to the same sample. For example, the two experiments within
Study 1 are both (one-way) between-subjects designs, where-
as Study 2 was a (one-way) within-subjects design. Next, the
“observation” identifier simply distinguishes the different
rows in the data set. A crucial element in such an “arm-based”
data structure (where each row corresponds to the results ob-
tained within an individual group and not the contrast between
two different conditions) is the “pairing” variable. This iden-
tifier indicates which rows within an experiment comprise a
particular comparison between generate versus read condi-
tions, where the type of condition within a particular row is
reflected by the “condition” dummy (0 = read, 1 = generate).
Although in many cases a pairing will only consist of two
rows of the data set, there can be situations where more than
one generate condition is compared with a read condition.
This latter case is illustrated in Article 3, where the same
sample completed a read and two different generate conditions
(e.g., one with low and one with high generation constraint).
To complete this illustration, Articles 4, 5, and 6 exemplify
more complex designs, with Articles 4 and 5 representing 2 ×
2 factorial designs (with one factor for the read versus generate
condition and the other factor representing some other design
variable, such as the use of words versus nonwords), where
both factors are between-subjects factors in Article 4 and both
factors are within-subjects factors in Article 5. These two ar-
ticles also illustrate how different samples may be involved in
the same pairing (as in Article 4) or the same sample may be
involved in different pairings (as in Article 5). Finally, Article
6 illustrates a 2 × 3 factorial design, with the two-level within-
subjects factor corresponding to the read versus generate con-
dition, and the three-level between-subjects factor to some
other design variable (e.g., the type of memory test used, with
levels recognition, cued recall, or free recall).
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