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Abstract

Observers make a range of social evaluations based on facial appearance, including judgments of trustworthiness, warmth,
competence, and other aspects of personality. What visual information do people use to make these judgments? While links
have been made between perceived social characteristics and other high-level properties of facial appearance (e.g., attractiveness,
masculinity), there has been comparatively little effort to link social evaluations to low-level visual features, like spatial frequency
and orientation sub-bands, known to be critically important for face processing. We explored the extent to which different social
evaluations depended critically on horizontal orientation energy vs. vertical orientation energy, as is the case for face identifica-
tion and emotion recognition. We found that while trustworthiness judgments exhibited this bias for horizontal orientations,
competence and dominance did not, suggesting that social evaluations may depend on a multi-channel representation of facial

appearance at early stages of visual processing.

Keywords Face perception - Social cognition - Visual perception

Introduction

A key feature of human social interaction is social evaluation:
What will a stranger’s personality may be like upon first meet-
ing, and what kinds of behaviors do we think they may engage
in? Observers make social inferences based on multiple cues
including postural and gestural information (Curhan &
Pentland, 2007), vocal cues (Ambady et al., 2002), and facial
appearance (Borkenau et al., 2009). The latter has been the
subject of a great deal of recent research, which has
established that adult observers can make social face evalua-
tions rapidly (Olivola & Todorov, 2010; Todorov, Pakrashi &
Oosterhof, 2009; Willis & Todorov, 2006) , and these infer-
ences contribute to decisions about governance (Little et al.,
2007), criminal sentencing (Eberhardt et al., 2006), and men-
tal health (Fowler, Lilienfeld & Patrick, 2009). These evalua-
tions may not be veridical, but tend to be reliable. Real-world
trustworthiness, for example, is not accurately signaled by
facial appearance (Rule et al., 2013), despite observers’
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reliability in making trustworthiness estimates. Other traits
are well predicted by physiognomy, however: Perceived ag-
gression depends on a facial width-to-height ratio that is
linked to real-world aggressive behavior (Carre, McCormick
& Hariri, 2011; Carre, McCormick, & Mondloch, 2009; Carre
& McCormick, 2008). Regardless of whether particular judg-
ments have ecological validity, social face evaluation is im-
portant to understand because observers make these judg-
ments frequently, and use them to make real-world decisions
about others.

What visual features contribute to how faces are evaluated
socially? Depending on the particular judgment under consid-
eration (competence, trustworthiness, etc.) there are multiple
studies that demonstrate specific links between other aspects
of facial appearance like masculinity, attractiveness, etc. and
personality judgments (Little et al., 2012; Macapagal, Rupp,
& Heiman, 2011).

Linking social evaluations to high-level properties of faces
is useful to some extent because it provides some interesting
insight into the covariation between social and physical face
properties. The downside, however, is that this often leads to
using one complex aspect of facial appearance to explain an-
other. There are several specific proposals regarding the visual
information that supports judgments of gender, facial emotion,
etc., but many of these are themselves still a challenge to
understand in terms of specific computations that we know
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are carried out in the visual system. What is missing is a clear
link between observers’ abilities to make social judgments
from face images, and clearly defined visual features that
may (or may not) support those judgments. Here, we propose
that linking social face evaluations to low-level visual features
is an important way to address this fundamental question.

Early cortical visual processing involves cells in primary
visual cortex (or V1) that are selective for spatial frequency
and orientation (Tootell, et al., 1998). Individual cells usually
respond most to edges and bars tilted at a particular angle, and
may also respond optimally to stripes of a particular width
(coarse vs. fine). Complex images like faces are thus described
in early vision by a population code with multiple channels
corresponding to different spatial frequencies and different
orientation sub-bands. If we are interested in how low-level
information contributes to complex judgments, these channels
are a natural place to begin. It is straightforward to create
stimuli with information from subsets of these channels
selectively included or excluded, and measuring observers’
recognition ability subject to such manipulations provides a
way to determine the utility of the information in a partic-
ular channel. A great deal of work has been done using this
approach to characterize different face recognition tasks,
revealing that for face identification, both middle spatial
frequencies (8—16 cycles per face; Costen, Parker & Craw,
1996; Nasanen, 1999;) and orientation channels near hori-
zontal (Dakin & Watt, 2009; Goffaux & Greenwood, 2016)
carry particularly important information.

Our goal in the current study was to extend this approach to
determine how distinct social judgments (trustworthiness,
competence, and dominance) rely on orientation sub-bands
(horizontal vs. vertical orientation energy). We chose these
examples of social evaluation because all three of these have
been studied widely in previous literature, though we do note
that attractiveness (along with trustworthiness and domi-
nance) also emerges in some three-factor solutions that ac-
count for variance in social evaluation data (Johnson et al.,
2010). We chose to not include attractiveness in the current
study because it is in large part a physical aspect of face ap-
pearance rather than a truly social evaluation. The current set
of social judgments have all been proposed as key factors in
face evaluation, and all represent social inferences based on
physiognomy. We predicted that like many other recognition
tasks, all three of these judgments would depend on horizontal
orientation energy more than vertical orientation energy.
Furthermore, we predicted that this effect would be more pro-
nounced when judgments were more challenging to make
(requiring distinctions between faces that are more similar in
perceived personality traits). To test these predictions, we
asked naive participants to complete a 2AFC face evaluation
task that required them to determine which of two faces ex-
hibited a particular trait the most (e.g., competence) subject to
image filtering that selectively removed orientation

information from horizontal or vertical sub-bands. Briefly,
we found that contrary to our hypothesis, different social eval-
uation tasks rely on orientation sub-bands differently. In terms
of low-level visual features, information about personality
characteristics is distributed across multiple channels in a
way that information about identity is not. Moreover, social
vision is not homogenous in terms of the information that
observers rely upon. We discuss these outcomes in terms of
the neural mechanisms that may support such judgments, and
known relationships between high-level face properties that
correlate with specific personality judgments, and the low-
level feature dependence we have observed here.

Methods
Participants

We recruited 68 adult participants to take part in three tasks
(Trustworthiness task, n=19; Dominance task, n=26,
Competence task, n=23) from the NDSU Psychology
Undergraduate Study Pool. All of these participants reported
that they had normal or corrected-to-normal vision, no history
of neurological problems, and were naive to the purpose of the
experiment. All participants provided written informed con-
sent prior to participation, and were compensated with course
credit for volunteering. Recruitment, consent, and testing pro-
cedures were approved by the NDSU IRB.

Stimuli

To ensure adequate control over how trustworthy, dominant,
and competent the faces in our experiment appeared, we used
stimulus sets previously described in Todorov et al. (2013).
Specifically, we chose to use sets of “Maximally Distinct
Identities” (available at tlab.princeton.edu/databases)
depicting individual faces that vary according to the extent
to which they appear to exhibit the target characteristic for
each trait judgment. Each set of identities included 25 different
individuals, and seven levels of each trait (+ 1, 2, and 3 stan-
dard deviations away from neutral appearance, and neutral
appearance itself) from which we chose to exclude the neutral
images for each identity. This yielded a total of 150 unique
images for each task. All of these images were converted to
grayscale prior to the filtering operations described below.
This is consistent with multiple prior studies examining these
social judgments with face images (see Ballew & Todorov,
2007; Dotsch & Todorov, 2012; Little et al., 2007;
Oosterhof & Todorov, 2009; for examples) and simplifies
the filtering procedures we applied to create our experimental
stimuli. Specifically, using grayscale images makes it easier to
match the contrast and mean luminance of our stimulus im-
ages across conditions and tasks.
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To selectively remove information from specific orienta-
tion sub-bands, we applied techniques previously described
in Dakin & Watt (2009). Briefly, each image was transformed
with a Fast Fourier transform into the frequency domain and
subsequently we applied a windowing function to the original
power spectrum for each image. This windowing function was
defined by a Gaussian envelope centered on the target orien-
tation (0° or 90°) with a standard deviation of 20°). Following
the application of this windowing function, the manipulated
power spectrum was then used to invert the Fourier
Transform, yielding an image with orientation energy outside
the windowing function excluded (Fig. 1). We created three
versions of each image: (1) An image with horizontal orien-
tation energy only, (2) an image with vertical orientation en-
ergy only, and (3) an image with both the horizontal and ver-
tical sub-bands included.

Procedure

In each task, we wished to examine how the available ori-
entation sub-bands affected the ability to judge relative
trustworthiness, competence, or dominance as a function
of how different test faces appeared to observers on the
relevant dimension. To do so, we asked participants to
make a series of 2AFC trait judgments in which they indi-
cated which of two simultaneously presented faces exhib-
ited the target trait to the greatest degree.

On each trial, participants were presented with two faces
belonging to the same “Identity” in our stimulus set (one to the
left of center and one to the right), but varying according to the

level of the task-relevant trait. Specifically, we presented par-
ticipants with “Easy,” “Moderate,” and “Difficult” trials (Fig.
1) depicting faces drawn from the endpoints of the trait spec-
trum (£ 3 SD for “Easy” trials), the middle of the full range (=
2 SD for “Moderate” trials), or close to the neutral face (+ 1 SD
for “Difficult” trials). The orientation energy available in
the pair of images was also varied such that both faces either
retained horizontal orientation energy, vertical orientation en-
ergy, or both. Task difficulty and orientation energy both varied
pseudo-randomly across trials, and each pair of faces was
presented twice with the left/right position of the target face
(e.g., the most trustworthy looking image in the pair) balanced
across trials. Participants were thus presented with a total of
450 trials. Participants were given unlimited time to view each
image pair and make their response, and we did not provide
online feedback during the course of the experiment.
Experiment trials were presented on 1,024 x 768 LCD moni-
tors positioned approximately 40cm from the observer,
though neither head position nor eye movements were
constrained or measured. At this distance, each image
subtended approximately 4—5° of visual angle. All stimulus
display and response collection routines were implemented
using the Psychtoolbox v3.0 extensions for Matlab (Pelli,
1997; Brainard, 1997).

Results

For each participant, we calculated accuracy as a function of
orientation energy (horizontal, vertical, and both orientations)

a ‘ Easy
Moderate
! Difficult i
Less trustworthy [ | More trustworthy

Trustworthiness

Competence

Fig. 1 (a) A single continuum spanning less trustworthy to more
trustworthy appearance of the same face identity. The brackets indicate
the three levels of difficulty used in all of our tasks. (b) Examples of a
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single face from each task filtered to selectively include horizontal
orientation energy, vertical orientation energy, or both orientation sub-
bands
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and difficulty (easy, moderate, difficult). We submitted these
values to a mixed-design 3 x 3 x 3 ANOVA with task (trust-
worthiness, competence, and dominance judgments) as a
between-subjects factor and orientation energy and difficulty
as within-subjects factor. This omnibus analysis revealed
significant main effects of task difficulty (F(2,128)=65.6,
p<0.001, n2=0.51), orientation energy (F(2,128)=22.1,
p<0.001, °=0.26), and task (F(2,64)=19.4, p<0.001,
1?=0.38). The main effect of task difficulty was the result
of significant differences between all three levels of this
factor (Bonferroni-corrected post-hoc comparisons all
yielded confidence intervals for the difference of pairwise
means that did not include zero). The main effect of orien-
tation energy was similarly the result of significant
pairwise differences between all three levels of this factor,
with performance being lowest in the vertical orientation
condition (M=0.74, 95 % CI = 0.70-0.77, intermediate in
the Horizontal orientation condition (M=0.80, 95 % CI =
0.75-0.84) and highest when both orientation sub-bands
were available (M=0.87, 95 % CI = 0.84-0.90). Finally,
the main effect of task was the result of significantly better
performance in the Dominance task (M=0.93, 95 % CI =
0.88—-0.98) relative to both the Competence task (M=0.74,
95 % CI = 0.69-0.79) and the Trustworthiness task
(M=0.73, 95 % CI = 0.67-0.79).

These main effects were qualified by significant two-way
interactions between task and task difficulty (F(4,128)=6.20,
p<0.001, 1?=0.16) and between task and orientation energy
(F(4,128)=4.69, p=0.001, n°=0.13). No other interactions
reached significance. To examine the nature of these inter-
actions, we chose to conduct separate follow-up ANOVAs
for each task separately, to determine how orientation en-
ergy and task difficulty affected performance in each case.
Specifically, we carried out separate 3x3 repeated-
measures ANOVAs for each task, with both orientation
energy and task difficulty as within-subjects factors. In
Fig. 2, we plot the average accuracy in each task as a
function of both stimulus parameters.

Trustworthiness

In our the Trustworthiness task, this analysis revealed main
effects of both task difficulty (F(2,34)=58.2, p<0.001,
1?=0.77) and orientation energy (F(2,34)=25.1, p<0.001,
1°=0.60). The effect of task difficulty was the result of signif-
icant pair-wise differences between all three levels of difficul-
ty (Bonferroni-corrected post-hoc comparisons all yielded
confidence intervals for the difference of pairwise means that
did not include zero). The main effect of orientation energy
was the result of significantly lower performance in the verti-
cal condition M=0.62, 95 % CI = 0.57-0.66) relative to both
the horizontal condition (M=0.76, 95 % CI = 0.70-0.82) and
the horizontal+vertical condition (M=0.81, 95 % CI = 0.77—
0.86). The pairwise comparison between the horizontal con-
dition and the horizontal+vertical condition did not reach sig-
nificance (95 % CI of the difference between means = -0.01—
0.13). Finally, the interaction between task difficulty and ori-
entation energy did not reach significance.

Competence

In the Competence task, we once again found significant main
effects of task difficulty (F(2,44)=5.48, p=0.007, 1°=0.20) and
orientation energy (F(2,44)=25.1, p=0.004, n2=0.22). The in-
teraction between these two factors did not reach significance
(F(4,88)<1). The main effect of task difficulty was the result of
significantly poorer performance in the Difficult condition
relative to the Moderate condition (95 % CI of the difference
between means = 0.01-0.08, and also relative to the Easy
condition (95 % CI of the difference between means =
0.001-0.10). Performance did not significantly differ between
the Easy and Moderate conditions (95 % CI of the difference
between means = -0.04-0.05). The main effect of orientation
energy was the result of significant pairwise differences be-
tween performance in the horizontal+vertical condition and
both the vertical condition (95 % CI of the difference between
means = 0.057-0.30) and also the horizontal condition (95 %

Trustworthiness Competence Dominance
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Fig. 2 Average performance in all three tasks as a function of difficulty and orientation condition. Error bars indicate + 1 standard error of the mean

(SEM)

@ Springer



2228

Psychon Bull Rev (2018) 25:2224-2230

CI of the difference between means = 0.005-0.28). The dif-
ference in performance between the horizontal and vertical
conditions did not reach significance (95 % CI of the differ-
ence between means = -0.19-0.12).

Dominance

Finally, performance in the Dominance task also revealed sig-
nificant main effects of task difficulty F(2,50)=30.1, p<0.001,
1°=0.55) and orientation energy (F(2,50)=25.1, p=0.012,
1°=0.16). The main effect of task difficulty was the result of
significant pairwise differences in performance between all
three levels of this factor (95 % Cls of the difference between
means did not include zero in any case). The main result of
orientation energy was due to a significant pairwise difference
between performance in the horizontal+vertical condition rel-
ative to the vertical condition (95 % CI of the difference be-
tween means = 0.008—0.053). No other pairwise comparisons
reached significance.

These main effects were also qualified by a significant two-
way interaction between task difficulty and orientation energy
(F(4,100)=3.90, p=0.006, 1°=0.14). Post-hoc tests revealed
that this interaction was driven by the absence of any differ-
ences between orientation conditions at the Easy or Moderate
levels, but a significant pairwise difference between the hori-
zontal+vertical condition and the vertical condition at the
highest level of difficulty (two-tailed paired-samples t-test,
t(25)=3.31, p=0.0028; 95 % CI= 0.022-0.096). We note that
compared to the other two tasks, average performance is very
high even in the most difficult implementation of the task.

Discussion

These results demonstrate that the visual information that is
used for social evaluation in face images depends critically on
the specific trait that observers are trying to evaluate. We pre-
dicted at the outset that all three judgments would lead to a
pattern of behavior consistent with the preferential use of hor-
izontal orientation information for face identification (Dakin
& Watt, 2009), emotion recognition (Huynh & Balas, 2014),
and other tasks (Goffaux & Dakin, 2010), but found instead
that the removal of horizontal or vertical image structure had
different consequences for different tasks.

Performance in our trustworthiness judgment yielded re-
sults most consistent with our initial hypothesis, demonstrat-
ing that observers rely critically on horizontal information:
The removal of these features greatly impairs performance,
and there is only a minimal cost to presenting observers with
only this information. To judge relative trustworthiness from
face images, horizontal information appears to be both neces-
sary and sufficient. This outcome can be easily understood via
previous results suggesting both that perceived
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trustworthiness is affected by subtle variation in emotional
expression in neutral faces (Engell, Todorov, & Haxby,
2010; Said, Sebe & Todorov, 2009) and that successful
decoding of emotional expressions depends on horizontal ori-
entation energy (Huynh & Balas, 2014; Yu, Chai & Chung,
2011). To the extent that judging trustworthiness amounts to
evaluating the valence of facial expressions, it is not surprising
to find a common reliance on the same subset of visual fea-
tures for both judgments.

The data from our competence and dominance judgments
are perhaps more compelling, however, precisely because
they deviate from what we might expect. In the latter case
(dominance) the data are more difficult to interpret because
of observers’ overall high accuracy in this task, but perfor-
mance in both tasks differs from our hypothesis. For compe-
tence, the removal of either orientation sub-band incurs a con-
sistent cost relative to the control condition where both orien-
tations are present. By contrast, for dominance, neither ma-
nipulation has substantial consequences. Though we did ob-
serve an effect of filter orientation in the dominance task such
that performance in the vertical condition was significantly
lower than performance when both orientations were present,
the magnitude of that difference was significantly smaller in
that task (M=0.031, 95 % CI = 0.008-0.053) relative to the
trustworthiness task (M=0.20, 95 % CI= 0.13-0.27) and the
competence task (M=0.18, 95 % CI= 0.057-0.030). Both
perceived competence and dominance incorporate infor-
mation from both horizontal and vertical orientation sub-
bands. What differs between the two tasks is that for com-
petence that multi-channel representation is fragile (requir-
ing both feature sets) while for dominance it is sturdier
(able to rely on either feature set in the absence of the
other). Information for dominance may be coded redun-
dantly such that there are common higher-order features
available for this task in each sub-band, while the informa-
tion that is spread across channels for competence judg-
ments is more independent. In terms of the necessity and
sufficiency of orientation sub-bands, we can therefore say
that for dominance each sub-band is sufficient and not
necessary, while for competence, each is necessary and
not sufficient.

Characterizing social face evaluation via the low-level fea-
tures that contribute to distinct tasks supports further explora-
tion of the neural representations that support different judg-
ments. The differential reliance on distinct feature subsets re-
ported here implies that distinct neural loci support these judg-
ments. The common reliance on horizontal orientation energy
for trustworthiness judgments and emotion recognition points
to a common neural representation supporting observers’ per-
formance in both tasks. What about competence and domi-
nance judgments? Both of these seem to require a broadband
description of facial appearance such that useful information
in both horizontal and vertical sub-bands is available to
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participants, with the critical difference in the necessity of
each sub-band as a function of task. This may mean that dis-
tinct neural computations are used to make these judgments,
involving other loci within the extended face network that
retain information from a broad range of low-level channels.
One possibility is that performance in these tasks may be
supported by regions that encode eye gaze, which also de-
pends on vertical orientation energy (Goffaux & Okamoto-
Barth, 2013) or that these judgments may depend on the inte-
gration of information across a distributed set of neural loci
that contribute to face processing. To the extent that both
dominance and competence co-vary to some extent with the
perceived gender of an individual face (Batres, Re, & Perrett,
2015; Little et al., 2012), this may point to distributed process-
ing of these social judgments: Perceived face gender is sig-
naled by a variety of relatively weak cues including 3D shape
(Bruce et al., 1993), 2D pigmentation, and configural cues
(Bruce & Langton, 1994), which in turn likely depend on a
broad range of computations in the face network.

Another important consideration regarding our results, and
the potential for social evaluations to depend on computations
across a broad face network, is the extent to which variation in
face color, face viewpoint, and other sources of appearance
variability may impact the effects we reported here. Our use of
grayscale stimuli in the current study leaves open the possi-
bility that the presence of color information may have led to a
different pattern of results. Specifically, if there are joint color-
orientation features in face images that carry useful informa-
tion for the social judgments considered here, we may find
different outcomes if color information is retained. In this
specific case, we feel that our use of grayscale stimuli is
well-justified by the multiple prior studies that have used gray-
scale face images to examine trustworthiness, competence,
and dominance (see the Methods section, and also
Dzhelyova, Perrett, & Jentzsch, 2012; Little et al., 2007;
Sussman, Petkova & Todorov, 2013) as well as some evidence
suggesting that even when color features (eye color in partic-
ular) appear to signal trustworthiness, it is actually shape fea-
tures predicted by eye color that carry the diagnostic informa-
tion (Kleisner et al., 2013). However, there is a larger issue
regarding generalizability that we think is a critically impor-
tant direction for future research to pursue: How does the
information used for social evaluation change as face variabil-
ity is allowed to be larger? Choosing to use well-controlled
face databases like the images we used here has clear advan-
tages, but also means we accept reduced variability in view-
point, the lack of hair, the lack of natural face texture (includ-
ing variation in local color and pigmentation), as well as many
other sources of natural variation. While the use of ambient
images to validate dimensional models of social face evalua-
tion suggests reasonably good agreement between studies
where variability is high and studies where it is more tightly
controlled (Sutherland et al., 2013), when we are attempting to

consider the visual features that contribute to these judgments
these differences may be more profound. We therefore empha-
size that our results must be interpreted within the context of
the variability that we did and did not include in our stimulus
set, and highlight the need for extended study of this important
question regarding how real, noisy images are evaluated in
natural settings.

In this context, our results provide a useful description of
how biologically-motivated features contribute to complex
social judgments, and may lead to predictions about the neural
basis of different social evaluations. In both contexts, our data
indicate intriguing dissociations between specific visual fea-
tures and complex social judgments based on facial physiog-
nomy. Further efforts to define how social evaluations are
made in terms of features that are grounded in computations
known to be carried out in the ventral visual stream may con-
tribute to a more detailed model of how social vision may
either be distinct from person recognition, or may co-opt as-
pects of person recognition based on learned co-variation be-
tween social properties and other properties of face images.
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