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Abstract The concurrent presentation of different auditory
and visual syllables may result in the perception of a third
syllable, reflecting an illusory fusion of visual and auditory
information. This well-known McGurk effect is frequently
used for the study of audio-visual integration. Recently, it
was shown that the McGurk effect is strongly stimulus-
dependent, which complicates comparisons across per-
ceivers and inferences across studies. To overcome this
limitation, we developed the freely available Oldenburg
audio-visual speech stimuli (OLAVS), consisting of 8 dif-
ferent talkers and 12 different syllable combinations. The
quality of the OLAVS set was evaluated with 24 normal-
hearing subjects. All 96 stimuli were characterized based
on their stimulus disparity, which was obtained from a
probabilistic model (cf. Magnotti & Beauchamp, 2015).
Moreover, the McGurk effect was studied in eight adult
cochlear implant (CI) users. By applying the individual,
stimulus-independent parameters of the probabilistic mod-
el, the predicted effect of stronger audio-visual integration
in CI users could be confirmed, demonstrating the validity
of the new stimulus material.
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Introduction

If individuals are presented with incongruent audio-visual syl-
lables such as an auditory BBa^ and a visual BGa^, the inte-
gration of both may result in the percept of a different syllable
(MacDonald & McGurk, 1978; McGurk & MacDonald,
1976). However, it is known that theMcGurk illusion depends
strongly on the particular stimuli used (Basu Mallick,
Magnotti, & Beauchamp, 2015; Jiang & Bernstein, 2011;
MacDonald & McGurk, 1978). The free availability of well-
characterized, high-quality stimulus material would be desir-
able to facilitate inferences across studies and individuals.

Talker characteristics (such as differences in articulation)
and the particular syllable combination(s) used seem to influ-
ence the McGurk illusion. Whereas the effect of different syl-
lable combinations on the fusion frequency has been known
since MacDonald & McGurk (1978), the issue of talker char-
acteristics has received less attention. It is suggested that talker
characteristics also influence the perception of either auditory
or visual speech (Demorest & Bernstein, 1992; Jiang &
Bernstein, 2011). Influencing factors, such as added noise,
for example, caused by reduced audio and video quality
(Fixmer & Hawkins, 1998), might influence the perception
of the McGurk illusion. Other factors such as eye blinks,
make-up or differences in face size are not yet well investigat-
ed, but might also alter the perception of the McGurk illusion
(Basu Mallick et al., 2015). Most studies recorded their own
stimulus material, frequently using a female talker (e.g., Basu
Mallick et al., 2015; MacDonald & McGurk, 1978; McGurk
& MacDonald, 1976; Rouger, Fraysse, Deguine, & Barone,
2008; van Wassenhove, Grant, & Poeppel, 2005). For audito-
ry speech perception, intelligibility is more biased towards
female compared with male talkers (Bradlow, Torretta, &
Pisoni, 1996), which may reflect the prevalence of specific
phonological reduction phenomena such as vowel
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centralization or reduced frequency of stop release. Freely
available stimuli (cf. Table 1 in Basu Mallick et al., 2015)
seem to vary strongly in the above-mentioned recording as-
pects, rendering post-processing for quality enhancement
ineffective.

For a particular stimulus, most individuals seem to perceive
the McGurk illusion almost always or almost never (Basu
Mallick et al., 2015; Nath & Beauchamp, 2012; Tremblay &
Champoux, 2007). Accordingly, the fusion distribution devi-
ates from normality which renders comparisons based on
mean and standard deviation measures invalid (Basu Mallick
et al., 2015; Nath & Beauchamp, 2012; Stevenson, 2012;
Strand, Cooperman, Rowe, & Simenstad, 2014). This might
be less of a problem if within-subject comparisons are inves-
tigated (e.g., van Wassenhove et al., 2005) but becomes crit-
ical when the McGurk effect is compared between perceivers,
as it is not possible to differentiate between the influence of
the given stimulus and the perception of the participant view-
ing the stimulus. An elegant solution to overcome this prob-
lem is the noisy encoding of disparity (NED) model (Magnotti
& Beauchamp, 2015), which characterizes each stimulus on
its stimulus disparity, the estimated likelihood that the partic-
ular combination of auditory and visual syllables elicits the
McGurk effect. The NED model also estimates two parame-
ters to characterize a perceiver’s audio-visual integration
strength, the sensory noise of encoding the auditory and the
visual component and the individual disparity threshold. The
latter is the prior probability of a perceiver to encode the
audio-visual incongruent stimulus as a fused percept. Both
individual parameters are assumed to be consistent across

stimuli (Magnotti & Beauchamp, 2015). Importantly, the
NED model enables the comparison of audio-visual integra-
tion abilities between perceivers, independent of stimulus ef-
fects. Additionally, the model provides the ability to predict
for a perceiver the frequency of theMcGurk effect by a certain
stimulus that has not been presented to that person before.

Audio-visual integration plays a major role in hearing im-
paired individuals, such as cochlear implant (CI) users. CI
users outperform normal hearing individuals in lip reading
and audio-visual integration (Rouger et al., 2007; Schorr,
Fox, van Wassenhove, & Knudsen, 2005; Strelnikov et al.,
2015; Strelnikov, Rouger, Barone, & Deguine, 2009;
Stropahl et al., 2015). Despite the better multisensory integra-
tion abilities, for incongruent multisensory information CI
users focus more on the visual modality but did not show a
higher fusion (Desai, Stickney, & Zeng, 2008; Rouger et al.,
2008; Schorr et al., 2005; Tremblay, Champoux, Lepore, &
Théoret, 2009). Yet most of these studies used stimulus mate-
rial from a single talker and one syllable combination.
Whether stimulus-specific effects biased these results cannot
be ruled out as long as a stimulus-independent analysis strat-
egy is not applied.

We have developed a new set of 96 different audio-
visual stimuli, the Oldenburg audio-visual speech
(OLAVS) stimuli. Evaluation included stimulus character-
ization with the NED model in normal-hearing individuals.
A re-test was conducted approximately 1 year later to val-
idate previous results. Furthermore, experienced CI users
were studied to test the hypothesis of stronger audio-visual
integration in CI users.

Methods

Stimuli

A set of eight syllables, which were selected from the second
study of MacDonald & McGurk (1978), were recorded (Ba,
Da, Ga, Ka, Ma, Na, Pa, Ta). The syllables were spoken from
eight trained talkers (four females) ensuring high profession-
alism in narrating the material. Talkers were native German
students at a mean age of 25 years. Individual salient features
were avoided. Recordings were made in a sound-shielded
booth with a Canon HF100 HD (CAM) high-definition cam-
era with a resolution of 1920 × 1080 (MPEG4 H.264, 25fps)
as well as the 26TK microphone (G.R.A.S.). Every syllable
was repeated at least three times to assure high quality of the
material (e.g., to later, offline, select takes without eye blinks
and with most natural articulation). The audio stimuli were
recorded as WAV-files (PCM), mono with 24Bit-rate, and a
sampling rate of 48 kHz. Audio and video streams were syn-
chronized and processed offline to optimize stimulus quality.
The separately recorded audio stream was synchronized to the

Table 1 Twelve syllable combinations were used as audio-visual stim-
uli, selected based on the original MacDonald & McGurk (1978) data.
Syllables were tested in the unimodal conditions auditory only and visual
only and in bimodal audio-visual combinations. The right column shows
the response options presented to the participant as a four-alternative
forced choice design (4-AFC)

A – V Stimulus 4-AFC options (A, V, Fusion1, Fusion2)

Ba-Da Ba, Da, Ga, Pa

Ba-Ga Ba, Ga , Da, Ma

Ba-Ka Ba, Ka, Ga, Da

Ba-Na Ba, Na, Ga, Da

Ba-Ta Ba, Ta, Pa, Da

Ma-Ga Ma, Ga, Na, Ba

Ma-Ta Ma, Ta, Na, La

Pa-Da Pa, Da, Ka, Ta

Pa-Ga Pa, Ga, Ka, Ta

Pa-Ka Pa, Ka, Da, Ta

Pa-Na Pa, Na, Ka, Ta

Pa-Ta Pa, Ta, Da, Ka
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simultaneously recorded audio stream of the HD camera.
Based on existing literature, the synchronization of an incon-
gruent audio syllable and the corresponding visual speech
(e.g., audio BBa^ and video ^Ga^) was done manually by
temporally aligning the incongruent audio file (BBa^) to the
visual speech of the video-based file on the consonant burst of
the original, congruent (BGa^) audio file (Grant & Greenberg,
2004; van Wassenhove et al., 2005). Software used for the
synchronization was Praat (Boersma, 2002) and Adobe
Premiere Pro (ADOBE). The final audio-visual videos all be-
gin with a still image of the talker (last frame before move-
ment onset) followed by the spoken syllable, giving a total
duration of approx. 2 s for each clip. In total, 12 combinations
of audio-visual syllables were created for each talker (see
Table 1), giving a set of 96 tokens in total.

Data acquisition

The stimulus set was evaluated with 24 normal-hearing (NH)
students (15 females; mean age 26 ± 5.9 years) without neu-
rological or psychiatric conditions, normal hearing thresholds
and normal or corrected-to-normal vision. For a re-test, 16 out
of 24 normal-hearing participants accepted an invitation for a
re-test, which was conducted approximately 1 year later.
Additionally, audio-visual integration of a second group of
eight CI users (four females; age range 19–75 years with a
mean age of 47 ± 24.5 years) was compared with the NH
group. All CI users were post-lingually deafened and unilat-
erally implanted, five with the implant on the right ear. All
participants received the implant at least 12 months before
testing and seven CI users used a hearing aid on the non-
implanted ear, which was activated during testing. The CI
users showed a variety of hearing loss etiologies. Hereditary
causes of hearing loss might have induced deafness in five CI
users, which was further accompanied by loudness damage in
three CI users. Two cases might have suffered from oxygen
loss at birth and one CI users was diagnosed with a Gusher
syndrome. The study was approved by the local ethical com-
mittee of the University of Oldenburg and conducted in agree-
ment with the Declaration of Helsinki. Participants gave writ-
ten informed consent before the experiment. Participants were
seated in a sound-shielded booth 1.5 m in front of a computer
monitor. Videos were sized to 1920 × 1080 pixels presented
on a 24-inch (c.60-cm) screen with a horizontal angle of 30°
and a vertical angle of 17°. Audio signals were presented
binaurally in a free-field setting. Loudness was set to a pre-
defined comfortable loudness level of approximately 60 dB
(A) and if necessary individually adjusted, to ensure good
understanding of speech. The three experimental conditions,
unimodal auditory (Aonly) and visual (Vonly) and incongruent
audio-visual (McGurk) were randomly presented in a single-
trial four-alternative forced-choice (4-AFC) procedure. The 4-
AFC was designed such that the four response options always

represented the auditory and the visual component of the AV
stimulus as well as two possible fusion options (see Table 1).
Response options differed for each presented syllable combi-
nation. The two possible fusion options were selected based
on the outcome of the original study by MacDonald &
McGurk (1978), using those responses that showed the
highest fusion amount. To validate the response options, plau-
sibility of options was piloted before the experiment. In the
audio-visual condition, the participants were instructed to in-
dicate what they perceived aurally. Each of the 96 tokens was
presented five times. For the re-test session 1 year later, the 16
participants were tested with the same experimental set-up as
in the original experiment, but only a subset of the audio-
visual incongruent condition was tested and the amount of
trials for each AV token was changed from 5 to 15 repetitions.

Data analysis

The NH group data were used to evaluate the OLAVS stimuli.
Individual fusion frequencies were calculated, which were
defined as the percept of a combination of the auditory and
the visual component (originally defined by McGurk &
MacDonald, 1976). For all incongruent McGurk trials, the
two possible fusion response options of the 4-AFC were
equally counted as fusion for a specific AV token. Fusion
responses were averaged over trials to obtain the mean fusion
for each specific AV token. In a first step, the hypothesis of
differences in fusion percepts for different stimuli were inves-
tigated to further motivate the stimulus-independent analysis
of the noisy-encoding of disparity model for the group com-
parison (NED, Magnotti & Beauchamp, 2015). To depict dif-
ferences in fusion percepts due to different AV tokens, the
effects of talkers and different syllable combinations were
investigated. Therefore, the average over each of the eight
talkers was computed for each AV syllable combination.
Additionally, to reveal differences based on different talkers,
the average over all syllable combinations for each talker was
computed. The non-parametric Friedman ANOVA, account-
ing for a violation of normal distribution, was applied to in-
vestigate differences of the stimulus material. Furthermore, to
accurately account for differences between all 96 individual
AV tokens, the NED model by Magnotti & Beauchamp
(2015) was applied. This model allows for separating individ-
ual and stimulus differences and is moreover able to reveal
stimulus differences between large amounts of AV tokens,
which was suitable for our stimulus set. Three parameters
are estimated based on the behavioral fusion data. (1) The
audio-visual disparity estimates for each AV token the likeli-
hood of the two components to be fused to the McGurk illu-
sion. The disparity is independent of the individual fusion
frequency and inversely associated to its property to elicit
the illusion. The design of the model restricts parameter values
for fusion amounts of 0 % or 100 % to avoid parameter values
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going against infinity (e.g., 0 % fusion is mapped to a maxi-
mum of 2.0 disparity). This restriction does not change the
overall model fit but makes calculations of means and standard
deviations plausible (Magnotti & Beauchamp, 2015). In a sec-
ond step, the CI users were compared with the NH controls by
the two individual parameters of the model. (2) The individual
sensory noise describes the noise while processing the visual
and auditory component of the audio-visual token. (3) The
disparity threshold is defined as the prior probability of each
perceiver to integrate auditory and visual features (resulting in a
fusion). The individual disparity threshold as well as the sen-
sory noise is independent of the stimulus disparity and assumed
constant for a person across stimuli. The values for all param-
eters have arbitrary scaling and the same disparity unit. The
model uses the approach of minimizing the squared error be-
tween measured data (fusion for each token averaged across
trials) and the model prediction. In a first step, the stimulus
disparity is calculated by transforming the mean fusion over
subjects for each AV token into an initial value of the stimulus
disparity (e1 −mean(fusion of stimulus) − 1). Individual participant
parameters are then estimated and the stimulus disparity fitted.
A fitting procedure of participants and stimulus values is fur-
thermore applied to obtain the best-fitting parameters. For more
details cf. Magnotti & Beauchamp (2015). The model fitting
was done in R based on source code provided by Beauchamp
and co l l e ague s ( h t t p : / / op enwe twa r e . o rg /w ik i /
Beauchamp:NED).

The validity of the model was tested in several ways.
First, the root mean square error (RMSE) was computed to
test the overall model fit carried out as presented in
Magnotti & Beauchamp (2015). The RMSE was calculated
for the fit of the fusion of each stimulus (across subjects)
predicted by the model to the measured data. The same
procedure was applied for testing the fit for the predicted
fusion for each subject (across stimuli) compared to the
measured fusion for each subject. Results of the NH model
were compared with the data provided by Magnotti &
Beauchamp (2015). Additionally, two assumptions about
the NED were tested, following the procedure described
in Magnotti & Beauchamp (2015). First, the model as-
sumes that participant parameters are consistent across
stimuli, meaning that, if a participant has a higher fusion
compared with another participant for a specific AV token,
the fusion should also be higher for that participant for
another AV token. For testing this assumption, the rank
for all participants for each stimulus was computed to com-
pare it for each participant to his/her overall rank (averaged
across stimuli). The second assumption is that stimulus
parameters are consistent across participants. This means
that, if one stimulus is weaker in eliciting the McGurk
effect compared with another stimulus for one participant,
then this should also be the case for another participant.
For this analysis, the rank for each stimulus was calculated

for all participants to be compared with each stimulus’s
overall rank. Due to large amounts of correlation coeffi-
cients, results are reported as average correlation coeffi-
cients derived following Fisher’s z transformation.

To further test the validity of the model data, a nested model-
ing approach was performed, testing the influence of single
participants as well as single AV tokens. First, in a leave-one-
subject-out validation approach, the model was fitted 24 times,
each time excluding one of the participants (n = 23 participants
and n = 96 AV token). Due to non-normal parameter distribu-
tions, the parameter medians (across 23 subjects) of the 24
models were tested against the original model performing the
paired-samples sign rank test (noise, disparity threshold and
stimulus disparity). In a second approach, a leave-one-
stimulus-out validation was applied. The original model was
compared with the estimated parameters of 25 different sub-
models, each time leaving out one randomly chosen AV token.
This procedure was applied consecutively for 25 randomly cho-
sen AV tokens instead of for all 96 AV tokens. Accordingly, the
parameters for 25 models were estimated, each containing all 24
participants and 95 (one left-out) AV token. Also, the sign rank
test was used here to test the new model outcomes against the
median of the original model for all three parameters.

The analysis of the re-test session included a comparison of
the overall mean fusion for each of the 24 stimuli from the
original session and the re-test session. After verifying for a
normal distribution with the Kolmogorov–Smirnov test, a
paired t test was performed, comparing the average fusion
between the test and the retest trials for each subject.

To test for group differences, the correct phoneme iden-
tification was calculated for each condition and compared
between groups. The Mann–Whitney U test (MWU-test)
was applied to account for violation of the normality as-
sumption and unequal group sizes. The same procedure
was applied to account for differences in the response cho-
sen within the incongruent McGurk trials. Furthermore, to
compare audio-visual integration of CI users and NH con-
trols in a stimulus-independent way, a combined NED
model of the data from the CI users and the NH controls
(in a single model) was computed. The model fit was also
evaluated based on the RMSE for the fit of individual
stimuli across subjects and on the RMSE for each subject
across stimuli. Group differences in NED parameter out-
come (sensory noise and individual disparity threshold)
were compared in a first analysis with the Kruskal–Wallis
test, the non-parametric one-factorial analysis of variance
(without repeated measures), which is suitable if the data
violates a normal distribution and has unequal group sizes.
Significant effects were followed up post-hoc with the
MWU-test.

For all statistical analyses, degrees of freedom are reported
and, where necessary, a correction for multiple comparisons
using the Bonferroni method was applied.
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Results

Evaluation of stimulus material

The first part of the BResults^ sections describes the evalua-
tion of the stimulus material, which is based on the NH group
only (n = 24). The fusion frequency as well as the stimulus
disparity obtained by the NEDmodel will be reported. To first
highlight the expected variability of the fusion frequency de-
pending on either the 12 syllable combinations or the different
talkers, the fusion frequency of the 24 NH controls was aver-
aged for each of the stimuli over all eight talkers. To correct for
multiple comparisons, an alpha level of 0.025 was chosen.
The results are shown in Fig. 1a.

The mean fusion frequency was significantly different be-
tween different stimuli (χ2(11) = 127.66, p < .001). Although
most of the stimuli achieved a mean fusion frequency between
40 % and 60 %, individual fusion frequencies showed a differ-
ent pattern (see Fig. 2). Over 80 % of the individual percepts
were either rarely (<20 %) or very frequently a fusion (>80 %).

Secondly, the mean fusion frequency of all participants was
averaged over all stimuli for each talker (Fig. 1b), which were
significantly different for the talkers, ranging from 22 % to
68.5 % (χ2(7) = 103.90, p < .001). To describe these stimulus
differences more accurately, the NED disparity was estimated
for all 96 stimuli separately. The stimulus disparity for the NH
control group ranged from the minimum [0] to the maximum
[2] possible value, with a median ofM = 0.74 (SEM 0.05). The
results for all 96 stimuli are shown in Fig. 3a, with color indi-
cating the talker. Figure 3b shows that the stimulus disparities
for all eight talkers were distributed over the whole disparity
range. The overall model fit was tested by calculating the root
mean square error. The average RMSE for the subjects (across
stimuli) for the NH group was comparable with the data pro-
vided by Magnotti & Beauchamp (2015), RMSENH = 0.019
(RMSEM&B = 0.026). The average RMSE for all stimuli
(across subjects) was RMSENH = 0.042 (RMSEM&B = 0.032).

The NED model assumes that participant parameters are
consistent across stimuli and that stimulus parameters are con-
sistent across participants. These assumptions were tested
with the same procedure as in Magnotti & Beauchamp,
(2015), which is summarized in the BMethods^ section. All
average correlation coefficients reported were derived follow-
ing Fisher’s z-transformation.

Testing if participant effects are consistent across stimuli
showed that the assumption was met for the data of the NH
group, revealing correlation coefficients ranging from –0.28 to
0.89. The corrected average correlation coefficient was rnh(94)
= 0.64 (±0.04 SEM), which is very similar to the value report-
ed by Magnotti & Beauchamp (r = 0.65 ± 0.04 SEM). The
consistency of the stimulus parameter across participants was
also relatively high, with a corrected average rnh(22) = 0.74
(±0.05 SEM) with coefficients ranging from 0.28 to 0.86.
Again, this result is similar to the one obtained by Magnotti
& Beauchamp (r = 0.64 ± 0.02 SEM).

To further test the validity of themodel data, a nestedmodel-
ing approachwas performed, testing the influence of single par-
ticipants as well as single AV tokens. First, in a leave-one-
subject-out validation approach, the model was fitted 24 times,
each time excluding one of the participants (n = 23 participants
and n = 96 AV token). The three parameter medians of the 24
models were compared with the original model with all 24 par-
ticipantsbyapplying the sign rank test.Bonferroni correction for
multiplecomparisonswasapplied,givinganadjustedalphalevel
of0.017 for the3comparisons.The sign rank test didnot reveal a
difference for any of the parameters (pnoise > .627; pthresh > .549;
pstimdisp > .032). Second, in another leave-one-stimulus-out val-
idation approach, the influence of single AV tokens was tested.
Theoriginalmodelwas compared to the estimatedparameters of
25 different sub-models, each time leaving out one randomly
chosen AV token. Accordingly, the parameters for 25 models
were estimated, each containing all 24 participants and 95 AV
tokens. The corrected p-value for the 3 comparisons for a signif-
icant difference was p = .017. The medians of the model

Fig. 1 Fusion proportion for the NH control group (n = 24). Fusion is
defined as neither the auditory nor the visual component but a new
Bfused^ syllable. a The variability of the fusion proportion for the
different syllable combinations, and b the talker dependency of the

fusion proportion. c The sorted fusion for NH controls (open circles)
and CI users (filled circles) averaged over all stimuli. Error bars
indicate the standard error of the mean
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parameter did not differ significantly for the individual parame-
ters (pnoise > .382; pthresh > .065), but showed a significant differ-
ence for the overall stimulus disparity median (pstimdisp < .017).

The analysis of the amount of fusion in the re-test that was
conducted 1 year later revealed no significant difference be-
tween the mean fusion for each participant for the test versus
the re-test session (t = –1.23, p = .237).

Group comparison

The second part of the results describes the comparison be-
tween CI users and NH controls. The group average results for
the correct phoneme identification are shown in Fig. 4a.
Group differences were investigated by applying the MWU

test. The Bonferroni corrected alpha level for the three com-
parison between CI users and NH controls for the correct
phoneme identification was p = .017. For the NH controls,
the correct identification in the Aonly condition was overall
very high, with a mean of MNH = 97.1 %. NH controls easily
identified the auditory stimuli in the auditory condition. The
CI users on the other hand showed a significant reduction in
correctly identified phonemes (MCI = 68.7 %, U = –4.09, p <
.001). The Vonly condition revealed a clearly diminished cor-
rect identification rate for both groups (Fig. 4a) and no group
difference in the ability to discriminate the Vonly phonemes
was observed (MNH = 31.3 %, MCI = 31.69 %, U = –.22, p =
.848). When evaluating the results of the AV incongruent
(McGurk) condition, the correct answer would be the audio

Fig. 2 Examples of three AV tokens showing a skewed (left and right) or bimodal (middle) distribution of fusion percepts. Plotted are the percentages of
participants for a particular fusion proportion

Fig. 3 Stimulus disparity obtained by the NED model. a Ranked
stimulus disparities for each of the 96 AV tokens. Plotted are the
consonants of the auditory component of the McGurk token (e.g., B for
Ba). Different talkers are color-coded. b Stimulus disparities for each AV

token shown for each talker. c The mean fusion averaged over all
participants for each talker for the most common McGurk combination
A:Ba with V:Ga. Fusion in this case is just the response Da, to allow
comparison to other studies using this AV syllable combination
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part of the AV token. A significant group difference could be
observed for the McGurk condition. The NH controls correct-
ly identified the audio stimuli despite the incongruent visual
input withMNH = 46.48 %. In contrast, the CI group showed a
significantly lower number of correctly identified phonemes
(MCI = 6.43 %, U = –3.53, p < .001). To further explore the
McGurk condition, the response types of both groups were
split up to assess if the participants either perceived the correct
audio part of the AV token, or in the incorrect trials the visual
part of the AV token, or a fused percept (see Fig. 4b). To test
for group differences, the MWU was applied and the
Bonferroni correction adjusted the alpha value to 0.017 for
the three comparisons. The difference in the amount of the
chosen audio component has already been shown previously.
The NH controls reported for the incorrect trials significantly
less the visual component (MNH = 9.7 %,MCI = 24.94 %,U =
–4.18, p < .001). A fused percept was reported by the NH
controls in MNH = 43.83 % of the trials, which was signifi-
cantly less compared with the CI users (MCI = 68.62 %, U = –
2.74, p = .005). Nevertheless, comparing the fusion frequency
between groups is difficult and should importantly be done
independent of the stimulus material. Fused percepts were
therefore further analyzed with the NED-model.

A combined NED model for CI users and NH controls was
computed to compare individual audio-visual integration. The
estimated NED parameters, the sensory noise and the disparity
threshold are based on the fusion frequency of each individual
for each AV token. To reveal group differences, the Kruskal–
Wallis test was applied, followed up by a post hoc analysis,
performing the MWU test on the group data. The Bonferroni
adjusted alpha level was 0.025. The Kruskal–Wallis test re-
vealed a difference between the groups for both NED param-
eters, disparity threshold: χ2(1) = 12.74, p < .001, sensory
noise: χ2(1) = 17.16, p < .001. The MWU test revealed that
the group of CI users showed a higher sensory noise (CInoise

median = 0.98; SEM = 0.09) compared with the NH controls
(NHnoise median = 0.13; SEM = 0.02), U = –4.14, p < .001.
The individual prior probability to perceive the McGurk illu-
sion was higher in the CI group as well (CIthreshold median =
1.15; SEM = 0.07) compared to the NH controls (NHthreshold

median = 0.61; SEM = 0.05), U = –3.57, p < .001. The group
difference is shown in Fig. 5. The evaluation of the model fit
for the combined data from the NH and CI group revealed an
average RMSE for all stimuli (across subjects) of RMSE =
0.019 (compared with RMSEM&B = 0.026) and an average
RMSE for the subjects (across stimuli) of RMSE = 0.061
(compared to RMSEM&B = 0.032).

Discussion

The present study evaluated newly developed audio-visual
stimuli with a group of 24 NH individuals. Although we took
special care to standardize recording and post-processing

Fig. 4 a The correct phoneme identification of the NH controls (light
gray) and the CI users (dark gray) are shown for the three experimental
conditions. In the incongruent audio-visual condition (McGurk), the

correct answer was by instruction the auditory stimulus. bResponse types
for the McGurk condition separated in the percept of the auditory, the
visual, or the fusion component. Each dot indicates a single subject

Fig. 5 Group mean individual NED-Model parameters disparity thresh-
old (left) and sensory noise (right) for NH controls (light gray) and CI
users (dark gray). Each dot indicates the value of a single subject

Psychon Bull Rev (2017) 24:863–872 869



conditions and avoided as much physical variance as possible,
clear stimulus-dependent fusion frequencies were evident,
replicating previous reports (Basu Mallick et al., 2015; Jiang
& Bernstein, 2011). The different syllables revealed mean
fusion frequencies of approximately 40– 60 %, which, how-
ever, is highly misleading because the mean values arose by a
bimodal distribution of the perceivers. Most of the participants
either never or always perceived a fused percept for a partic-
ular token (cf. Fig. 2). This is further evident from the elicited
fusion frequency for each talker/each syllable combination
showing a significant variability. The observed variability high-
lights the need for talker- and stimulus-independent measures
and confirms recent studies indicating influences of both on the
results ofMcGurk studies (e.g., BasuMallick et al., 2015; Jiang
& Bernstein, 2011). It may be inferred that stimulus-dependent
factors average out if a large group of participants is presented
with a huge amount of stimuli, which is, however, not a very
efficient strategy in many experimental setups. These basic
results emphasize the importance of comparing the fusion fre-
quency independent of the presented stimuli. To address the
concern, that five repetitions of AV tokensmay not be sufficient
to reveal a reliable behavioral pattern, a re-test was performed
approximately 1 year later. We re-invited 16 out of 24 partici-
pants and presented them with a subset of 24 AV token, each
repeated 15 instead of the initial 5 times. The analyses of the re-
test session confirm a very high test–retest reliability and fur-
thermore indicate that the initial five repetitions were sufficient
to reveal a reliable behavioral pattern, even in a relatively small
sample. We tested our stimuli in a closed response set, giving
the participants a 4-AFC with the auditory and the visual com-
ponent and two fusion options as response choices. There are
studies showing that differences in the amount of fusion per-
cepts occur between an open and a close response set (Basu
Mallick et al., 2015; Colin, Radeau, & Deltenre, 2005), and
especially that fusion percepts are more likely in a closed
AFC setting. Nevertheless, it has been found that the variability
across stimuli and the extreme values for particular stimuli/
participants can be observed in both settings (Magnotti et al.,
2015). Jiang & Bernstein (2011) suggest evaluating new stim-
uli in an open-set before using an AFC. We tested our two
proposed fusion options in a pilot study before the main exper-
iment and participants did report positively on the response
options presented.We encourage users to use the OLAVS stim-
uli to test the McGurk illusion in an open-response set.

The NED-model derived stimulus disparity delivers a met-
ric that allows for selecting stimuli based on their ability to
elicit the McGurk illusion independent of talker, talker gender
and syllable combinations (Magnotti & Beauchamp, 2015).
We therefore characterized our 96 stimuli on their disparity
and found that the OLAVS stimuli covered the whole range of
possible disparities, which makes this set suitable for address-
ing different research questions with the McGurk illusion.
Testing the model fit by calculating the error of the estimated

and the measured fusion percepts for the subjects and for the
stimuli revealed reliable results. Further positive outcomes of
testing the NED model also support the validity of our results.
Alternatively, the estimated disparity for our OLAVS stimulus
set provides the possibility to select audio-visual stimuli ac-
cording to their likelihood of eliciting the McGurk illusion.
The OLAVS stimuli, including information about individual
stimulus disparities, will be made freely available.1

Our main motivation for developing OLAVS was to assess
differences between hearing-impaired and normal-hearing in-
dividuals in their audio-visual integration. To this end, we
compared in a second step a small subgroup of CI users to
the NH controls by the correct phoneme identification and by
the individual parameters of the NEDmodel, aiming to test if a
more stimulus-independent confirmation of the predicted
stronger audio-visual integration in CI users could be
achieved. Our group of CI users showed a significantly higher
frequency of fusion compared with the NH controls, whereas
recent studies did not reveal an overall significantly higher
fusion frequency for the CI users. An indication of a difference
in the fusion frequency could nevertheless be revealed in those
studies, depending on the CI benefit (Tremblay et al., 2009),
the age at implantation (Schorr et al., 2005) and the duration of
the CI experience (Desai et al., 2008). However, considering
that the fusion frequency depends greatly on the stimulus ma-
terial used, group comparisons within one study and across
individuals and studies are difficult to generalize. Our result of
a higher fusion frequency in CI users is based on a very small
sample size but a large set of stimuli. Nevertheless, the com-
bined model fit (data of CI users and NH controls in a single
model) revealed a reasonable RMSE, which is in line with the
evaluation of the original data (Magnotti & Beauchamp,
2015). Moreover, the interpretation of stronger audio-visual
integration is supported by the NED model confirming group
differences in the sensory noise of encoding the auditory and
the visual component and, importantly, in the individual
threshold of perceiving the McGurk illusion. It is known that
the perception of the McGurk illusion becomes stronger with
increasing age in normal-hearing adults (Sekiyama, Soshi, &
Sakamoto, 2014). Age differences for CI users regarding the
McGurk percept have not been intensively investigated so far.
Even though CI individuals covered a wide age range (19–75
years), a clear association between age and model outcome
was not found, and variance in model outcome parameters
was similar between groups. Furthermore, the individual dis-
parity threshold for the youngest CI user (1.27) descriptively
did not differ much from the two oldest CI participants (1.21
and 1.10). It therefore appears unlikely that the group differ-
ences we observed are strongly biased by age. Nevertheless,
future work investigating the role of age on audio-visual inte-
gration in hearing-impaired populations may reveal

1 https://www.uni-oldenburg.de/psychologie/neuropsychologie/links/
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interesting insights. In any case, our study is among the first to
support differences in audio-visual integration abilities be-
tween hearing impaired and hearing individuals on a
stimulus-independent level. We conclude that the OLAVS
stimulus set can identify differences in audio-visual integra-
tion between hearing-impaired and normal-hearing individ-
uals, in particular if the NED model is applied.

Furthermore, the response behavior in the incongruent
cases in which the participants did not perceive a fusion per-
cept was analyzed, meaning the analysis of the percentage of
responses to the auditory or the visual part of the audio-visual
McGurk stimulus. As expected from existing literature, anoth-
er difference between CI users and NH controls occurred. In
line with other studies, the group of CI users more often chose
the visual component in the case of ambiguous audio-visual
input (McGurk trials) compared to the NH controls (Desai
et al., 2008; Rouger et al., 2008; Schorr et al., 2005;
Tremblay et al., 2009). This indicates that CI users rely more
on the visual information in ambiguous situations and not as
much on the auditory input, which might be due to the coarse
auditory information by the CI. NH individuals in contrast, if
they did not perceive the McGurk illusion, more frequently
chose the auditory component of the incongruent stimulus.

Neurocognitive studies have shown that the auditory cortex
takes over visual functions during the time of auditory depriva-
tion, a pattern of reorganization which has been considered mal-
adaptive for speech recovery (Sandmann et al., 2012). On the
other hand, CI users also show stronger activity in the auditory
cortex while processing faces, and this effect has been related to
better face recognition and lip-reading abilities (Stropahl et al.,
2015). Furthermore, a recent study showed cross-modal reorga-
nization of the visual cortex in CI users (Chen, Sandmann,
Thorne, Bleichner, & Debener, 2015). The relationship between
the reorganization of visual and auditory cortices in response to
auditory sensory deprivation may be linked to speech recogni-
tion performance (see Stropahl, Chen, & Debener (2016) for a
review). It is therefore important to investigate the integration of
information from bothmodalities to further our understanding of
neural changes due to auditory deprivation (and subsequent au-
ditory restoration). A recent study comparing normal hearing
and early-stage hearing-impaired individuals found further sup-
port for cross-modal reorganization (Campbell & Sharma,
2014), raising the interesting question how much sensory dep-
rivation is needed to initialize cortical reorganization. In our
view, the individual parameters of the NED model can help to
associate altered patterns of audio-visual integration with neural
markers. The sensory noise measure in particular might be re-
lated to trial-by-trial fluctuations in brain responses (partly
reflecting Bneural^ noise), whereas the disparity threshold might
be related to the amount of activity in cortical regions involved
in audio-visual integration, such as the superior temporal sulcus
(Magnotti & Beauchamp, 2015; Nath & Beauchamp, 2012;
Nath, Fava, & Beauchamp, 2011).

Conclusion

The OLAVS audio-visual stimuli presented here can be used
to study the McGurk effect and track differences in audio-
visual integration between individuals, such as clinically rel-
evant groups. Stimulus selection based on the audio-visual
properties can be done by applying the NED model, which
provides a measure of disparity (Magnotti & Beauchamp,
2015). The comparison of the stimulus-independent, individ-
ual parameters of the NED model revealed a higher sensory
noise and a higher threshold of perceiving the McGurk illu-
sion for the CI users compared with the NH controls. This
result provides evidence for stronger audio-visual integration
in CI users. The OLAVS stimuli and their characterization by
the NED model are freely available.
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