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Abstract Knowing which properties of visual displays facili-
tate statistical reasoning bears practical and theoretical implica-
tions. Therefore, we studied the effect of one property of visual
diplays– iconicity (i.e., the resemblance of a visual sign to its
referent)– on Bayesian reasoning. Two main accounts of sta-
tistical reasoning predict different effect of iconicity on
Bayesian reasoning. The ecological-rationality account
predicts a positive iconicity effect, because more highly
iconic signs resemble more individuated objects, which tap
better into an evolutionary-designed frequency-coding mech-
anism that, in turn, facilitates Bayesian reasoning. The nested-
sets account predicts a null iconicity effect, because iconicity
does not affect the salience of a nested-sets structure—
the factor facilitating Bayesian reasoning processed by a
general reasoning mechanism. In two well-powered ex-
periments (N = 577), we found no support for a positive
iconicity effect across different iconicity levels that were
manipulated in different visual displays (meta-analytical
overall effect: log OR = −0.13, 95 % CI [−0.53, 0.28]). A
Bayes factor analysis provided strong evidence in favor of
the null hypothesis—the null iconicity effect . Thus, these
findings corroborate the nested-sets rather than the
ecological-rationality account of statistical reasoning.

Keywords Iconicity . Bayesian reasoning . Visual displays .

Nested sets . Bayes factor

Research has firmly established that people struggle with
statistical reasoning, but has also identified some methods
of improvement (e.g., Cosmides & Tooby, 1996;
Gigerenzer & Hoffrage, 1995; Girotto & Gonzalez, 2001).
In Bayesian reasoning, for example, presenting statistical
information in a nested-sets structure leads to more
Bayesian inferences than in a normalized structure (e.g.,
“4 out of 6 chances” vs. “67 % chance”; Sloman, Over,
Slovak, & Stibel, 2003). Visual displays accompanying a
Bayesian task represent another source of improvement
(Brase, 2009; Cosmides & Tooby, 1996; Sedlmeier, 1999;
Sloman et al., 2003; Yamagishi, 2003). Indeed, visual dis-
plays accompanying problems with normalized structures
benefit participants unambiguously (Sedlmeier, 1999;
Sloman et al., 2003). However, the evidence is more mixed
for problems entailing nested-sets structures—whereas vi-
sual displays did not improve Bayesian performance in
tasks involving natural frequencies (Cosmides & Tooby,
1996) or nested-sets probabilities (Sloman et al., 2003),
they did benefit performance in tasks featuring a chances
format (Brase, 2009).

Since the authors used different visual displays, such con-
tradictory evidence raise a question as to what specifically in
visuals promoted the improved statistical performance. A
better understanding of the underlying mechanisms would
enable the design of more effective visual displays; it would
also inform a theoretical debate between the two accounts of
Bayesian reasoning: the ecological-rationality account and
the nested-sets account . According to some proponents of the
ecological-rationality account, visuals facilitate performance
to the extent they mimic the natural occurrence of statistical
information—the individuated objects with a natural-
sampling structure—because these tap into an evolutionary
designed frequency-coding mechanism (Brase, 2009;
Cosmides & Tooby, 1996). In contrast, according to some
proponents of the nested-sets account, visuals facilitate per-
formance to the extent they make the relationships between
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the sets, the nested-sets structure, more “visible” to partici-
pants (Barbey & Sloman, 2007; Sloman et al., 2003; Tversky
& Kahneman, 1983). When the statistical format already
highlights the nested-sets structure, the presence of a visual
is redundant and does not promote Bayesian reasoning.

Thus, two separate properties of visuals were proposed to
enable the facilitation: (1) the iconicity of the visual elements1

(i.e., the extent to which the signs resemble the represented
objects), and (2) the depiction of the nested-sets/natural-sam-
pling structure (i.e., the specific partitioned structure of the
statistical information). Although the effect of the partitioned
information structure is a common ground for both accounts,
the effect of iconicity is not. The ecological-rationality ac-
count predicts a positive iconicity effect on statistical reason-
ing (iconicity-effect hypothesis), because the higher in iconic-
ity the representations are, the more easily they should elicit
frequency representations, which tap into “intuitive cognitive
mechanisms for tracking frequencies of real-world objects,
events or locations” (Brase, 2009, p. 372). Therefore, increas-
ing the iconicity of displays should increase performance with
less-individuated objects such as chances. For instance,
chances represented by icon arrays (i.e., pictographs,2 high-
iconic representations) led to superior performance relative to
chances represented by dots in Venn diagrams (or, rather,
Euler circles3; low-iconic representations): “Adding dots to
Venn circles . . . does not appear to be sufficient to generate
facilitation similar to that found with iconic representations”
(Brase, 2009, p. 379). In contrast, the nested-sets account
predicts a null iconicity effect on statistical reasoning (null-
iconicity hypothesis), because high-iconic representations en-
tail the same nested-sets structure as do low-iconic represen-
tations, which is the only factor responsible for facilitation and
is processed by a general reasoning mechanism (Sloman et al.,
2003).

Previous research has addressed the effects of iconicity and
nested-sets components by showing differences in the magni-
tudes of the effects for various visual displays deemed to
represent these properties (see Brase, 2009; Sedlmeier, 1999;
Sloman et al., 2003; Yamagishi, 2003). Most recently, Brase
found that normative performance in a Bayesian task with
chances accompanied by an Euler circles diagram (either
empty or with dots) was lower than when chances were

accompanied by pictographs, and he attributed this effect
to—what we will label here as—iconicity. Thus, prior re-
search has estimated the iconicity effect from comparisons
between different types of visual displays (e.g., Euler circles
and pictographs). Different displays may represent not only
different levels of iconicity, but different visual patterns not
related to iconicity, different wordings connecting the tasks
with the displays, or different previous states of knowledge of
the displays. Indeed, from a graph-processing point of view,
such differences as mentioned above could affect reasoning
performance because of their effect on the basic graph com-
prehension processes not related to iconicity (such as
encoding the visual patterns of the displays, translating the
patterns into conceptual relations, or identifying referents of
the relations; see Carpenter & Shah, 1998). For example, in
visuals accompanying a Bayesian task, dots in Euler circles
could be interpreted as having an illustrative meaning (e.g., to
represent “shading” denoting a category), whereas icons in
pictographs could be interpreted as having a literal meaning
(e.g., to represent corresponding numbers in a task)—not
because of different levels of iconicity, but because of different
previous experiences with the visuals. Such a visual pattern
would translate into a conceptually different relationship be-
tween the task and the visual, which could affect the perfor-
mance. In summary, we do not know whether the “iconicity
effect” observed in previous studies occurred due to iconicity
or to other factors.

Present research

In this article, we aim to estimate the effect of iconicity on
Bayesian reasoning without the confounding variables men-
tioned above. We adopted the paradigm that Gaissmaier et al.
(2012) had used to study the comprehension of health-related
statistics, in which the authors manipulated the iconicity of
visual elements representing the objects (e.g., women repre-
sented as icons or photographs) within one visual display
rather than between types of visual displays. Similarly, we
disentangled the effect of iconicity from other possible facil-
itating variables that are inherent to visual displays by manip-
ulating the iconicity of the visual elements within the same
types of visual displays. In Experiment 1, we investigated the
effect of an orthogonal manipulation of iconicity (iconicity
low [dots] vs. high [icons]) and visual displays (Euler circles
and pictographs) on Bayesian reasoning with chances. In
Experiment 2, we tested the effect of Euler circles with three
levels of iconicity (i.e., dots, icons, and 3-D plastic figurines)
on Bayesian reasoning with chances, using a verbally
concealed nested-sets structure. We hypothesized that a posi-
tive iconicity effect would support the ecological-rationality
account, whereas a null iconicity effect would support the
nested-sets account.

1 From a semiotic perspective, we can conceptualize iconicity in two
ways (see Morris & Hamilton, 1965): (1) iconicity for all, including
arbitrary, signs (the definition used in Gaissmaier et al., 2012) or (2)
iconicity of visual signs only (used here, because it enabled us to distin-
guish the similarity of the visual elements in the displays from their
respective organizations).
2 To avoid equivocal labels, we will refer to the types of visual displays
here as “pictographs,” and to the specific elements of pictographs featur-
ing human-like figures as “icons.”
3 As was noted by a reviewer, a more appropriate label for the “Venn
diagrams” used here and in Brase (2009) would be “Euler circle dia-
grams,” a term that we will use in the rest of this article.

962 Psychon Bull Rev (2014) 21:961–968



Experiment 1

Method

Participants and design We assumed an iconicity effect sim-
ilar to the one in Brase’s (2009, Exp. 3) study: a 24.0 %
difference (23.6 % correct answers across two low-iconicity
levels, subtracted from 47.6 % correct answers across two
high-iconicity levels) and α = .05, 1 – β = .80, and a two-
sided test (Cohen, 1988). Therefore, we planned to recruit 62
participants per experimental condition (i.e., in total 310 par-
ticipants, adjusted then for the assumption that 20 % would
fail to pass an instructional manipulation check;
Oppenheimer, Meyvis, & Davidenko, 2009).

Consequently, 372 Amazon Mechanical Turk users partic-
ipated in this experiment. We excluded 54 (four because of a
duplicated entry, and 50 others because they failed to pass the
instructional manipulation check) and analyzed the data from
the remaining 318 participants (184 males, 134 females; age
range 18–72 years, M = 32.8, SD = 11.9). In a between-
subjects design, the participants were randomly allocated to
one of the five conditions: four experimental conditions, ma-
nipulated in a 2 (iconicity: dots vs. icons) × 2 (visual displays:
Euler circles vs. pictographs) design, and one control condi-
tion (no pictorial representation).

Materials and procedure Participants in the experimental
conditions solved a Bayesian problem, the Disease X problem
(as had been used in Brase, 2009; see Table 1, panel A), which
was accompanied by one of the four visual displays depicted
in Fig. 1a: Euler circles with dots, Euler circles with icons, a
pictograph with dots, or a pictograph with icons. Participants
in the control condition solved the same Bayesian problem,
but with no visual aids. Afterward, all participants were asked
to answer an unexpected recognition task (a paradigm
employed in Mani & Johnson-Laird, 1982). It consisted of
eight statements describing a mental model of the problem
(the Bayesian Reasoning Understanding Scale; see Table 1,
panel B) that measured the participants’ understanding of the
problem. On the basis of an item discrimination analysis
(item-total correlations), we combined six items into an index
ranging from 0 (no understanding ) to 6 (complete under-
standing) (Cronbach’s α = .72, M = 4.9, SD = 1.5). Finally,
participants answered the question of whether they had previous
experience with Bayesian tasks4 and some sociodemographic
questions.

Results and discussion

The overall proportion of correct Bayesian answers was relative-
ly high and varied just minimally and nonsignificantly as a

Table 1 Bayesian task materials used in Experiments 1 and 2

A) The “Disease X” task as used in the Exp. 1 of Brase, 2009, p. 373

There is a newly discovered disease, Disease X, which is transmitted by a
bacterial infection. Here is some information about the current research
on Disease X and efforts to test for the infection that causes it.
A person has 6 chances out of 100 of having the infection. There is a
test to detect whether or not a person has this infection, but it is not
perfect. Specifically, only 4 of the 6 chances of having the infection
were associated with a positive reaction from the test.
On the other hand, 16 of the remaining 94 chances of not having the
infection (that is, being perfectly healthy) were also associated with a
positive reaction from the test.
Imagine Michael is tested now. Out of a total of 100 chances, Michael
has _____ chance(s) of positive reaction from the test, _____ of which
will be associated with actually having the infection.

B) Bayesian Reasoning Understanding Scale (as used in the Exp. 1)

Michael has some chances of having a positive reaction from the test,
and some of them will be associated with actually having the Disease
X. [0.20]
Michael has some chances of having a negative reaction from the test,
and some of them will be associated with actually having the Disease
X. [0.70]
Michael has some chances of having a positive reaction from the test,
some of themwill be associated with having the Disease X and some of
them with not having the Disease X. [0.30]
Michael has some chances of having a positive reaction from the test,
and all of them will be associated with actually having the Disease X.
(R) [0.49]
If Michael receives a negative reaction from the test, it is possible that
Michael has Disease X. [0.82]
If Michael receives a negative reaction from the test, it is sure that
Michael does not have Disease X. (R) [0.77]
If Michael receives a positive reaction from the test, it is sure that
Michael has Disease X. (R) [0.51]
If Michael receives a positive reaction from the test, it is possible that
Michael does not have Disease X. [0.44]

Note. (R) indicates that the item was reversed; the values of point-biserial
correlations of an item and total score are indicated in the squared
brackets; the final index consisted of the six items with correlations
higher than 0.40.

C) The modified “Disease X” task (as used in the Exp. 2; translation)

There is a newly discovered disease in Europe, Disease X, which is
transmitted by a bacterial infection. Here is some information about the
current research on Disease X and efforts to test for the infection that
causes it.
A person has a 6 out of 100 chance of having the infection. There is a
test to detect whether or not a person has this infection, but it is not
perfect. Specifically, if a person is infected with Disease X, then the
chance that he will have a positive result in the test is 4 out of the 6.
On the other hand, if a person is not infected with Disease X (that is,
being perfectly healthy), then the chance that his test is also positive is
16 out of the 94.
Imagine a common European, without any symptoms, is tested now.
His test turns out to be positive. What is the chance that he is really
infected with Disease X? ____ out of ____

4 Previous experience affected Bayesian performance but not the focal
effects, and therefore we kept the participants with previous knowledge in
the subsequent analyses.
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function of the manipulations (Table 2, upper panel): The
visual displays provided no additional benefit, as compared
with the control group, and most importantly, iconicity did not
influence the Bayesian performance. Additionally, the differ-
ent visual displays (Euler circles or pictographs) did not
influence Bayesian performance (respectively, 37.9 % vs.
38.3%),χ2(1) < 0.01, p = 1.000,φ < .01. A two-way analysis
of variance (ANOVA) with iconicity and types of visual
displays as independent variables and the Bayesian
Reasoning Understanding Scale score as a dependent variable
yielded similarly nonsignificant results (all effects: Fs < 1 and
ηp

2s < .01).

Nevertheless, not rejecting the null hypothesis does not log-
ically entail accepting the null hypothesis (Albert, 2009; Rouder,
Speckman, Sun, Morey, & Iverson, 2009). Therefore, we quan-
tified the evidence to support the null or the alternative hypoth-
esis by computing a Bayes factor for the focal effect of iconicity
on (a) the proportion of correct answers and (b) the extent of
Bayesian reasoning understanding. A Bayes factor analysis for
the proportion of correct answers yielded substantial evidence to
support the null iconicity effect (BF01 = 2.91, assuming a
uniform distribution of priors; see Albert, 2009): The data were
almost three times more likely under H0 than H1. A Bayes
factor analysis for the extent of Bayesian reasoning

Fig. 1 Visual displays used in (a) Experiment 1 (upper panel) and (b)
Experiment 2 (lower panel). Panel A. In Experiment 1, the figures were
preceded by the following text: “The picture below summarizes the above
information, and is provided for you to use in the process of answering the
following item. 100 chances are represented by the 100 dots [figures]
printed below. Dots [Figures] that are in a dark-grey circle (darkened)
represent those chances with the infection. Dots [Figures] that are in a
light-grey circle are those chances which have a positive reaction to the
test.” The text without italics, brackets, and parentheses represents the
exact wording for the Euler circles in the low-iconicity condition. The
squared brackets indicate alterations in the wording for the high-iconicity

conditions. The parentheses indicate an alteration in the wording for the
pictograph conditions. Panel B. In Experiment 2, the figures were pre-
ceded by the following text: “Dots [icons, 3-D plastic figurines] in the
picture below represent the information from the task above and corre-
spond with the numerical values, which the task contains.” The text
without brackets represents the exact wording for the Euler circles in
the low-iconicity condition. The squared brackets indicate alterations in
the wording for the medium- and high-iconicity conditions. Please note
that participants saw real 3-D figurines placed in the circles drawn on a
sheet of paper in high level iconicity condition; the picture above depicts
only a schematic representation of this condition
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understanding5 yielded strong evidence to support the null
iconicity effect (BF01 = 10.18, assuming equal priors for
both hypotheses; Rouder et al., 2009): The data were
approximately 10 times more likely under H0 than H1.

Taken together, our findings indicate that the level of ico-
nicity of the visual displays did not play a role in facilitating
Bayesian reasoning. This result is not consistent with the
ecological-rationality account, which assumes that high-iconic
representations facilitate Bayesian reasoning because they bet-
ter tap into cognitive mechanisms for tracking frequencies
(Brase, 2009). The null iconicity effect supports the nested-
sets account, which does not assume that the iconicity of visuals
is the driving force of the facilitation (Sloman et al., 2003).

We should, nevertheless, consider alternative explanations
for the null iconicity effect before drawing strong theoretical
conclusions. First, the lack of facilitation found here for the
visual displays, in contrast to Brase (2009), might have hin-
dered the effect of iconicity on reasoning. Second, the lack of
an iconicity effect might have been related to the task’s ad-
ministration: We presented the visuals through a computer
screen and not in a paper-and-pencil format (as had Brase,
2009). It is possible that high-iconic visuals may only encour-
age more interactivity, which has been shown to facilitate
reasoning, than low-iconic visuals when they are presented

in a paper-and-pencil format (e.g., Vallée-Tourangeau &Krüsi
Penney, 2005). For example, high-iconic displays could trig-
ger more spontaneous notes or drawings that would help
people realize the nested-sets structure of the display.
Finally, the null iconicity effect may have been due to a weak
iconicity manipulation. To test these possibilities, we designed
the second experiment, in which we (1) modified the wording
of the Disease X text problem to decrease the salience of the
nested-sets structure, and therefore decrease the overall per-
formance (this should maximizes chances to detect a benefi-
cial effect of visual displays); (2) presented the Bayesian
problem in a paper-and-pencil form, to enable interactivity;
and (3) devised an additional manipulation of a high-iconic
visual featuring concrete physical stimuli (i.e., 3-D plastic
figurines), as had been suggested in Brase (2009).

Experiment 2

Method

Participants and design A total of 259 social science under-
graduates (62 males, 197 females; age range 19–28 years,M =
21.2, SD = 1.3; one person failed to report age) of Comenius
University in Slovakia participated in this experiment. In a
between-subjects design, the participants were randomly allo-
cated to one of the four conditions: three experimental condi-
tions (iconicity: dots, icons, or 3-D plastic figurines; see
Fig. 1, panel B) and one control condition (no visual aid).

5 The difference between the low- and high-iconic elements in Bayesian
reasoning understanding was not significant (respectively, n1 = 127,
M1 = 4.84, SD1 = 1.51; n2 = 133,M2 = 4.82, SD2 = 1.48), t(258) = 0.124,
p = .902.

Table 2 The effects of iconicity and visual displays on the proportion of correct answers in Bayesian reasoning

Overall Effect Iconicity Effect Visual-Display Effect

Experiment 1 (n = 318)

Control (n = 58) 43.1 % 43.1 %

Euler circles with dots (n = 64) 40.6 % 40.9 % 38.1 %
Pictographs with dots (n = 63) 41.3 %

Euler circles with icons (n = 68) 35.3 % 35.3 %
Pictographs with icons (n = 65) 35.4 %

χ2 (df) 1.37 (4) 0.87 (1) 0.50 (1)

p .851 .373 .552

ES 0.07 −0.06 −0.04
Experiment 2 (n = 259)

Control (n = 63) 1.6 % 1.6 %

Euler circles with dots (n = 67) 23.9 % 23.9 % 25.0 %
Euler circles with icons (n = 66) 27.3 % 27.3 %

Euler circles with figures (n = 63) 23.8 % 23.8 %

χ2 (df) 17.11 (3) 0.27 (2) 16.78 (1)

p .001 .895 <.001

ES 0.26 0.04 0.25

χ2 , Pearson chi-square test; (df), degrees of freedom; p , statistical significance (i.e., the probability of the data given the null hypothesis about the
independence of the variables); ES, effect size for comparisons, with df = 1 for φ , and dfs above 1 for Cramer’s V.
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Materials and procedure Participants solved the modified ver-
sion of the Disease X problem (see Table 1, panel C) accom-
panied by a visual display (i.e., Euler circles) with one of the
three different levels of iconicity, or by no visual display (a
control condition). We modified the Disease X task so as to
decrease the verbal transparency of the nested-sets structure by
using conditional expressions instead of set reference wordings
and by using the singular term for “chances” (i.e., “chance”). In
addition, we used only Euler circles, since they had shown
performance similar to that with pictographs in Experiment 1.
We also minimized the amount of textual information describ-
ing the visual elements by introducing short descriptive labels
instead (consequently, we removed the redundant shading).
Finally, given the similar data patterns between the proportion
of correct Bayesian answers and the score in the Bayesian
Reasoning Understanding Scale, we only measured the former
not the latter. As in Experiment 1, participants answered some
sociodemographic questions.

Results and discussion

The proportions of correct Bayesian answers as a function of
manipulation are depicted in the lower panel of Table 2. The
performance in the control condition was low; thus, our inten-
tion to create a difficult version of the task was successful. The
visual displays significantly facilitated performance (visual-
display effect); nevertheless, the degree of iconicity of the visual
displays did not influence the proportions of correct answers. To
test the null iconicity effect further, we quantified the evidence,
using a Bayes factor analysis for the three levels of iconicity on
the proportions of correct answers (Albert, 2009). The analysis
yielded strong evidence to support the independence model (i.e.,
the null iconicity effect), BF01 = 13.16 (assuming a uniform
distribution of priors), which means that the data were roughly
13 times more likely under H0 than under H1.

The participants in Experiment 2 performed noticeablyworse
than those in Experiment 1, probably due to the harder task with
the verbally concealed nested-sets structure (although featuring
the same format of the statistical information). Visual displays,
regardless of their iconicity, compensated somewhat for the
performance discrepancy. Therefore, the visual facilitation oc-
curred here, most likely, due to appreciation of the nested-sets
structure depicted in the visual displays, which increased the
very low absolute performance (observed in the control group).
The parsimony of such an explanation makes the changes
introduced in the visual materials used in Experiment 2 (e.g.,
the inclusion of descriptive labels) less likely to be responsible
for the facilitation. These changes are also unlikely to be respon-
sible for the null iconicity effect, since the null effect occurred
with visuals not featuring these changes in Experiment 1. Thus,
the present results replicated the null iconicity effect and

substantiated its robustness: The effect was independent of
visual facilitation or interaction with the materials.

However, we must account for one additional concern about
the null results of iconicity—a lack of precision in the estima-
tion. A small-scale meta-analysis provided an effective tool to
increase statistical precision to detect a smaller iconicity effect
than was assumed in our power analysis (Cumming, 2012). We
synthesized the following four comparisons using the R pack-
age metafor (Viechtbauer, 2010): from Experiment 1, (1) dots
versus icons in Euler circles and (2) dots versus icons in
pictographs, and from Experiment 2, (3) dots versus icons
and (4) dots versus figurines. Due to the lack of evidence on
heterogeneity between the comparisons [Q (3) = 1.01, p =
.800], we fitted a fixed-effect model. The overall effect was
slightly negative and approaching zero, log OR = −0.13, 95 %
CI [−0.53, 0.28], z = −0.61, p = .543 (Fig. 2). Thus, the null
iconicity effect does not appear to be due to an imprecise
estimation of a population effect (Cumming, 2012).

General discussion

In two well-powered experiments, we found that iconicity did
not play a role in facilitating Bayesian reasoning with chances.
A measurable effect of iconicity did not occur either in a
factorial experiment featuring two iconicity levels in Euler
circles and pictographs (Exp. 1) or in an experiment featuring
three iconicity levels in Euler circles (Exp. 2); the data meta-
analysis suggests that the iconicity effect did not occur due to a
lack of precision. We quantified this evidence using a Bayes
factor analysis and found reasonably strong support for the
null-iconicity-effect hypothesis. Our results diverge from
those demonstrating the effect of iconicity on Bayesian rea-
soning, featuring the identified confounders (e.g., Brase,
2009), but converge with results demonstrating the null ico-
nicity effect in other reasoning domains, avoiding the identi-
fied confounders (e.g., Gaissmaier et al., 2012).

Overall, these findings contribute to the theoretical debate
on the underlying mechanism of partitive formats facilitations
in Bayesian reasoning. First of all, the two theoretical accounts
of the facilitative effect in Bayesian reasoning predict different
effects of iconicity in a chances format (Brase, 2009; Sloman
et al., 2003). The null iconicity effect demonstrates that gra-
dations of visual iconicity (i.e., processing chances by using
less or more individuated objects) failed to benefit statistical
reasoning. Therefore, the processing of natural frequencies
seems not to be guided by a specialized cognitive mechanism
(Cosmides & Tooby, 1996), but rather by a more general
reasoning mechanism (Sloman et al., 2003). Furthermore, if
the low-iconic material (i.e., dots) already tapped into the
specialized frequency mechanism then doubts about its evo-
lutionary roots remain: Less than a half of the participants
benefited from such activation. An explanation more
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consistent with our data suggests that dots as well as icons
encourage the representation of chances as instances of cate-
gories (thus promoting an outside view), which reveals the set
structure of the problem (Sloman et al., 2003).

Moreover, although the nested-sets structure was not directly
manipulated here, the visual representations only facilitated
performance when the nested-sets structure of the problem
was verbally concealed (Exp. 2). This further supports the
nested-sets rather than the ecological-rationality account, since
the former posits that the facilitative power of visuals would
rely on a clear depiction of the nested-sets structure only. Our
results thus complement findings supporting the existence of a
general reasoning mechanism responsible for processing fre-
quencies or probabilities with a partitioned structure (e.g.,
Barbey & Sloman, 2007; Lesage, Navarrete, & De Neys,
2013; Sirota & Juanchich, 2011; Sirota et al., 2013). Indeed,
if we clearly depict sets or, in more general terms, logical
relations (see Over, 2007), the level of iconicity of the set
representation should not affect reasoning performance.
Finally, the absence of facilitation by visual displays that we
found in Experiment 1 and its presence with increased verbal
task difficulty in Experiment 2 indicate that the nested-sets
structure had to be adequately communicated in order to trigger
a nested-sets mental representation. Thus, future research
should elaborate inmore detail the cognitive processes involved
in solving Bayesian tasks (see Sirota et al., 2013).

Some methodological limitations of our present findings
should be addressed in future research. For example, future
studies should include a manipulation check to ensure a suc-
cessful manipulation of iconicity. For the purpose of our
studies, this limitation had only a narrow impact on our
conclusions, because we used stimuli very similar—in terms
of iconicity—to those used in previous research in which a

positive iconicity effect had allegedly been observed (e.g.,
Brase, 2009). Moreover, our findings fit with those of
Gaissmaier et al. (2012), who used even more highly iconic
signs than we did, such as actual photographs of people, but
did not find any iconicity effects on statistical information
processing. Future research should investigate the effects of
other variables associated with visuals, such as attractiveness
or prior knowledge of the visuals; these may co-occur with
iconicity and represent different mechanisms through which
iconicity can influence performance.

Despite these limitations, the null iconicity effect remains a
robust effect, as estimated by a meta-analysis of the data of two
well-powered experiments, and thus is unlikely to be a statisti-
cal artifact. On the contrary, using Bayesian inference, strong
evidence supports the null iconicity effect. Naturally, more
replication studies should firmly establish the null effect and
extend it to other types of statistical reasoning. We would also
call for more evidence before formulating any practical guide-
lines for the communication of health, climate, or other publicly
relevant risks (see also Sirota & Juanchich, 2012). So far, the
current evidence suggests that visual displays can sometimes be
unnecessary, and sometimes efficient, in communicating infor-
mation requiring statistical reasoning. Nevertheless, such ben-
eficial effects do not hinge on the iconicity of the visuals.

Conclusion

We found that visual displays improved Bayesian reasoning as
compared with a text-task condition, but only when the
nested-sets structure was not verbally salient. The iconicity
of visuals did not generate any facilitation: schematic, low-
iconic visual displays appear to aid statistical Bayesian

Fig. 2 Meta-analytical effect of low- versus high-iconic visual displays
on Bayesian reasoning, depicted in a forest plot (a fixed-effect model).
Source, the individual comparisons (the low-iconicity group in Exp. 2
was randomly split into two subgroups); Weight, weighting of the com-
parisons; Effect Size [95 % CI], log odds ratio and its 95 % confidence
interval; FE Model for All Comparisons, the overall fixed effect.

Technical Note: We randomly split the “dots” group of Experiment 2
into two subsets to avoid the problem of group repetition in the
“multiarm” Experiment 2 (see Higgins & Green, 2008); The number of
correct answers out of the total answers was n1 = 7 out of 33 for the first
subset and n2 = 9 out of 34 for the second subset
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reasoning as well as high-iconic visual displays. Therefore,
our findings do not support the ecological-rationality account,
which predicts a positive effect of iconicity on performance,
but do support the nested-sets account, according to which
iconicity plays a negligible role in Bayesian reasoning.

Author note We thank Cathleen Moore and three anonymous re-
viewers for their helpful comments on an earlier version of the
manuscript.
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