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Abstract
In many Western cultures, the processing of temporal words related to the past and to the future is associated with left and 
right space, respectively – a phenomenon known as the horizontal Mental Time Line (MTL). While this mapping is appar-
ently quite ubiquitous, its regularity and consistency across different types of temporal concepts remain to be determined. 
Moreover, it is unclear whether such spatial mappings are an essential and early constituent of concept activation. In the 
present study, we used words denoting time units at different scales (hours of the day, days of the week, months of the year) 
associated with either left space (e.g., 9 a.m., Monday, February) or right space (e.g., 8 p.m., Saturday, November) as cues in 
a line bisection task. Fifty-seven healthy adults listened to temporal words and then moved a mouse cursor to the perceived 
midpoint of a horizontally presented line. We measured movement trajectories, initial line intersection coordinates, and final 
bisection response coordinates. We found movement trajectory displacements for left- vs. right-biasing hour and day cues. 
Initial line intersections were biased specifically by month cues, while final bisection responses were biased specifically by 
hour cues. Our findings offer general support to the notion of horizontal space-time associations and suggest further inves-
tigation of the exact chronometry and strength of this association across individual time units.

Keywords Time words · Mental time line · Line bisection · Space-time association · Mouse tracking

Introduction

One distinct feature of Homo sapiens is their ability to pro-
cess complex abstract concepts (e.g., Borghi et al., 2018, 
2022). Abstract concepts are those that have referents that 
cannot be perceived directly via sensory input (e.g., words 
like creativity or legend, but also words referring to emotions, 
time units, or quantities). Although they are omnipresent in 
human languages and are well described in the linguistic, 
psycholinguistic, and cognitive literature (see for reviews: 
Hoffman, 2016; Mkrtychian et al., 2019; Montefinese, 2019), 
the nature of abstract concepts is still a matter of debate. 
According to embodied theories of cognition, the sensori-
motor system plays a key role in acquiring and retrieving 
not only concrete but also abstract concepts (Barsalou, 1999; 
Borghi et al., 2017; Myachykov et al., 2014; Pulvermüller, 
1999; Vigliocco et al., 2004). For example, right-handers 
have been found to make faster responses to positive emo-
tional words with their right hands, while in left-handers, this 
pattern is reversed (Casasanto, 2009), supporting the notion 
of spatial mapping of affective semantics. Another example is 
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the influence of breathing rhythms on processing quantities, 
leading to the perception and production of larger numbers 
after inhaling compared to exhaling (Belli et al., 2021), in 
line with the framework of linking numerical cognition to 
the physical experience of magnitude (Sixtus et al., 2023).

The present study focuses on time concepts – a particu-
larly frequent, practically relevant, yet challenging concept 
type. While highly abstract, they are among the first words 
that appear in the human lexicon, as well as among the 
most commonly used words in any language (Kopár, 2010). 
Although processing information about time might be cru-
cial for survival in the dynamic world around us, people 
are not known to possess special receptors for time percep-
tion. This constitutes a challenge for the embodied cogni-
tion framework (but see Borghi et al., 2022, for counterargu-
ments). Here, we investigate how activation of time concepts 
is reflected in putatively related sensorimotor processes.

Existing research suggests that people often rely on space 
when talking about time. For example, processing spatial 
stimuli can prime reasoning about past and future events 
(Boroditsky & Ramscar, 2002). Moreover, time-related 
phrases often include space-related words, such as an hour 
behind or the days ahead (see Gentner et al., 2002; Lakoff, 
1993). Time-related expressions are also often accompanied 
by gestures systematically pointing to specific directions 
(e.g., Núñez et al., 2012; Núñez & Sweetser, 2006; Walker 
& Cooperrider, 2016).

One well-documented demonstration of the association 
between time and space is the phenomenon as known as Spa-
tial-Temporal Associations of Response Codes (STEARC): 
facilitated left-oriented responses to past-related words 
and right-oriented responses to future-related words (e.g., 
Ishihara et al., 2008; Santiago et al., 2007; Torralbo et al., 
2006). Initially observed in the horizontal dimension, the 
STEARC effect was later registered in the vertical dimen-
sion as well, with past-related words associated with lower 
space and future-related words with upper space (for Euro-
pean cultures: e.g., Beracci & Fabbri, 2022; Ruiz Fernández 
et al., 2014; but see Boroditsky et al., 2011; Casasanto & 
Bottini, 2014, Experiment 1; Kolesari & Carlson, 2018, for 
the absence of vertical STEARC effect for certain types of 
temporal stimuli). Finally, a similar space-time association 
was found for the sagittal dimension, with past events occu-
pying the space behind and future events in front of the agent 
(e.g., Teghil et al., 2021). As an important point to note, 
however, linear mappings are not the only spatial arrange-
ments available for the mapping of temporal concepts. Sev-
eral studies indicate a circular clockwise representation for 
months of the year, with January positioned either at the top 
or at the bottom of an imagined circle (Laeng & Hofseth, 
2019; Leone et al., 2018; see also Seymour, 1980). A simi-
larly circular format has been inferred for hours of the day 
(Bächtold et al., 1998; Ristic et al., 2006; Vuilleumier et al., 

2004), probably reflecting time representation on a standard 
clock face.

Taken together, these and similar findings suggest that 
time concept representations can be organized within a com-
plex three-dimensional space that includes horizontal, verti-
cal, and sagittal axes (Boroditsky, 2011; Ding et al., 2020; 
Miles et al., 2011). Among the three axes, or Mental Time 
Lines (MTL, Bender & Beller, 2014; Bonato et al., 2012), 
the horizontal dimension has received particular attention 
in studies using reaction-time analysis (see von Sobbe et al., 
2019, for a meta-analysis), although there is also consider-
able research on the sagittal dimension, such as that on the 
“Wednesday’s meeting task” (Bender et al., 2010; Matlock 
et al., 2005) and the temporal focus hypothesis (Bylund 
et al., 2020; Callizo-Romero et al., 2020; de la Fuente et al., 
2014).

The direction of the horizontal MTL is most likely influ-
enced by reading and writing habits or conventions (see 
Bender & Beller, 2014, for review; see also Boroditsky et al., 
2011; Chen & O'Seaghdha, 2013). Indeed, the MTL is ori-
ented from left to right in cultures using left-to-right reading 
and writing systems (Bergen & Lau, 2012; Ouellet, Santiago, 
Funes, & Lupiáñez, 2010b), while the opposite direction is 
commonly found in cultures with right-to-left reading systems 
(for Hebrew native speakers see, e.g., Fuhrman & Borodit-
sky, 2010; Ouellet, Santiago, Israeli, & Gabay, 2010a). At the 
same time, more recent research has considered additional 
influences on the horizontal MTL direction, e.g., calendars, 
graphs, and individual experience (Pitt & Casasanto, 2020; 
Starr & Srinivasen, 2021).

Regardless of the specific axes used in these individual 
studies, the resulting theoretical accounts aiming to explain 
the general principles of spatial-temporal associations tend to 
be universalist – i.e., they try to explain how time is concep-
tualized and represented in general, regardless of the specific 
linguistic categories, word classes, or time units (e.g., Walsh, 
2015). There are a number of theories that contribute to such 
a universalist approach, including A Theory of Magnitude 
(Walsh, 2003) and Conceptual Metaphor Theory (Lakoff, 
1993). For example, Walsh (2003) argues that the inferior 
parietal cortex serves as a universal hub supporting spatial-
conceptual mappings across distinct conceptual domains 
including time and number concepts. In a more general sense, 
this approach assumes both that the representations belong-
ing to different domains (e.g., time and number) and differ-
ent categories within an individual domain (e.g., hours, days, 
and months) should have a common neurocognitive source 
and, as a result, manifest similar spatial-conceptual mapping 
signatures in behavioural studies. Accordingly, the same rep-
resentations are presumed to underlie all temporal concepts, 
and therefore these concepts should in principle be mapped 
uniformly. This universalist conceptualization of the MTL is 
motivated by findings from a diverse range of time-related 
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phenomena, such as time-related words and expressions (e.g., 
Beracci et al., 2022; Santiago et al., 2007; Torralbo et al., 
2006), visually presented past and future events (Fuhrman & 
Boroditsky, 2010; Santiago et al., 2010), and individual time-
unit types, for example, months, days, and hours (see below). 
Equally diverse are the experimental paradigms used in these 
and other studies. Put together, while existing evidence pro-
vides strong support for regular time-space associations, there 
has been little effort thus far to investigate the regularity and 
consistency of the same time-space associations (1) across 
different types of temporal concepts and (2) using the same 
experimental paradigm. In an ideal scenario, one would want 
to use all three mapping axes (horizontal, vertical, and sagit-
tal) combined with the same experimental task in order to 
attest to the uniform arrangement of time concepts in a three-
dimensional space. However, this may be challenging from a 
practical point of view because, in paradigms relying on 2D 
(e.g., computer screen) presentation, there are natural limits 
on the degree to which the sagittal space can be represented. 
Moreover, given that findings from studies using the vertical 
dimension are quite inconsistent (as well as the theoretical 
accounts of why time should flow from bottom to top or the 
other way around; for a review, see Dalmaso et al., 2023), the 
horizontal dimension is most suitable for a comparison of 
spatial biases exerted by different time concepts. Thus, the 
present study aims to achieve exactly that – to examine, using 
the same experimental paradigm, the horizontal space-time 
mapping for three distinct groups of time words that operate 
on different timescales – namely, hours, days, and months.

Gevers et al. (2003) were the first to report the horizontal 
STEARC effect for months. Their study demonstrated that, 
for native speakers of Dutch, months are arranged from left 
to right, starting in January and ending in December. Gevers 
et al. (2004) later found the same horizontal arrangement 
for days of the week, with Monday on the left and Friday 
on the right. While there is scarce research following the 
same approach in order to analyze the spatial-conceptual 
mapping of the hours of the day, this expectation naturally 
follows from universalist approaches to space-time asso-
ciations described above. This prediction also follows, for 
example, from a study by Ding et al. (2015) demonstrating 
that the conventional periods within the day (i.e., morning, 
afternoon, and evening) also exhibit a left-to-right mapping.

As mentioned above, most studies tend to investigate 
the horizontal mapping of distinct time units separately (Di 
Bono & Zorzi, 2013; Franklin et al., 2009; Gevers et al., 
2003; He et al., 2020; Zorzi et al., 2006: months; Dodd et al., 
2008: months and days; Leone et al., 2018: months, days, 
and parts of the day; Gevers et al., 2004: days). One recent 
exception is a study by Malyshevskaya et al. (2022), who 
used the same experimental protocol to examine horizontal 
spatial biases on three time units of different scales. In that 
study, participants indicated by a mouse click the locations 

of individual time units (hours, days, and months; e.g., 9 
a.m., Friday, November) on visually presented line segments 
representing different time periods. Therefore, each word 
corresponded to the left, right, or central position on a line 
in different conditions. Analysis of (1) manual response 
latencies and (2) their horizontal coordinates in congruent 
vs. incongruent conditions (defined via the combination of 
word meaning and the position of the line) demonstrated a 
general horizontal mapping of all time units, but the strength 
of this association varied across dependent measures as a 
function of time unit type. More specifically, a reaction time 
facilitation effect was revealed for hours and days but not for 
months. Moreover, a rather complex pattern was observed in 
the manual response coordinates; for example, while a con-
gruency effect was registered in right-biasing months (e.g., 
November), the same was not true for left-biasing months 
(e.g., March).

We hypothesize that this partial inconsistency can be 
attributed to several factors. One of these factors is the 
potential impact of the visual cueing manipulation used 
in that study (the stimulus location on a line), which may 
have resulted in the participants’ bottom-up perceptual 
biases masking or contradicting the presumed top-down 
conceptually driven ones. More importantly, the authors 
focused on somewhat delayed response-related measures 
– overt reaction times and final response coordinates (see, 
e.g., von Sobbe et al., 2019, for a meta-analysis of studies 
using reaction time). It therefore remains unclear whether 
the spatial signatures of MTL activation accrued during the 
processing of time-related words are present at the earlier 
stages of semantic processing or instead reflect secondary, 
post-comprehension effects associated with response plan-
ning. This clarification is important because it adjudicates 
competing theoretical views about the human mind. Theo-
ries of embodied cognition argue that sensory and motor 
activations accompany word access at the earliest stages of 
conceptual processing and form an obligatory constitutive 
part of concept activation (e.g., Hauk et al., 2004; Lynott 
et al., 2020), not merely a late-emerging epiphenomenon, 
as proposed by more traditional representational theories 
of conceptual knowledge (see reviews in Fischer & Zwaan, 
2008; Meteyard et al., 2012).

Current study

In the present study, we combined a classical version of the 
line bisection task with the mouse tracking technique (see 
below for more details) aiming to (1) verify previous results 
of diverging horizontal spatial biases for time units of dif-
ferent scales (Malyshevskaya et al., 2022, reviewed above) 
without potential bottom-up confounds and (2) extend these 
findings by additionally investigating response parameters 
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that are known to reflect early and implicit processes of spa-
tial-conceptual mapping, previously unexplored in this type 
of experiments, namely (i) continuous tracking of the mouse 
cursor trajectory and (ii) the coordinates of the initial inter-
section between the cursor and the line – both well preceding 
the overt bisection response. This novel approach allowed 
us to assess sensorimotor activation reflected in both overt 
and covert processes that may accompany spatial-conceptual 
mappings of time units in horizontal space.

The present study had two general theoretical goals. First, 
we aimed to examine whether processing of distinct time 
units – hours of the day, days of the week, and months of 
the year – invokes spatial biases that are reflected in both 
the continuous engagement of the motor system (via mouse 
tracking) and perceptual judgments of midpoints of hori-
zontal lines (via performance in a line bisection task). Espe-
cially the former measure can tell us whether space-time 
association is an early and constitutive part of time concept 
activation. Second, we aimed to assess the regularity and 
consistency of horizontal time-space associations across 
the aforementioned time units. Specifically, we intended to 
elaborate on previous findings and to test the uniformness 
of horizontal spatial-temporal mapping for different types 
of temporal concepts.

For these purposes, we compared mappings of distinct 
time units along the horizontal dimension using the same 
experimental task: line bisection (for review, see Jewell & 
McCourt, 2000). Line bisection task allows for assessing 
visuospatial biases and attentional shifts while performing 
simple perceptual judgments. In the original version of this 
task, participants indicate the midpoint of a straight horizontal 
line. Although healthy participants show only a small leftward 
deviation in line bisection, semantic processing is known to 
induce further shifts/biases in their accuracy (Fischer, 2001a). 
The line bisection task has been widely used to investigate 
associations between space and emotion (Cattaneo et al., 
2014; Milhau et al., 2017; Tamagni et al., 2009), numbers 
(Fabbri & Guarini, 2016; Fischer, 2001b), and musical tones 
(Hartmann, 2017; Ishihara et al., 2013; Lega et al., 2014). 
For example, a study by Milhau et al. (2017) showed that the 
processing of positively valenced words was accompanied 
by rightward/leftward bisection biases in right-/left-handed 
participants, respectively. Thus, the line bisection task can 
potentially engage motor, attentional, and other cognitive pro-
cesses (cf., Fischer, 2001a). However, to our knowledge, this 
potential has only very scarcely been used in MTL research 
on healthy individuals. Filling this gap was therefore an addi-
tional aim of the present study.

Regarding the issue of early and constitutive versus late-
emerging sensorimotor activation, we address this debate by 
examining the behavioral impact of different time units with 
a highly time-sensitive method: mouse tracking. Tracking 
mouse movements during experimental task performance 

allows us to access unfolding cognitive processes in their 
temporal and spatial dynamics (Spivey & Dale, 2006). 
Mouse tracking has been used to investigate the process-
ing of action words (e.g., Kamide et al., 2016), cardinal 
directions (e.g., Tower-Richardi et al., 2012), emotion (e.g., 
Mattek et al., 2016), number (see Faulkenberry et al., 2018, 
for review), and other magnitude-related stimuli (e.g., pitch 
of musical tones; Hartmann, 2017). However, we are only 
aware of one study using mouse tracking to investigate 
space-time associations. Miles et al. (2010) demonstrated 
sensorimotor activation already 600 ms before the actual 
line bisection response was provided: Participants’ mouse-
movement trajectories deviated more to the left while pro-
cessing past-related information and more to the right while 
processing future-related information.

Applied to the line bisection task, mouse tracking allows 
for the registration of sensorimotor activation even when more 
explicit bisection response biases remain absent (Hartmann, 
2017; Haslbeck et al., 2016) because the approach trajectories 
of the mouse cursor towards the line contain real-time evi-
dence about ongoing sensory-motor control processes in the 
brain. For example, Hartmann (2017) applied mouse tracking 
in the line bisection task to investigate whether musical tones 
induce shifts of spatial attention. In his experiment, partici-
pants bisected a horizontal line while listening to low- versus 
high-pitched tones. Hartmann analyzed not only the eventual 
line bisection coordinates but also the initial line intersection 
coordinates (when participants approached the line for the 
first time but had not yet made any corrections) as well as the 
trajectories of cursor movement towards the line. This allowed 
for the investigation of late, intermediate, and early emerging 
spatial biases, respectively. The results showed that, although 
processing musical tones did not influence final bisection 
responses, it nevertheless affected the initial line intersection 
coordinates and movement trajectories. Thus, mouse tracking 
represents a powerful instrument to investigate subtle spatial 
biases at very early stages of sensorimotor activation during 
time unit processing.

The line bisection task requires implicit activation of spa-
tial and temporal representations. In a recent meta-analysis, 
von Sobbe et al. (2019) suggested that the activation of the 
MTL depends on the extent to which time is relevant to 
the experimental task. Indeed, most studies reporting strong 
space-time associations employed tasks that required cat-
egorizing temporal references of the stimuli (e.g., Ding 
et al., 2015; Eikmeier et al., 2015; Santiago et al., 2007). At 
the same time, studies in which time was irrelevant to the 
task showed weaker or no such effects (e.g., Dalmaso et al., 
2023; Flumini & Santiago, 2013; Maienborn et al., 2015; 
Ulrich & Maienborn, 2010). However, some notable recent 
exceptions show sensorimotor effects in implicit tasks (e.g., 
Grasso et al., 2022; Topić et al., 2022), thereby suggesting 
that space-time association might nonetheless be an early 
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and automatic process. In the present study, we asked partic-
ipants to perform simple perceptual judgments while listen-
ing to temporal words, thus avoiding explicit categorization 
of temporal references. At the same time, we ensured con-
tinuous lexical access to those time words by administering 
verification questions (see details of the procedure below).

To sum up, we adopted a line bisection task combined 
with auditory semantic stimulation and mouse tracking, as 
in Hartmann’s (2017) study reviewed above. We expected to 
register a specific pattern of sensorimotor activation while 
processing time units. Specifically, past-associated tempo-
ral words should lead to left-oriented, and future-associated 
temporal words to right-oriented attentional shifts, similar 
to the effects observed in Posner’s classical attentional cue-
ing paradigm with spatially meaningful symbols (Posner, 
1980; for a recent review, see Shaki & Fischer, 2023). Posner 
(1980) demonstrated that the processing of a centrally pre-
sented arrow pointing to the left or to the right resulted in the 
deployment of participants’ attention toward the cued loca-
tion and facilitated target-detection responses. Moreover, we 
expected sensorimotor activation to be detectable at the early 
stages of cognitive processing and thus to be reflected in cor-
responding mouse-trajectory shifts during line approach of 
the mouse cursor and in initial line intersection coordinates. 
Finally, based on our previous research (Malyshevskaya 
et al., 2022), we expected horizontal sensorimotor mappings 
to be registered for all three time units (hours, days, months) 
but with potential differences in their association strength. 
Although all three time unit types have previously shown 
associations with the horizontal MTL (Ding et al., 2015; 
Gevers et al., 2003; Gevers et al., 2004), we might expect 
that horizontal associations are stronger for hours of the day 
than for days of the week and months of the year.

Participants

In order to estimate the sample size necessary to register a 
moderate effect, we referred to a meta-analysis by von Sobbe 
et al. (2019), who reported an average effect size of d = 0.46. 
This paper concluded that “for a statistical power of 0.90, 
at least 41 participants are needed when manipulating the 
space-time congruency effect within subjects” (von Sobbe 
et al., 2019, p. 16). A similar number of participants (40.69 
on average) was specified in the power estimation reported 
by Beracci and Fabbri (2022). To further increase the likeli-
hood of detecting a medium effect and protect against data 
loss from drop-outs or poor performance, we increased our 
sample size to 61. Four participants’ data sets were excluded 
from analysis as they did not understand the instruction cor-
rectly: More than 25% of their responses were distributed 
along the entire line and not within its middle part (±100 
pixels; see Procedure for details below). As a result, 57 par-
ticipants remained in the final sample (42 females, mean age 

23 ± 5.9 years). All participants were healthy native Russian 
speakers, had normal or corrected-to-normal vision, and had 
no prior knowledge of the study design or hypotheses. The 
study was designed and conducted following the guidelines 
of the Declaration of Helsinki. All participants gave their 
informed consent before the beginning of the experiment. 
Participants were recruited using social networks; they were 
remunerated for their time and debriefed at the end of the 
session.

Experimental design and materials

To investigate how individual time units are mapped onto 
horizontal space and whether this mapping is regular and 
consistent, we used Russian phrases denoting hours of the 
day (e.g., семь часов утра - seven a.m., or literally ‘seven 
o’clock in the morning’) as well as words denoting days of 
the week (e.g., воскресенье – Sunday), and months of the 
year (e.g., март – March). Similar to many other European 
languages, Russian is a language with a left-to-right reading 
and writing system and 24-h as well as 12-h time-reading 
formats, both widely used. The week in Russian begins on 
Monday and ends on Sunday and the year starts in January 
and ends in December. Equal numbers of left- and right-
biasing stimuli were selected for each time unit type, result-
ing in a total of 18 stimulus items. Specifically, we selected 
three putatively left-biasing (five a.m., seven a.m., nine a.m.) 
and three right-biasing (four p.m., six p.m., eight p.m.) hour 
stimuli. Similarly, the stimulus set included three left-biasing 
(Monday, Tuesday, Wednesday) and three right-biasing (Fri-
day, Saturday, and Sunday) names of the days of the week. 
Finally, we included three left-biasing (February, March, 
May) and three right-biasing (August, September, October) 
names for the months. As a result, the following two factors 
were independently manipulated in a 3 × 2 within-partic-
ipants design: Time Unit (Hours/Days/Months) and Word 
Bias (Left/Right).

The mouse cursor had a black crosshair shape of a 30 
× 30 px size. Time words were recorded (32-bit, sampled 
at 22,050 Hz) using a male synthesized voice in Yandex 
SpeechKit software (http:// 5btc. ru/ voice/). Each auditory 
item was paired with two visual stimuli consisting of a black 
dot and a horizontal line (see Fig. 1). The black dot indicated 
the point from which the cursor movement was to be initi-
ated (see Procedure for details). The dot was always of the 
same size (70 × 70 px). It was always presented at the bot-
tom of the screen (450 px below the screen center), while 
its horizontal location varied (0-px, ±200-px, and ±450-px 
deviation from the center of the screen). The horizontal line 
represented the target stimulus. As per Hartmann’s (2017) 
protocol, this horizontal line varied in length (650 px, 750 
px, and 850 px) and horizontal location (0-px, ±200-px, 
and ±450-px deviation from the center of the screen) across 

http://5btc.ru/voice/
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trials, while its vertical location remained constant (300 px 
above the center of the screen). Note that the horizontal loca-
tion of the center of the line always corresponded to the 
horizontal location of the dot center. Overall, 15 horizontal 
lines were combined with the 18 time words listed above, 
thus resulting in a total of 270 unique trials.

Procedure

The experiment was implemented in PsychoPy © Version 
3.2.3. The monitor specifications were 16:9, diagonal 21.5-
in., and screen resolution 1,920 × 1,080 pixels. Participants 
were seated in front of the screen at an approximate visual 
distance of 60 cm. Each participant was tested individually 
in a soundproof booth. The experiment began with a short 
practice session consisting of nine trials. During this training 
session, participants were presented with stimuli not used in 
the main experiment: hour units (11 a.m., 7 p.m., 9 p.m.), 
day units (Thursday (repeated thrice)), and month units 
(April, January, December). The main experimental ses-
sion consisted of two blocks with a short break in-between; 
each block consisted of 270 individually randomized tri-
als. Each trial started with a dot presented at the bottom of 
the screen. Simultaneously with the onset of a dot, a mouse 
cursor (cross) appeared at a random location on the screen. 
Participants used the mouse to click on the center of the dot. 
This triggered the onset of the auditory stimulus presentation 
via headphones (Fig. 1, leftmost panel). During the audi-
tory stimulus presentation, it was impossible to move the 
mouse cursor; it remained in the center of the dot during the 
entire duration of the audio (Fig. 1, middle panel). Upon the 
offset of the auditory stimulus, the dot disappeared (leaving 
the mouse cursor), and a horizontal line was presented at 
the top of the screen (Fig. 1, rightmost panel). Participants 
were instructed to indicate (via point-and-click) the apparent 
center of the line as quickly and accurately as possible. Note 
that participants always started the cursor movement from 
the location where the center of the dot had been presented; 
they could only start moving the cursor after the auditory 
stimulus ended. Thus, movement onsets on average corre-
sponded to the following starting times: 1,241 ms for hours, 

888 ms for days, and 686 ms for months after the auditory 
stimulus onset. The horizontal line remained on the screen 
until a response was recorded, with a timeout of six sec-
onds. To ensure cognitive processing of the linguistic cues, 
participants answered verification questions about the last 
presented word in 40% of trials. These verification questions 
were about the relevant time unit of the word (e.g., “Did 
the word you just heard refer to a month of the year?”) but, 
importantly, not about its location on the mental time line 
(past, present, future). Participants answered by pressing the 
M key for “yes” and the C key for “no.” A random half of 
the verification questions required “yes” and the other half 
“no” as the correct answer.

Data preprocessing and analysis

Following the protocol used by Hartmann (2017), we com-
puted three dependent measures: (1) movement trajectory (x 
and y coordinates of cursor positions within the determined 
time windows from the line onset to the participant’s final 
response); (2) initial line intersection coordinates (x-coor-
dinates of the points at which participants first crossed the 
line before adjusting their bisection responses); and (3) final 
bisection response coordinates (x-coordinates of partici-
pants’ line-bisection responses).

For the movement trajectory analysis, the mousetrap 
package (Wulff et al., 2021) in R version 4.1.3 (R Core 
Team, 2020) was used. The starting points of all trajecto-
ries were aligned, and cursor coordinates were time-nor-
malized to 100 data points, with each data point being about 
12-ms duration on average. For data trimming, responses 
with a maximum absolute deviation from the straight line 
(a direct path connecting start and end trajectory points) of 
more than 2.5 standard deviations from the mean (by par-
ticipant and by condition) were excluded from the analysis. 
This left us with 97.7% of the data, which were subjected to 
further statistical analyses. Finally, movement trajectories 
of left and right Word Bias conditions were calculated and 
tested against each other for each data point using Wilcoxon 
Signed-Ranks statistics (we chose a nonparametric test since 

Fig. 1  Example of stimuli and the experimental trial sequence (not to scale)
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the error distribution clearly deviated from a standard Gauss-
ian). Following Hartmann (2017), we considered differences 
significant if p-values were below .05 for at least five con-
secutive data points.

For the initial line intersection analysis, we excluded tri-
als with a maximum horizontal deviation of more than 150 
px from the line center. The remaining 91.4% of the data 
were subjected to statistical analyses. To accommodate the 
residual continuous cursor movement during the final bisec-
tion response, the coordinate deviation filter was narrower, 
including values with a maximum horizontal deviation of 
no more than 100 px from the line center. The statistical 
analysis was performed on the remaining 99.6% of these 
data. Both types of response coordinate data were analyzed 
using within-participant ANOVA models with Time Unit 
(Hours/Days/Months) and Word Bias (Left/Right) as factors, 
followed by post hoc pairwise t-tests.

Results

Movement trajectory

We analyzed movement trajectory data to examine whether 
the processing of time units leads to spatial biases reflected 
in a continuous hand movement. Results are depicted graphi-
cally in Fig. 2;1 full statistical results are also available in 

an online repository (see Data Availability Statement below 
for the link). The analysis revealed a general pattern with 
a slight initial leftward drift (around the first 20% of the 
movement) followed by a strong rightward drift (in the 
remaining part of the movement, see Fig. 2A, B, and D). 
Within this general pattern, reliable differences between 
left- and right-biasing time units were found in the first five 
data points (i.e., approximately 0–60 ms after the movement 
onset): Mouse trajectories deviated more to the left when 
participants processed left-biasing words and more to the 
right when participants processed right-biasing words (see 
Fig. 2A). At the same time, between the 30th and the 41st 
data points (i.e., around 360–490 ms after the movement 
onset), trajectories for left-biasing hour units were signifi-
cantly more rightward when compared to the right-biasing 
time units (see Fig. 2B).

We also contrasted movement trajectories for extreme 
time units only (in the present set, February / November, 
Monday / Sunday, 5 a.m. / 8 p.m.). For this purpose, the 
same data preprocessing and analysis steps were performed 

Fig. 2  Movement trajectories (time-normalized data). Left versus 
right word biases for (A) all time units, (B) hour units, (C) day units, 
and (D) month units. Grey areas represent the periods of statistically 

significant differences between conditions (Wilcoxon Signed-Ranks 
tests) over at least five consecutive data points

1 Note that cursor trajectory data presented in Figs.  2 and 3 are 
trimmed at approximately 700 pixels along y-axis coordinates as no 
detectable continuous coordinate differences between curves were 
detected in the remaining time window. Initial line intersection and 
bisection response coordinate data are presented in Figs. 4 and 5.
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as described in the main analysis above. The results are 
shown in Fig. 3, and a table with full statistical results is also 
available online (see Data Availability Statement). We found 
reliable differences between left- and right-biasing time units 
overall (Fig. 3A), but only in the first four data points (i.e., 
approximately 0–50 ms from stimulus onset). Furthermore, 
we found significant differences in the first six data points 
(i.e., approximately 0–70 ms from stimulus onset) for days 
of the week, with trajectories deviating more to the left for 
left-biasing days and more to the right for right-biasing days 
(Fig. 3C).

Initial line intersection coordinates

Initial line intersection coordinates were analyzed to exam-
ine whether processing of time units leads to spatial biases 
in continuous hand movements before participants provide 
final perceptual judgments. The statistical results are pre-
sented in Table 1. The analysis showed that, while there 
were no reliable main effects of either Time Unit (F(2,112) 
= .368, p = .693) or Word Bias (F(1,56) = .808, p = .373), 
there was a trend for the interaction between these factors 
(F(2,112) = 3.080, p = .050). While this interaction’s signifi-
cance is exactly at the conventional threshold, our specific 
prior hypotheses regarding differences between individual 
conditions motivated the use of post hoc comparisons (e.g., 
Wei et  al., 2012). Examination of the interaction using 

pairwise t-tests revealed a significant difference between 
left- and right-biasing month units (t(56) = -2.415, p = .019) 
with a shift in participants' responses more to the right for 
right-biasing month units (Mean = 4.0, SD = 12.2) in com-
parison with left-biasing month units (Mean = 1.7, SD = 
13.5) (see Table 2; Fig. 4).

Final bisection response coordinates

We analyzed final bisection response coordinates to exam-
ine whether the processing of time units influences spatial 
biases as reflected in perceptual judgments of the midpoint 
of the presented horizontal line. The statistical results 
are presented in Table 3. Again, whereas the two main 
effects were not significant per se (Time Unit: F(2,112) = 
.274, p = .761; Word Bias: F(1,56) = .208, p = .650), we 
detected a statistical for the two-way Time Unit × Word 

Fig. 3  Movement trajectories for extreme points (time-normalized 
data). Extreme left versus right word biases for (A) all time units, (B) 
hour units, (C) day units, and (D) month units. The dark-grey area 
represents the period of statistically significant (Wilcoxon Signed-

Ranks tests) differences between conditions over at least five con-
secutive data points, the light-grey area – over four consecutive data 
points

Table 1  ANOVA: Interaction between Time Unit and Word Bias 
(X-coordinates, initial line-intersection)

Variance Df F p ηp
2

Time Unit 2, 112 .368 .693 .007
Word Bias 1, 56 .808 .373 .014
Interaction Time Unit * 

Word Bias
2, 112 3.080 .050 .052
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Bias interaction (F(2,112) = 2.450, p = .091). As per the 
rationale described above, we performed pairwise compari-
sons even in the absence of a fully significant interaction 
(Wilcox, 1987) because we had specific prior hypotheses 
regarding differences between individual conditions (e.g., 
Wei et al., 2012). This analysis showed a significant dif-
ference between left- and right-biasing hour units (t(56) = 

-2.049, p = .045): Participants exhibited a stronger leftward 
bias after processing left-biasing hour units (Mean = -2.1, 
SD = 9.2) in comparison to right-biasing hour units (Mean 
= -1.4, SD = 9.0) (see Table 4; Fig. 5). Note that final bisec-
tion responses were generally biased to the left of the actual 
line bisection point. This general leftward bias is typical for 
readers of left-to-right reading languages and has already 
been documented in earlier line bisection studies (Chokron 
et al., 1998; Jewell & McCourt, 2000).

Discussion

This study aimed at (1) investigating whether sensorimotor 
activation is reflected both in early cognitive processes and 
in final behavioral responses, and (2) examining the general-
ity of the horizontal spatial-temporal mapping pattern. For 

Table 2  Pairwise t-tests: Interaction between Time Unit and Word Bias (X-coordinates, initial line-intersection)

Time Unit Word Bias Effect SD t df p

Hours left vs. right .543 6.524 .629 56 .532
Days left vs. right .355 6.659 .403 56 .689
Months left vs. right -2.287 7.150 -2.415 56 .019

Fig. 4  Initial line-intersection coordinates, group-mean data. Ini-
tial line intersection biases (in pixels) as a function of (left vs. right) 
Word Bias and Time Unit (hours, days, months). Error bars represent 

standard errors for the means. Zero represents the true line midpoint, 
and more positive values indicate more rightward deviations from the 
true line midpoint

Table 3  ANOVA: Interaction between Time Unit and Word Bias 
(X-coordinates, final bisection response

Variance df F p ηp
2

Time Unit 2, 112 .274 .761 .005
Word Bias 1, 56 .208 .650 .004
Interaction Time Unit * 

Word Bias
2, 112 2.450 .091 .042

Table 4  Pairwise t-tests: Interaction between Time Unit and Word Bias (X-coordinates, final bisection response)

Time Unit Word Bias Effect SD t df p

Hours left vs. right -.712 2.623 -2.049 56 .045
Days left vs. right .406 2.931 1.047 56 .300
Months left vs. right .014 2.697 .040 56 .968
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this purpose, we compared mappings of distinct time units 
(hours of the day, days of the week, and months of the year) 
along the horizontal dimension, using mouse tracking in the 
line bisection task (Hartmann, 2017). Participants listened 
to temporal words with associated left versus right spatial 
biases and then bisected horizontal lines that varied in length 
and spatial locations. We investigated shifts in visual atten-
tion caused by processing these temporal word cues, reg-
istered as differences in x and y coordinates of the cursor 
movement trajectories, the initial line-intersection, and the 
final bisection response.

The first goal of our study was to examine whether sen-
sorimotor activation emerges during the early stages of sen-
sorimotor response following the apprehension of the word 
itself, as suggested by theories of embodied cognition. It 
is important to note that any cognitive event that includes 
a behavioral response is a multi-componential process in 
that it starts with the activation of a distributed mental rep-
resentation underlying conceptual access and ends with an 
overt response, in our case, the physical mouse click on a 
visually presented line interval (cf., Posner, 1978). As a 
result, any cognitive process will include both covert and 
implicit as well overt and explicit subcomponents. While 
endpoint signatures of conceptual access have been inves-
tigated relatively extensively in cognitive research, less is 
known about the processes preceding the overt response. 
In our study, the continuous analysis of cursor trajectories 
and the analysis of the initial intersection coordinates has 
been an important attempt to examine the dynamic nature of 
embodied conceptual access, including processes under less 
direct conscious control (Spivey & Dale, 2006). Our findings 
show that MTL activation is detectable early in continuous 
hand movements (both mouse trajectories and initial line 

intersections) before the final intersection judgment, sup-
porting the embodied view of language processing (Fischer 
& Zwaan, 2008). Interestingly, the general sensorimotor 
effect was significant during the first 50–70 ms of the cursor 
movement. Since our participants were allowed to move the 
mouse cursor only after stimulus offset, these effects might 
reflect the “tail end” of semantic processing taking place 
already prior to the movement onset. Thus, spatial biases in 
mouse trajectories were revealed at approximately 950 ms 
for day units and at approximately 1,600 ms for hour unit 
processing. These results are consistent with previous stud-
ies on number concepts, which detected sensorimotor activa-
tion after number processing in a period from approximately 
1,000 to 3,000 ms (e.g., Myachykov et al., 2015, 2016). Our 
findings add to previous MTL research using evidence from 
movement trajectories (Miles et al., 2010), suggesting that 
sensorimotor activation may be detectable at both early and 
late stages of cognitive processing, depending on specific 
task conditions.

The second goal was to assess the regularity and consist-
ency of horizontal time-space associations across different 
time units. The analysis of mouse movement trajectories 
showed an initial leftward drift for left-biasing temporal 
words and a rightward drift for right-biasing temporal words 
when averaging across time unit types. This finding pro-
vides evidence for a general automatic horizontal time-space 
association. Therefore, it is consistent with existing research 
showing general rightward-oriented MTLs in cultures with 
left-to-right reading directions (e.g., Bergen & Lau, 2012; 
Ouellet, Santiago, Funes, & Lupiáñez, 2010b). Although the 
horizontal time-space association was registered for all three 
temporal unit types, the measures in which it emerged dif-
fered between the unit types (see in detail below). Together 

Fig. 5  X-coordinates of the final bisection response: group-mean 
data. Final line bisection response biases (in pixels) as a function of 
(left vs. right) Word Bias and Time Unit (hours, days, months). Error 

bars represent standard errors of the means. Zero represents the true 
line midpoint; negative values indicate leftward deviations from the 
true line midpoint
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with the previous studies, these new findings suggest that 
hours of the day, days of the week, and months of the year 
rely upon a relatively uniform horizontal mapping. How-
ever, the strength and the consistency of this mapping may 
be influenced by other spatial arrangements from calendars, 
grids, and hardware devices, for example, watches, phones, 
computer keyboards, etc. (e.g., Leone et al., 2018). We will 
now discuss our findings in detail and separately for each 
type of temporal words, providing potential explanations for 
differences in the strength of their associations with hori-
zontal space.

For months of the year, the hypothesized spatial bias 
was observed in the initial line-intersection coordinates: 
We found a rightward shift in participants' responses for 
right-biasing month units compared to left-biasing month 
units. This finding demonstrates an automatic shift of visual 
attention caused by horizontal time associations in line with 
previous reports (e.g., Gevers et al., 2003; but see Price & 
Mentzoni, 2008). However, since we found this effect only 
at initial line intersections but not in the final perceptual 
judgments, we hypothesize that horizontal associations 
for months may be relatively weak and obscured by other, 
more dominant arrangements, such as circular clock dials 
(Laeng & Hofseth, 2019; Leone et al., 2018; Seymour, 1980; 
Zorzi et al., 2006). Indeed, some previous studies also failed 
to find a stable horizontal mapping of month units (e.g., 
Price & Mentzoni, 2008; Zorzi et al., 2006), supporting this 
suggestion.

For days of the week, we detected a difference in move-
ment trajectories between left- and right-biasing stimuli: 
At the beginning of the cursor movements, participants 
exhibited the expected response bias when processing both 
left- and right-biasing stimuli. This finding is consistent with 
previous research (e.g., Gevers et al., 2004; Leone et al., 
2018; Malyshevskaya et al., 2022), suggesting an automatic 
horizontal spatial arrangement for days of the week starting 
with Monday on the left and finishing with Sunday on the 
right. However, as with month units, the sensorimotor effect 
for day units appeared during the early stages of semantic 
processing but not in the final bisection response coordinates 
(or at least not during the initial line intersection). Later in 
the text, we discuss possible explanations for these results.

For hours of the day, an attentional shift was observed in 
line-bisection coordinate responses: Participants exhibited 
a leftward bias after listening to left-biasing hour units as 
compared to right-biasing hour units. To our knowledge, 
this is one of the first studies showing the horizontal map-
ping of hour units, while previous research mostly investi-
gated their circular clockface arrangement (e.g., Bächtold 
et al., 1998; Bock et al., 2003; Goolkasian & Park, 1980; 
Ristic et al., 2006; Vuilleumier et al., 2004). Note, however, 
that our hour stimuli were compositional and included, in 
accordance with the norms of the experimental language, 

both numerals and words representing parts of the day (e.g., 
5 a.m.: “пять часов утра” – literally “five o’clock in the 
morning” / 4 p.m. “четыре часа вечера” – literally “four 
o’clock in the evening”). Therefore, the obtained effect for 
hour units might in principle also be attributed to those parts 
of the day (morning, evening) that are spatially arranged 
from left to right (e.g., Ding et al., 2015).

We also observed a reverse effect for hour units in the 
movement trajectories: Specifically, trajectories for left-
biasing hour units extended significantly more rightward 
when compared to trajectories for right-biasing hour units 
(see Fig. 2B). This reverse effect emerged between the 30th 
and the 41st normalized data points, i.e., in the middle part 
of the movement trajectory (approximately 360–490 ms after 
the movement onset). Note, however, that a very similar pat-
tern can be observed in nearly all other analyses for other 
time units (see Fig. 2A, B, and D), although the difference 
between trajectories failed to reach significance in those 
analyses. We hypothesize that this reverse effect could be 
explained by overcompensation, which participants exhib-
ited before completing the line bisection. In other words, 
our participants might have overcorrected the initially more 
left-directed trajectories for left-biasing time units, which 
resulted in the later rightward shift of those trajectories. The 
opposite could have been the case for right-directed trajec-
tories in trials with initially more right-biasing time units.

As mentioned above, our study contributes significantly 
to the field by examining the dynamic and continuous 
accrual of spatial biases during the processing of tempo-
ral concepts. Our findings are supported by previous results 
(e.g., Grasso et al., 2022), suggesting that it is possible to 
activate the MTL even if time is irrelevant to the main task. 
At the same time, both our verification questions and the 
task itself were intentionally time-irrelevant, thus avoid-
ing time comparisons that might involve the MTL. This 
could be a potential reason for the apparent instability of 
horizontal MTL activation for both months of the year and 
days of the week. Recall that previous studies failed to reg-
ister space-time association when the task did not require 
temporal reasoning (e.g., Maienborn et al., 2015; Ulrich & 
Maienborn, 2010). Considering the possibility that months 
of the year and days of the week are not strongly associated 
with the horizontal dimension, it may be especially hard to 
detect their MTL activation when time is task-irrelevant. 
However, such conclusions should be drawn with caution 
since one could argue that the verification questions used in 
our study still refer to the class of the time unit (e.g., “Did 
the word you just heard refer to a month of the year?”), thus 
they could nonetheless activate the temporal reference of the 
stimulus. Future studies could address these factors by sys-
tematically modulating the task content and specific require-
ments. Another novelty of our study is introducing a new 
language (Russian), previously underused in such studies, to 
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this line of research. Expanding the experimental language 
base is essential for examining cross-linguistic validity of the 
cognitive processes at hand (Blasi et al., 2022).

Together, our findings support the notion of a horizontal 
mapping of temporal concepts although further investiga-
tion is necessary, especially given (1) the paucity of studies 
directly comparing processing of different time units within 
the same task, and (2) the somewhat inconsistent mapping 
patterns observed both here and in previous studies. One of 
the limitations of the present study is that auditory stimuli 
were presented in full before the mouse movement initia-
tion. Therefore, we may have registered only a residual tail 
of the putative lexical-semantic access process in move-
ment trajectory data. To efficiently observe sensorimotor 
effects while processing time concepts, future research 
could allow for motoric responses (like mouse movement) 
right from the onset of auditory presentation or even earlier 
(see, e.g., Fischer & Hartmann, 2014). Furthermore, future 
research should consider using stimuli of comparable let-
ter length, syllable length, and frequency and also control 
for other surface features. Another limitation of this study 
is that stimuli for hour units were complex and consisted 
of both numbers/numerals and words denoting parts of the 
day (a.m./p.m. – morning/evening). Therefore, it is hard 
to conclude whether the effects of horizontal mapping of 
these units appeared due to numerical information, words 
denoting parts of the day, or the combination of both. Thus, 
future studies of hour units in languages with similar syn-
tactic structures should carefully address this issue to avoid 
potential confounds originating from spatial-numerical 
associations.

Future research focusing on the time course of sensorimo-
tor effects might benefit from supplementing mouse tracking 
with other continuous methods, such as eye-tracking or neu-
roimaging methods (particularly time-resolved ones, such 
as EEG or MEG). In addition, the present findings and the 
techniques aimed at fine-grain scrutiny of the cognitive pro-
cessing of temporal semantics can inform theories of tempo-
ral cognition in general. For example, our approach could be 
used in studies investigating temporal duration representa-
tion, the feeling of time, and the cognitive processing of time 
events. Covering multiple levels of time units is important 
to establish the generality of findings across scales. Moreo-
ver, the use of movement tracking during the bisection task 
(Allan & Gibbon, 1991; Wearden, 1991) could reveal the 
dynamics of temporal processing by comprehensively study-
ing early, intermediate, and late aspects of performance.

To conclude, by employing the line bisection task, we 
found evidence for a horizontal time-space association for 
different types of time units. Notably, the effect was regis-
tered at both early (reflected in movement trajectory and 
initial line-intersection) and later (reflected in the final 

bisection response) stages of cognitive processes. Together, 
our findings lend unequivocal support to the general nature 
of the horizontal MTL and thus also support universalistic 
views on spatial-temporal mapping. Moreover, the present 
results show that spatial signatures of the MTL are an early 
and constitutive part of concept activation; thus, the results 
speak against strict disembodied/amodal representational 
accounts of conceptual knowledge. Overall, the present 
results, combined with a body of other existing evidence, 
support an embodied view of the processing of abstract lan-
guage, including time concepts.

Funding Open Access funding enabled and organized by Projekt 
DEAL. This article is an output of a research project implemented as 
part of the Basic Research Program at the National Research University 
Higher School of Economics (HSE University).

Data availability The data reported here are accessible via the Open 
Science Frame work at: https:// osf. io/ 7w9nb/? view_ only= 9e55f 56879 
5c491 2a94d df87a e834d b1. The experiment was not preregistered.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

 References

Allan, L. G., & Gibbon, J. (1991). Human bisection at the geometric 
mean. Learning and Motivation, 22(1–2), 39–58.

Barsalou, L. (1999). Perceptions of perceptual symbols. Behavioral 
and Brain Sciences, 22(4), 637–660.

Belli, F., Felisatti, A., & Fischer, M. H. (2021). “BreaThink”: Breath-
ing affects production and perception of quantities. Experimental 
Brain Research, 239(8), 2489–2499.

Bender, A., & Beller, S. (2014). Mapping spatial frames of reference 
onto time: A review of theoretical accounts and empirical find-
ings. Cognition, 132(3), 342–382.

Bender, A., Beller, S., & Bennardo, G. (2010). Temporal frames of refer-
ence: Conceptual analysis and empirical evidence from German, 
English, mandarin Chinese and Tongan. Journal of Cognition and 
Culture, 10(3-4), 283–307.

Beracci, A., & Fabbri, M. (2022). Past on the ground floor and future 
in the attic: The vertical mental timeline. Journal of Experimen-
tal Psychology. Human Perception and Performance, 48(4), 
380–399.

Beracci, A., Santiago, J., & Fabbri, M. (2022). The categorical use of 
a continuous time representation. Psychological Research, 86, 
1015–1028.

https://osf.io/7w9nb/?view_only=9e55f568795c4912a94ddf87ae834db1
https://osf.io/7w9nb/?view_only=9e55f568795c4912a94ddf87ae834db1
http://creativecommons.org/licenses/by/4.0/


Memory & Cognition 

1 3

Bergen, B. K., & Lau, T. T. C. (2012). Writing direction affects how 
people map space onto time. Frontiers in Psychology, 3, 109.

Blasi, D. E., Henrich, J., Adamou, E., Kemmerer, D., & Majid, A. 
(2022). Over-reliance on English hinders cognitive science. 
Trends in Cognitive Sciences, S1364–6613(22), 00236–00234.

Bock, K., Irwin, D. E., Davidson, D. J., & Levelt, W. J. (2003). Mind-
ing the clock. Journal of Memory and Language, 48(4), 653–685.

Bonato, M., Zorzi, M., & Umiltà, C. (2012). When time is space: 
Evidence for a mental time line. Neuroscience & Biobehavioral 
Reviews, 36, 2257–2273.

Borghi, A. M., Binkofski, F., Castelfranchi, C., Cimatti, F., Scorolli, 
C., & Tummolini, L. (2017). The challenge of abstract concepts. 
Psychological Bulletin, 143(3), 263–292.

Borghi, A. M., Barca, L., Binkofski, F., & Tummolini, L. (2018). 
Abstract concepts, language and sociality: From acquisition to 
inner speech. Philosophical Transactions of the Royal Society of 
London. Series B: Biological Sciences, 373(1752), 20170134.

Borghi, A. M., Shaki, S., & Fischer, M. H. (2022). Abstract concepts: 
External influences, internal constraints, and methodological 
issues. Psychological Research, 86(4), 1–19.

Boroditsky, L. (2011). How languages construct time. Space, Time and 
Number in the Brain, 333–341.

Boroditsky, L., & Ramscar, M. (2002). The roles of mind and body in 
abstract thought. Psychological Science, 13, 185–188.

Boroditsky, L., Fuhrman, O., & McCormick, K. (2011). Do English 
and mandarin speakers think about time differently? Cognition, 
118, 123–129.

Bylund, E., Gygax, P., Samuel, S., & Athanasopoulos, P. (2020). Back 
to the future? The role of temporal focus for mapping time onto 
space. Quarterly Journal of Experimental Psychology, 73(2), 
174–182.

Bächtold, D., Baumüller, M., & Brugger, P. (1998). Stimulus-response 
compatibility in representational space. Neuropsychologia, 36(8), 
731–735.

Callizo-Romero, C., Tutnjević, S., Pandza, M., Ouellet, M., Kran-
jec, A., Ilić, S., Gu, Y., Göksun, T., Chahboun, S., Casasanto, 
D., & Santiago, J. (2020). Temporal focus and time spatializa-
tion across cultures. Psychonomic Bulletin & Review, 27(6), 
1247–1258.

Casasanto, D. (2009). Embodiment of abstract concepts: Good and bad 
in right- and left-handers. Journal of Experimental Psychology: 
General, 138(3), 351–367.

Casasanto, D., & Bottini, R. (2014). Mirror reading can reverse the 
flow of time. Journal of Experimental Psychology: General, 143, 
473–479.

Cattaneo, Z., Lega, C., Boehringer, J., Gallucci, M., Girelli, L., & 
Carbon, C. C. (2014). Happiness takes you right: The effect of 
emotional stimuli on line bisection. Cognition & Emotion, 28(2), 
325–344.

Chen, J. Y., & O'Seaghdha, P. G. (2013). Do mandarin and English 
speakers think about time differently? Review of existing evi-
dence and some new data. Journal of Chinese Linguistics, 41, 
338–358.

Chokron, S., Bartolomeo, P., Perenin, M. T., Helft, G., & Imbert, M. 
(1998). Scanning direction and line bisection: A study of normal 
subjects and unilateral neglect patients with opposite reading 
habits. Cognitive Brain Research, 7(2), 173–178.

Dalmaso, M., Schnapper, Y., & Vicovaro, M. (2023). When time stands 
upright: STEARC effects along the vertical axis. Psychological 
Research, 87, 894–918.

de la Fuente, J., Santiago, J., Román, A., Dumitrache, C., & Casasanto, 
D. (2014). When you think about it, your past is in front of you: 
How culture shapes spatial conceptions of time. Psychological 
Science, 25(9), 1682–1690.

Di Bono, M. G., & Zorzi, M. (2013). The spatial representation of 
numerical and non-numerical ordered sequences: Insights from a 

random generation task. Quarterly Journal of Experimental Psy-
chology, 66(12), 2348–2362.

Ding, X., Feng, N., Cheng, X., Liu, H., & Fan, Z. (2015). Are past and 
future symmetric in mental time line? Frontiers in Psychology, 6, 
208.

Ding, X., Feng, N., He, T., Cheng, X., & Fan, Z. (2020). Can mental time 
lines co-exist in 3D space? Acta Psychologica, 207(1), 103084.

Dodd, M. D., Van der Stigchel, S., Adil Leghari, M., Fung, G., & 
Kingstone, A. (2008). Attentional SNARC: There's something 
special about numbers (let us count the ways). Cognition, 108(3), 
810–818.

Eikmeier, V., Alex-Ruf, S., Maienborn, C., & Ulrich, R. (2015). How 
strongly linked are mental time and space along the left-right 
axis? Journal of Experimental Psychology: Learning Memory 
and Cognition, 41(6), 1878–1883.

Fabbri, M., & Guarini, A. (2016). Finger counting habit and spatial-
numerical association in children and adults. Consciousness and 
Cognition, 40, 45–53.

Faulkenberry, T. J., Witte, M., & Hartmann, M. (2018). Tracking the 
continuous dynamics of numerical processing: A brief review 
and editorial. Journal of Numerical Cognition, 4(2), 271–285.

Fischer, M. H. (2001a). Cognition in the bisection task. Trends in Cog-
nitive Sciences, 5(11), 460–462.

Fischer, M. H. (2001b). Number processing induces spatial perfor-
mance biases. Neurology, 57, 822–826.

Fischer, M. H., & Hartmann, M. (2014). Pushing forward in embodied 
cognition: May we mouse the mathematical mind? Frontiers in 
Psychology, 5, 1315.

Fischer, M. H., & Zwaan, R. A. (2008). Embodied language: A review 
of the role of the motor system in language comprehension. 
Quarterly Journal of Experimental Psychology, 61(6), 825–850.

Flumini, A., & Santiago, J. (2013). Time (also) flies from left to right 
… if it is needed! Proceedings of the 36th Annual Conference of 
the Cognitive Science Society. Austin, Cognitive Science Soci-
ety (pp. 2315–2320).

Franklin, M. S., Jonides, J., & Smith, E. E. (2009). Processing of order 
information for numbers and months. Memory & Cognition, 37, 
644–654.

Fuhrman, O., & Boroditsky, L. (2010). Cross-cultural differences in 
mental representations of time: Evidence from an implicit non-
linguistic task. Cognitive Science, 34, 143–1451.

Gentner, D., Imai, M., & Boroditsky, L. (2002). As time goes by: Evi-
dence for two systems in processing space → time metaphors. 
Language and Cognitive Processes, 17(5), 537–565.

Gevers, W., Reynvoet, B., & Fias, W. (2003). The mental representation of 
ordinal sequences is spatially organized.  Cognition,  87(3), 87–95.

Gevers, W., Reynvoet, B., & Fias, W. (2004). The mental representa-
tion of ordinal sequences is spatially organized: Evidence from 
days of the week. Cortex; a Journal Devoted to the Study of the 
Nervous System and Behavior, 40(1), 171–172.

Goolkasian, P., & Park, D. C. (1980). Processing of visually presented 
clock times. Journal of Experimental Psychology: Human Per-
ception and Performance, 6(4), 707–717.

Grasso, C. L., Ziegler, J. C., Mirault, J., Coull, J. T., & Montant, M. (2022). 
As time goes by: Space-time compatibility effects in word recogni-
tion. Journal of Experimental Psychology: Learning, Memory, and 
Cognition, 48(2), 304–319.

Hartmann, M. (2017). Non-musicians also have a piano in the head: 
Evidence for spatial-musical associations from line bisection 
tracking. Cognitive Processing, 18(1), 75–80.

Haslbeck, J., Wood, G., & Witte, M. (2016). Temporal dynamics of 
number-space interaction in line bisection: Comment on Cleland 
and Bull (2015). Quarterly Journal of Experimental Psychology, 
69(6), 1–7.



 Memory & Cognition

1 3

Hauk, O., Johnsrude, I., & Pulvermüller, F. (2004). Somatotopic 
representation of action words in human motor and premotor 
cortex. Neuron, 41(2), 301–307.

He, D., He, X., Zhao, T., Wang, J., Li, L., & Louwerse, M. (2020). 
Does number perception cause automatic shifts of spatial atten-
tion? A study of the Att-SNARC effect in numbers and Chinese 
months. Frontiers in Psychology, 11, 680.

Hoffman, P. (2016). The meaning of 'life' and other abstract words: 
Insights from neuropsychology. Journal of Neuropsychology, 
10(2), 317–343.

Ishihara, M., Keller, P. E., Rossetti, Y., & Prinz, W. (2008). Horizon-
tal spatial representations of time: Evidence for the STEARC 
effect. Cortex, 44, 454–461.

Ishihara, M., Revol, P., Jacquin-Courtois, S., Mayet, R., Rode, G., 
Boisson, D., Farnè, A., & Rossetti, Y. (2013). Tonal cues mod-
ulate line bisection performance: Preliminary evidence for a 
new rehabilitation prospect? Frontiers in Psychology, 4, 704.

Jewell, G., & McCourt, M. E. (2000). Pseudoneglect: A review and 
meta-analysis of performance factors in line bisection tasks. 
Neuropsychologia, 38(1), 93–110.

Kamide, Y., Lindsay, S., Scheepers, C., & Kukona, A. (2016). Event 
processing in the visual world: Projected motion paths during 
spoken sentence comprehension. Journal of Experimental Psy-
chology: Learning, Memory, and Cognition, 42(5), 804–812.

Kolesari, J., & Carlson, L. (2018). How the physicality of space affects 
how we think about time. Memory & Cognition, 46, 438–449.

Kopár, L. (2010). Spatial understanding of time in early Germanic 
cultures: The evidence of old English time words and Norse 
mythology. Interfaces Between Language and Culture in Medi-
eval England, 48, 203–230.

Laeng, B., & Hofseth, A. (2019). Where are the months? Mental 
images of circular time in a large online sample. Frontiers in 
Psychology, 10, 2634.

Lakoff, G. (1993). The contemporary theory of metaphor. In A. Ortony 
(Ed.), Metaphor and thought (pp. 202–251). Cambridge Univer-
sity Press.

Lega, C., Cattaneo, Z., Merabet, L. B., Vecchi, T., & Cucchi, S. (2014). 
The effect of musical expertise on the representation of space. 
Frontiers in Human Neuroscience, 8, 1–9.

Leone, M. J., Salles, A., Pulver, A., Golombek, D. A., & Sigman, M. 
(2018). Time drawings: Spatial representation of temporal con-
cepts. Consciousness and Cognition: An International Journal, 
59, 10–25.

Lynott, D., Connell, L., Brysbaert, M., Brand, J., & Carney, J. (2020). 
The Lancaster sensorimotor norms: Multidimensional measures 
of perceptual and action strength for 40,000 English words. 
Behavior Research Methods, 52(3), 1271–1291.

Maienborn, C., Alex-Ruf, S., Eikmeier, V., & Ulrich, R. (2015). Do 
we map remembrances to the left/back and expectations to the 
right/front of a mental timeline? Space–time congruency effects 
with retrospective and prospective verbs. Acta Psychologica, 
156, 168–178.

Malyshevskaya, A., Gallo, F., Scheepers, C., Shtyrov, Y., & Myachykov, 
A. (2022). Mapping of individual time units in horizontal space. 
Language and Cognition, 1–21.

Meteyard, L., Cuadrado, S. R., Bahrami, B., & Vigliocco, G. (2012). 
Coming of age: A review of embodiment and the neuroscience 
of semantics. Cortex, 48(7), 788–804.

Matlock, T., Ramscar, M., & Boroditsky, L. (2005). On the experiential 
link between spatial and temporal language. Cognitive Science, 
29(4), 655–664.

Mattek, A. M., Whalen, P. J., Berkowitz, J. L., & Freeman, J. B. (2016). 
Differential effects of cognitive load on subjective versus motor 
responses to ambiguously valenced facial expressions. Emotion, 
16(6), 929–936.

Miles, L. K., Betka, E., Pendry, L. F., & Macrae, C. N. (2010). 
Mapping temporal constructs: Actions reveal that time is a 
place. Quarterly Journal of Experimental Psychology, 63(11), 
2113–2119.

Miles, L. K., Tan, L., Noble, G. D., Lumsden, J., & Macrae, C. N. 
(2011). Can a mind have two time lines? Exploring space–time 
mapping in mandarin and English speakers. Psychonomic Bul-
letin & Review, 18, 598–604.

Milhau, A., Brouillet, T., Dru, V., Coello, Y., & Brouillet, D. (2017). 
Valence activates motor fluency simulation and biases percep-
tual judgment. Psychological Research, 81, 795–805.

Mkrtychian, N., Blagovechtchenski, E., Kurmakaeva, D., Gnedykh, 
D., Kostromina, S., & Shtyrov, Y. (2019). Concrete vs. abstract 
semantics: From mental representations to functional brain 
mapping. Frontiers in Human Neuroscience, 13, 267.

Montefinese, M. (2019). Semantic representation of abstract and 
concrete words: A minireview of neural evidence. Journal of 
Neurophysiology, 121(5), 1585–1587.

Myachykov, A., Scheepers, C., Fischer, M. H., & Kessler, K. (2014). 
TEST: A tropic, embodied, situated theory of cognition. Topics 
in Cognitive Science, 6, 442–460.

Myachykov, A., Cangelosi, A., Ellis, R., & Fischer, M. H. (2015). 
The oculomotor resonance effect in spatial-numerical mapping. 
Acta Psychologica, 161, 162–169.

Myachykov, A., Ellis, R., Cangelosi, A., & Fischer, M. H. (2016). 
Ocular drift along the mental number line. Psychological 
Research, 80, 379–388.

Núñez, R. E., & Sweetser, E. (2006). With the future behind them: 
Convergent evidence from Aymara language and gesture in 
the cross-linguistic comparison of spatial construals of time.  
Cognitive Sciences, 30, 401–450.

Núñez, R. E., Cooperrider, K., Doan, D., & Wassmann, J. (2012). 
Contours of time: Topographic construals of past, present, and 
future in the Yupno valley of Papua New Guinea. Cognition, 
124, 25–35.

Ouellet, M., Santiago, J., Israeli, Z., & Gabay, S. (2010a). Is the 
future the right time? Experimental Psychology, 57(4), 
308–314.

Ouellet, M., Santiago, J., Funes, M. J., & Lupiáñez, J. (2010b). 
Thinking about the future moves attention to the right. Journal 
of Experimental Psychology: Human, Perception and Perfor-
mance, 36, 17–24.

Pitt, B., & Casasanto, D. (2020). The correlations in experience prin-
ciple: How culture shapes concepts of time and number. Jour-
nal of Experimental Psychology: General, 149(6), 1048–1070.

Posner, M. I. (1978). Chronometric explorations of mind. Lawrence 
Erlbaum.

Posner, M. I. (1980). Orienting of attention. Quarterly Journal of 
Experimental Psychology, 32(1), 3–25.

Price, M. C., & Mentzoni, R. A. (2008). Where is January? The 
month-SNARC effect in sequence-form synaesthetes. Cortex, 
44(7), 890–907.

Pulvermüller, F. (1999). Words in the brain’s language. Behavioral 
and Brain Sciences, 22, 253–279.

Ristic, J., Wright, A., & Kingstone, A. (2006). The number line effect 
reflects top-down control. Psychonomic Bulletin & Review, 13, 
862–868.

R Core Team. (2020). R: A language and environment for statistical 
computing. In R Foundation for Statistical Computing. https:// 
www.R- proje ct. org/

Ruiz Fernández, S., Lachmair, M., & Rahona, J. J. (2014). Human 
mental representation of time in the vertical space. Proceed-
ings of the 6th International Congress of Medicine in Space 
and Extreme Environments (ICMS).

https://www.r-project.org/
https://www.r-project.org/


Memory & Cognition 

1 3

Santiago, J., Lupiáñez, J., Pérez, E., & Funes, M. J. (2007). Time 
(also) flies from left to right. Psychonomic Bulletin & Review, 
14, 512–516.

Santiago, J., Román, A., Ouellet, M., Rodríguez, N., & Pérez-Azor, P. 
(2010). In hindsight, life flows from left to right. Psychological 
Research Psychologische Forschung, 74, 59–70.

Seymour, P. H. K. (1980). Internal representations of the months: An 
experimental analysis of spatial forms. Psychological Research, 
42, 255–273.

Shaki, S., & Fischer, M. H. (2023). How does language affect spatial 
attention? Deconstructing the prime-target relationship. Memory 
& Cognition, 51, 1115–1124.

Sixtus, E., Krause, F., Lindemann, O., & Fischer, M. H. (2023). A 
sensorimotor perspective on numerical cognition. Trends in Cog-
nitive Sciences, 27(4), 367–378.

Spivey, M. J., & Dale, R. (2006). Continuous dynamics in real-time 
cognition. Current Directions in Psychological Science, 15(5), 
207–211.

Starr, A., & Srinivasan, M. (2021). The future is in front, to the right, 
or below: Development of spatial representations of time in three 
dimensions. Cognition, 210, 104603. https:// doi. org/ 10. 1016/j. 
cogni tion. 2021. 104603

Tamagni, C., Mantei, T., & Brugger, P. (2009). Emotion and space: 
Lateralized emotional word detection depends on line bisection 
bias. Neuroscience, 162(4), 1101–1105.

Teghil, A., Marc, I. B., & Boccia, M. (2021). Mental representation of 
autobiographical memories along the sagittal mental timeline: 
Evidence from spatiotemporal interference. Psychonomic Bul-
letin & Review, 28, 1327–1335.

Topić, V., Stojić, S., & Domijan, D. (2022). An implicit task reveals 
space-time associations along vertical and diagonal axes. Psy-
chological Research, 86(4), 1252–1261.

Tower-Richardi, S. M., Brunyé, T. T., Gagnon, S. A., Mahoney, C. 
R., & Taylor, H. A. (2012). Abstract spatial concept priming 
dynamically influences real-world actions. Frontiers in Psychol-
ogy, 3, 361.

Torralbo, A., Santiago, J., & Lupiáñez, J. (2006). Flexible conceptual 
projection of time onto spatial frames of reference. Cognitive Sci-
ence, 30, 745–757.

Ulrich, R., & Maienborn, C. (2010). Left–right coding of past and 
future in language: The mental timeline during sentence process-
ing. Cognition, 117, 126–138.

Vigliocco, G., Vinson, D. P., Lewis, W., & Garrett, M. F. (2004). Rep-
resenting the meanings of object and action words: The featural 
and unitary semantic space hypothesis. Cognitive Psychology, 
48, 422–488.

von Sobbe, L., Scheifele, E., Maienborn, C., & Ulrich, R. (2019). The 
Space–Time Congruency Effect: A Meta-Analysis. Cognitive 
Science, 43(1), e12709.

Vuilleumier, P., Ortigue, S., & Brugger, P. (2004). The number space 
and neglect. Cortex: A Journal Devoted to the Study of the Nerv-
ous System and Behavior, 40(2), 399–410.

Walker, E., & Cooperrider, K. (2016). The continuity of metaphor: Evi-
dence from temporal gestures. Cognitive Science, 40(2), 481–495.

Walsh, V. (2003). A theory of magnitude: Common cortical metrics 
of time, space and quantity. Trends in Cognitive Sciences, 7(11), 
483–488.

Walsh, V. (2015). A theory of magnitude: The parts that sum to num-
ber. In R. C. Kadosh & A. Dowker (Eds.), The Oxford handbook 
of numerical cognition (pp. 552–565). Oxford University Press.

Wearden, J. H. (1991). Human performance on an analogue of an 
interval bisection task. The Quarterly Journal of Experimental 
Psychology, 43B(1), 59–81.

Wei, J., Carroll, R. J., Harden, K. K., & Wu, G. (2012). Comparisons 
of treatment means when factors do not interact in two-factorial 
studies. Amino Acids, 42(5), 2031–2035.

Wilcox, R. R. (1987). New designs in analysis of variance. Annual 
Review of Psychology, 38, 29–60.

Wulff, D. U., Kieslich, P. J., Henninger, F., Haslbeck, J. M. B., & 
Schulte-Mecklenbeck, M. (2021). Movement tracking of cogni-
tive processes: A tutorial using mousetrap. Preprint.

Zorzi, M., Priftis, K., Meneghello, F., Marenzi, R., & Umiltà, C. 
(2006). The spatial representation of numerical and non-numer-
ical sequences: Evidence from neglect. Neuropsychologia, 44(7), 
1061–1067.

Publisher’s note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1016/j.cognition.2021.104603
https://doi.org/10.1016/j.cognition.2021.104603

	Keeping track of time: Horizontal spatial biases for hours, days, and months
	Abstract
	Introduction
	Current study
	Participants
	Experimental design and materials
	Procedure

	Data preprocessing and analysis
	Results
	Movement trajectory
	Initial line intersection coordinates
	Final bisection response coordinates

	Discussion
	References


