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Abstract
Prior research has shown that searching for multiple targets in a visual search task enhances distractor memory in a subse-
quent recognition test. Three non-mutually exclusive accounts have been offered to explain this phenomenon. The mental 
comparison hypothesis states that searching for multiple targets requires participants to make more mental comparisons 
between the targets and the distractors, which enhances distractor memory. The attention allocation hypothesis states that 
participants allocate more attention to distractors because a multiple-target search cue leads them to expect a more difficult 
search. Finally, the partial match hypothesis states that searching for multiple targets increases the amount of featural overlap 
between targets and distractors, which necessitates greater attention in order to reject each distractor. In two experiments, 
we examined these hypotheses by manipulating visual working memory (VWM) load and target-distractor similarity of AI-
generated faces in a visual search (i.e., RSVP) task. Distractor similarity was manipulated using a multidimensional scaling 
model constructed from facial landmarks and other metadata of each face. In both experiments, distractors from multiple-
target searches were recognized better than distractors from single-target searches. Experiment 2 additionally revealed that 
increased target-distractor similarity during search improved distractor recognition memory, consistent with the partial 
match hypothesis.
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Introduction

Imagine during a third-grade class field trip at a local aquar-
ium that one student goes missing, requiring the teacher to 
perform a visual search for the lost child. While scanning the 
sea of children, the teacher must (to some degree) process 
the face of each student (i.e., the kids who are not miss-
ing) in order to determine that they are not the target of her 
search. One can appreciate that the difficulty of this task 
increases as the number of lost children increases. For exam-
ple, a teacher searching for a single student can quickly scan 
and verify whether or not each viewed child matches the one 

that she is looking for. In contrast, a teacher looking for three 
students who have wandered off has a much more onerous 
task, as the teacher needs to decide whether each kid before 
her matches one of three unique targets.

The exact nature of the decision-making processes 
involved in situations like this is not precisely understood. 
We consider three non-mutually exclusive accounts to help 
explain why searching for multiple targets is more challeng-
ing. One possibility is that the teacher would need to men-
tally compare each face before her to each of the missing 
students. In this case, searching for multiple students would 
be more effortful (and more time-consuming) than search-
ing for a single student because more mental comparisons 
are required. We henceforth refer to this as the mental com-
parison hypothesis. Another possibility is the teacher would 
simply allocate more attention to each child when searching 
for multiple students because the searcher is metacognitively 
aware of the difficulty of this task. That is, when searching 
for multiple students, a teacher may anticipate a more diffi-
cult search task, causing them to allocate greater attention to 
each face. We will refer to this as the attentional allocation 
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hypothesis. Finally, it is important to remember that search-
ing for multiple students will most likely also increase the 
number of features (e.g., hair color, nose shape) that are rel-
evant. That is, unless the teacher is looking for an identical 
set of triplets, the missing students will vary in appearance. 
This variation will increase the extent to which the students 
who are not missing will elicit a partial match, because they 
are more likely to share features with one (or more) of the 
missing students. Thus, searching for multiple students may 
be more effortful (and time-consuming) because the increase 
in the number of overlapping features makes it more difficult 
to discern missing students from students who are not miss-
ing. We will refer to this as the partial match hypothesis.

Although these three hypotheses are not necessarily 
mutually exclusive, they imply different mechanisms, and 
as we describe below, make distinct predictions for down-
stream behaviors (e.g., memory). There is, however, one 
shared prediction: they all assert that searching for multiple 
faces is more effortful than only searching for one face. This 
increased effort could be due to the quantity of compari-
sons that are required, or it could be due to the intensity and 
extent of each comparison. Regardless, it stands to reason 
that the increased effort spent during search may come with 
an unintended benefit: improved incidental memory for the 
faces of the kids who are not missing. Below, we review rel-
evant empirical data to detail how each of the three accounts 
explains both performance decrements (slower, poorer visual 
search) and enhancements (improved distractor memory).

Focusing first on the mental comparison hypothesis, 
research suggests that searching for multiple targets is more 
onerous than searching for a single target, as evidenced 
by decrements in search performance (Godwin, Menneer, 
Cave, & Donnelly, 2010a; Godwin, Menneer, Cave, Hel-
man, et al., 2010b; Guevara Pinto et al., 2020; Guevara 
Pinto & Papesh, 2019; Hout & Goldinger, 2012; Menneer 
et al., 2012; Mestry et al., 2017; Walenchok et al., 2016). 
Although all of the three hypotheses make this prediction, 
the mental comparison hypothesis suggests that a greater 
VWM load requires one to make more mental comparisons 
between each target and distractor. In one series of experi-
ments, Hout and Goldinger (2012) manipulated visual work-
ing memory (VWM) load by having participants search a 
display of objects for one, two, or three potential targets 
among a set of distractors. Afterwards, participants were 
given a surprise recognition test for the distractors they 
encountered earlier. The authors found that a greater VWM 
load slowed search times for the targets and increased visual 
fixations to the distractors. Importantly, though search per-
formance suffered, incidental memory for the distractors 
was enhanced; as VWM load during search increased, sub-
sequent recognition for the distractors similarly increased 
(see also Hout & Goldinger, 2010). To explain these data, 
the authors suggested that in a single-target search, each 

distractor must be compared with only one target. However, 
in a multiple-target search, one must compare each distrac-
tor to each target, resulting in more mental comparisons. 
This explanation easily accounts for the effect of load on 
search because additional comparisons require greater effort. 
This explanation also explains the benefit in memory per-
formance as a byproduct of this increased attentional effort. 
One may be concerned, however, that it is not the number of 
comparisons per se but rather the additional time required 
to perform the search that drives these effects. Hout and 
Goldinger (2010) addressed this potential confound by using 
a rapid serial visual presentation (RSVP) task to sequentially 
present each item (both targets and distractors) for a con-
sistent duration. In such a paradigm, after the entire array 
has been presented, participants indicate whether one of the 
unique targets appeared or not. Their results showed that the 
load effect on distractor memory persisted (see also Guevara 
Pinto et al., 2020; Guevara Pinto & Papesh, 2019), indi-
cating that this mnemonic benefit on distractor recognition 
cannot be attributed to differences in encoding time alone.

More recently, Guevara Pinto and Papesh (2019) pro-
posed the attentional allocation hypothesis, a more strate-
gic account arguing that encoding intensity is greater dur-
ing multiple-target search because such search cues signal 
a more difficult task. As a result, participants allocate more 
attentional resources to the distractors than they would when 
searching for a single target. Indeed, these authors found 
that participants performed worse on a secondary peripheral 
item-detection task on search trials with multiple targets. 
This result suggests that participants allocated more atten-
tional resources to the items in the search stream because 
participants expected a more difficult search trial when pre-
sented with multiple targets. Importantly, this explanation 
predicts better distractor encoding only in search trials in 
which participants can reasonably predict the difficulty of 
the upcoming search based on the search cue.

An alternative (though again, not mutually exclusive) 
account, the partial match hypothesis, focuses on the fact 
that as the number of search targets increases, so does the 
number of features that are shared between the targets and 
distractors (Lavelle et al., 2021; see also Guevara Pinto & 
Papesh, 2019). That is, a greater VWM load increases the 
functional similarity between the targets and distractors in 
visual search (Duncan & Humphreys, 1989). Such distrac-
tors are more likely to capture attention due to their target-
evoking features, creating a more challenging and effortful 
search task. As a byproduct of this difficulty, these distrac-
tors are encoded to a greater extent, and thus are more likely 
to be remembered in a subsequent recognition test.1

1  It is worth noting that this partial match could stem from a lack of 
precision in the target template (Bravo & Farid, 2009), which might 
result in more consideration of a larger set of distractors. However, it 
is also possible that distractors may capture attention simply because 
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There is much research that underscores the importance 
of target-distractor similarity in visual search (e.g., Alexan-
der & Zelinsky, 2011, 2012; Duncan & Humphreys, 1989; 
Mestry et al., 2017). For example, Mestry et al. (2017) found 
that as the similarity between the target faces and the distrac-
tor faces increased in a visual search task (similarity was 
achieved through face morphing), so did visual fixations on 
the distractors (see also Alexander & Zelinsky, 2011, Exp. 
2). This suggests that distractors that are similar to the target 
capture more attention than less similar distractors. There 
is also some evidence showing that as the similarity of tar-
gets in a multiple-target search decreases, participants spend 
more time searching, and scan more areas of the display 
before making a response (Hout & Goldinger, 2015, Exp. 
2C). This suggests that distractors can also capture more 
attention when the search template is less precise. However, 
the focus of much of the research that has manipulated tar-
get-distractor similarity (or target-target similarity) has been 
on visual search performance, and as such, has not examined 
distractor memory.

There is also some evidence to suggest that distractors 
that are similar to the target are better remembered than 
unrelated distractors (Thomas & Williams, 2014; Williams, 
2010a; Williams, 2010b; Williams & Henderson, 2005). 
However, it should be noted that much of this research used 
an active visual search task in which all of the objects were 
presented simultaneously (i.e., not using a RSVP task that 
controls for presentation time). Therefore, participants were 
able to control where they guided their attention, and did not 
necessarily have equal exposure to all items across condi-
tions. However, as mentioned above, memory is affected by 
load even in RSVP tasks (Guevara Pinto et al., 2020; Hout 
& Goldinger, 2010).

Only one study has found superior recognition memory 
for similar distractors while controlling for presentation time 
(Williams, 2010a). In that study, participants were given a 
verbal search cue (e.g., “white car”) prior to an RSVP search 
trial. Distractors that were either semantically related to the 
target (e.g., “yellow car”) or shared the same color as the 
target (e.g., “white umbrella”) were better recognized in a 
later memory test compared to unrelated distractors (e.g., 
“yellow umbrella”). However, in that study, participants 
were given a verbal search cue for stimuli that were easily 
nameable. As such, it is possible that the phonological 
characteristics of the target could have influenced search 
performance (and subsequent memory) to a greater extent 
than usual (Walenchok et al., 2016).

In the current study, we used unfamiliar AI-generated 
faces to populate our search arrays. Because faces are inher-
ently less verbalizable (e.g., see Meissner et al., 2007), we 
are more confident in the assumption that participants were 
relying more on visual features rather than verbal labels in 
their search of a target. Additionally, because unfamiliar 
faces are primarily visual, it is unlikely that semantic knowl-
edge could be used here in the same way as with well-known 
objects. As a result, using unfamiliar faces allows us to more 
easily manipulate the visual similarity of the target(s) to the 
distractors in a way that is separate from their semantic 
similarity. Similarity was manipulated based on an MDS 
model constructed from facial landmarks (see Fig. 1) and 
other metadata of each face. MDS is an analytical tool that 
models the similarity of a set of stimuli. Specifically, it does 
this by providing a spatial arrangement of stimuli in which 
the distance between items indexes how dissimilar they are 
from each other (see Hout et al., 2013, 2016).

The goal of the current study was to test how well the 
aforementioned hypotheses explain distractor memory in 
a visual search task with variable memory loads. In two 
experiments, participants were given an RSVP search task 
during which they were instructed to search for one (low 
VWM load) or two (high VWM load) potential target faces 
amongst distractor faces that were either more or less similar 
to the target(s). As previously mentioned, the similarity of 
the distractors to the target(s) was defined via a MDS space 
and manipulated within-subjects. Later, participants were 
given a surprise recognition memory test for the distrac-
tor (i.e., non-target) faces they encountered previously. We 

Fig. 1   An AI-generated face with their facial landmarks overlayed on 
their face in white dots

they are more similar. Nevertheless, both versions of this explanation 
would require that participants pay more attention to each distractor 
in order to reject it.

Footnote 1 (continued)
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recruited samples from two different participant populations 
(a traditional undergraduate student sample and a more het-
erogeneous online sample) to assess the generalizability of 
our outcomes.

As our primary outcome of interest is recognition perfor-
mance for the distractor faces, we consider the memory pre-
dictions borne from each of the three previously-discussed 
accounts. According to the mental comparison hypothesis, 
the boost to distractor memory is caused simply by the dif-
ference in effort that is expended when mentally compar-
ing each distractor to multiple targets, as opposed to only 
one target. According to the attention allocation hypothesis, 
the distractor memory benefit is due to the fact that par-
ticipants approach the search with increased effort because 
they expect a more difficult task. According to the partial 
match hypothesis, a greater VWM load increases the fea-
tural overlap between targets and distractors, causing the 
distractors to be encoded to a greater extent and therefore be 
better remembered. That is, all three accounts predict bet-
ter distractor memory from the two-target trials compared 
to the one-target trials. Importantly, the accounts diverge 
when trying to predict the effect of distractor similarity. The 
mental comparison account focuses solely on the number of 
comparisons made rather than the relative difficulty of those 
comparisons, and so suggests that distractor similarity is 
inconsequential. Similarly, the attention allocation hypoth-
esis predicts no effect of distractor similarity because there 
is no explicit cue that the trials with similar distractors will 
be more challenging, so there is no reason to differentially 
allocate one’s attention across conditions. More precisely, 
participants have no reason to expect that the current trial 
will have similar or dissimilar distractors. However, if 
greater featural overlap helps drive the benefits in distrac-
tor memory, then similar distractors should be more diffi-
cult to reject, be encoded to a greater extent, and therefore 
be correctly recognized more often than distractors in the 
dissimilar condition. That is, the partial match hypothesis 
uniquely predicts that we should find an effect of distractor-
target similarity on distractor recognition.

Experiment 1

Method

Participants  Using the effect size of the load effects from 
Hout and Goldinger (2010, Exps. 3a and 3b) as our starting 
point, we conducted a power analysis in R (R Core Team, 
2021) that indicated that 180 participants were required 
in order to detect an interaction with an effect size that is 
roughly equal to �2

P
 = 0.044 with approximately 0.8 power, 

consistent with our pre-registration. Participants were 

recruited from Skidmore College in exchange for course 
credit and Prolific in exchange for $5.00. All of the par-
ticipants were between 18 and 60 years old. A total of 187 
people participated; 97 were recruited through Skidmore 
College, and 90 were recruited from Prolific. Data from 
seven participants were excluded because they reported 
that they were not paying attention. Data from an additional 
nine participants were excluded because their search per-
formance was worse than 95% of the participants. All of 
these exclusions were pre-registered: https://​osf.​io/​q5gy7. 
This led to a final sample of 171 participants (122 females, 
42 males, four non-binary/other, three nt reported) with 
an age range of 19–60 years (M = 25.09, SD = 9.73). 115 
participants self-reported that they were Caucasian, eight 
were African American, 21 were Asian, one was American 
Indian or Alaska Native, 12 were multi-racial, and one was 
Native Hawaiian or Other Pacific Islander. Seven partici-
pants reported that none of the categories applied, and six 
participants did not provide their race.

Design  We employed a 2 (Similarity: similar vs. dissimilar 
distractors) × 2 (Load: 1 vs. 2 targets) × 2 (Target presence: 
present vs. absent) within-subjects design.

Materials  Presented images came from a database of 10,000 
artificially generated faces from Generated. Photos (https://​
gener​ated.​photos/). Each face included metadata of 67 pairs 
of facial landmarks (see Fig. 1), as well as the AI predic-
tions of whether the person was a male or a female, had 
makeup, showed a given emotional expression, was of a 
given ethnicity, had facial hair, had a given hair color, had 
a given hair length, had a given eye color, had a smile, and 
whether their forehead, mouth, or an eye were occluded by 
their hair; all features were coded in terms of probability. 
The metadata also included a prediction of the age of a given 
face. Because the variables were on different scales, each 
variable was z-standardized. We then set a threshold for sex 
and each ethnicity variable. Images in which the predicted 
sex was male with an unstandardized confidence that was 
greater than 0.64 were assigned to be a “male” face. Images 
in which the predicted sex was male with an unstandard-
ized confidence that was less than 0.34 was assigned to 
be a “female” face. To avoid a racially homogenous set of 
faces, we then divided the images into “White” and “Latino” 
groups.2 Images that were predicted to be Latino with an 
unstandardized confidence greater than 0.70 were assigned 
to be Latino. Images that were predicted to be White with an 

2  We note that these labels are somewhat arbitrary and that these 
images are of faces that vary on a continuum for both the Sex and 
Ethnicity variable. However, we use these labels to be consistent with 
the labels that were used in the original dataset.

https://osf.io/q5gy7
https://generated.photos/
https://generated.photos/


1408	 Memory & Cognition (2023) 51:1404–1415

1 3

unstandardized confidence of at least 0.69 were assigned to 
be White. Any images that fell inside of any of these thresh-
olds were not included. In other words, images that were 
not classified as White or Latino and Male or Female with 
sufficient confidence were not included in this experiment. 
In applying these criteria, we were left with 483 Latino 
males, 343 Latina females, 672 White males, and 769 White 
females (2,267 in total). We then applied multidimensional 
scaling, using the metadata of each face, to create two ten-
dimensional face spaces, one for males and one for females.

We computed the inter-item distances between all of 
the images within a given subgroup using their coordi-
nates in the face space. Based on these inter-item dis-
tances, 100 lists were created for each sex. For each list, 
a random “seed image” was selected and the remaining 
images were ordered based on distance from that image. 
That is, each image was assigned a number from 1 to N 
corresponding to how close (i.e., similar) it was to the 
seed face. The seed face was given a value of 1, and the 
farthest (i.e., most dissimilar) image was given a value 

of N. Based on this vector of dissimilarities, targets were 
sampled from the subset of items in the range of 2 to 
roughly N/4, similar distractors were sampled from the 
subset defined roughly by (N/4)+1 to N/2, the subset 
for the new items for the recognition test was defined 
roughly by (N/2)+1 to (3N/4), and the subset for dis-
similar distractors was defined roughly by (3N/4) to N. 
The images of the targets, the similar distractors, the dis-
similar distractors, and the new items on the recognition 
test were randomly selected from these subsets of images 
with the constraint that an equal number of images from 
each ethnicity would be sampled for each item type. That 
is, targets, similar distractors, dissimilar distractors, and 
new items each had an equal number of images from each 
ethnicity. The precise cutoffs for each subset are shown 
in Table 1 and Fig. 2. Figure 3 shows example dissimilar 
and similar search trials for each experiment. For each 
list, we selected a total of 120 targets, 12 distractors for 
each combination of VWM load and target-distractor sim-
ilarity condition, and 48 images were selected to be new 

Table 1   Actual cutoffs for each item type of males and females for 
Experiments 1 and 2 based on the ranked order of distance from a 
given seed face. The seed face was assigned a 1, and the farthest 

image (i.e., least similar image) was assigned N, where N refers to the 
number of images within a given sex subgroup

Experiment 1 Experiment 2

Males Females Males Females

Targets 2 – 290 2 – 279 2 – 290 2 – 290
Similar distractors 291 – 578 280 – 557 340 – 490 340 – 490
Dissimilar distractors 867 – 1,155 835 – 1,112 1,398 – 1,548 1,651 – 1,800
New items 579 – 866 558 – 834 819 – 1,069 946 – 1,196

Fig. 2   Example of list construction for Experiment 1 (left panel) and 
Experiment 2 (right panel). The “seed face” (pictured in green) is 
in the first position. Images are ordered based on their distance from 

the seed face, from left to right and top to bottom. Grayed-out images 
indicate sections that were eliminated from selection to increase dis-
similarity of the faces across conditions (in Experiment 2)
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items during the recognition test. The orders of both the 
search trials and the recognition trials were completely 
randomized.

Each search trial used a novel target. Distractors were 
repeated across search trials within each VWM load and 
similarity combination. There was a total of ten trials for 
each combination of VWM load and target-distractor simi-
larity conditions. Each combination of conditions used 
a unique set of distractors. Within each combination of 
conditions, half of the targets were “White,” and the other 
half of the targets were “Latino.” Within each set of dis-
tractors, half of the faces were “White,” and the other half 
were “Latino.” For some participants, all of the faces were 
“Male,” and for other participants, all of the faces were 
“Female.”

Procedure  Participants were told that their task was to 
search for one (low VWM load) or two (high VWM load) 

target face(s) among a set of sequentially presented faces.3 
Regardless of load, participants were presented with either 
zero (target absent trials) or one (target present trials) target 
during the ensuing array. After target presentation (self-
paced), 12 additional face images (either 11 distractors and 
a target face, or 12 distractor faces) were rapidly presented 
at a rate of 650 ms per image. Participants then indicated 
via keystroke whether the target was present or absent in the 
previously presented array. To help familiarize them with the 
task, participants began with several practice trials during 
which feedback was given on the accuracy of their present/
absent decisions. Following this, they were given 80 critical 
trials with no feedback.

Fig. 3   Example trials of high visual working memory (VWM) load 
for a given target. Each panel depicts two targets at the top, with 
12 distractors below. The top left panel depicts a dissimilar trial in 
Experiment 1. The top right panel depicts a dissimilar trial in Experi-

ment 2. The bottom left panel depicts a similar trial in Experiment 1. 
The bottom right panel depicts a similar trial in Experiment 2. Each 
of these trials are from different participants

3  Our decision to use two targets in the high VWM load condition 
was based on pilot work suggesting that more than two targets may be 
prohibitively difficult.
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After all of the search trials were completed, participants 
were given a surprise recognition test for the distractor faces 
(i.e., not the search targets). For each trial, participants were 
asked whether they saw a given face in the previous phase. 
Participants were asked to respond on a 4-point scale, where 
1 indicated that they had “Not Seen” the face, 2 indicated 
that they had “Unlikely Seen” the face, 3 indicated that they 
had “Likely Seen” the face, and 4 indicated that they had 
“Seen” the face. Half of the images were old (i.e., distrac-
tors from the search phase), and half of the images were 
new (i.e., faces which had not been presented during the 
search phase).

Results

An initial analysis suggested that none of the outcomes 
reported here were moderated by site (ps > .17), so the fol-
lowing analyses present the online and undergraduate sam-
ples collapsed together.

Search performance

To evaluate whether VWM load and similar ity 
affected target detection performance, we ran a 2 × 2 

repeated-measures ANOVA on d'. This is a measure of 
discriminability, which indexes the extent to which a 
participant discerns between trials in which a target is 
present in the search stream from trials in which no 
target is present in the search stream (Green & Swets, 
1966; Macmillan & Creelman, 2005). Before computing 
d', all hit rates and false alarm rates were corrected as 
recommended by Snodgrass and Corwin (1988). This 
analysis revealed a main effect of Load, F(1, 170) = 
172.70, MSE = 0.45, p < .001, �2

P
 = 0.50, BF10 = 8.56 

× 1033, indicating worse performance in the higher load 
condition (M = 1.58, SD = 0.93) compared to the lower 
load condition (M = 2.25, SD = 0.86). The main effect 
of Similarity was also significant, F(1, 170) = 35.62, 
MSE = 0.33, p < .001, �2

P
 = 0.17, BF10 = 3301.55, 

indicating worse target detection when target-distractor 
similarity was high (M = 1.79, SD = 0.94) compared 
to low (M = 2.05, SD = 0.95). The Similarity × Load 
interaction was not significant, F(1, 170) = 0.19, MSE 
= 0.37, p = .67, �2

P
 = 0.00, BF10 = 0.13. A pre-regis-

tered planned contrast was conducted testing whether 
the similar and dissimilar conditions differed at a load 
of one. This contrast was significant, t(170) = 3.82, p < 
.001, d = 0.28, BF10 = 82.66. We also compared these 
two conditions at a load of two, which was also signifi-
cant, t(170) = 4.38, p < .001, d = 0.31, BF10 = 659.09. 
These data are depicted in Fig. 4.

Fig. 4   Experiment 1: Search performance and recognition performance as a function of similarity and load. The red dashed line in the right 
panel indicates the false alarm rate. Error bars represent the standard errors of the means. None of these effects were moderated by Site
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Recognition performance

To examine the effects of similarity and VWM load on 
subsequent distractor recognition performance, we ran a 2 
× 2 repeated-measures ANOVA using the hit rates as our 
dependent measure.4 Ratings ≥ than 3 were considered “yes” 
responses, and ratings ≤ 2 were considered “no” responses. 
Consistent with the search performance data, the main effect 
of Load was significant, F(1, 170) = 26.28, MSE = 0.02, p 
< .001, �2

P
 = 0.13, BF10 = 16585.67, indicating better rec-

ognition for distractors from the higher load condition (M = 
0.75, SD = 0.19) than the lower load condition (M = 0.69, 
SD = 0.20). In contrast to the search performance data, the 
main effect of Similarity was not significant, F(1, 170) = 
0.58, MSE = 0.02, p = .45, �2

P
 = 0.00, BF10 = 0.11, indicat-

ing that similar distractors (M = 0.73, SD = 0.19) and dis-
similar distractors (M = 0.72, SD = 0.20) were recognized 
at comparable rates. The Similarity × Load interaction was 
also not significant, F(1, 170) = 2.64, MSE = 0.02, p = .11, 
�
2

P
 = 0.02, BF10 = 0.37. A planned contrast testing whether 

the similar and dissimilar condition differed at a load of one 
was not significant, t(170) = -1.68, p = .09, d = -0.13, BF10 
= 0.34. These two conditions also did not differ from each 
other at a load two, t(170) = 0.54, p = .59, d = 0.04, BF10 = 
0.10. These data are shown in Fig. 4.

Discussion

We found that searching for multiple targets both hurt search 
performance and enhanced distractor recognition, replicat-
ing earlier findings (cf. Hout & Goldinger, 2010, 2012) and 
extending them to face stimuli. In contrast to earlier findings 
(Williams, 2010a), however, similar distractors were not bet-
ter recognized than dissimilar distractors. That is, the pre-
dictions borne out of the partial match hypothesis were not 
supported. Instead, these data suggest that the only relevant 
variables were some combination of the number of search 
targets (mental comparison hypothesis) and participants’ 
strategic choice to allocate attention during search (atten-
tion allocation hypothesis).

Before reaching such a conclusion, however, we consid-
ered an alternative explanation: perhaps the manner in which 
we operationalized similarity was simply not effective. Such 
a possibility is undermined by the fact that our design did 
yield similarity effects elsewhere; similarity hurt search per-
formance in theoretically predictable ways. However, per-
haps the difference in similarity between the two conditions 
in the current experiment was simply not large enough. It 

should be noted the magnitude of the differences in high 
versus low similarity conditions here was likely smaller than 
in prior research. For example, in Williams (2010a), a target 
(e.g., white car) either shared the same category or color as 
the distractors (e.g., yellow car, white umbrella), whereas 
in the present experiment, all of the distractors were faces 
that could not be distinguished with simple verbal labels. 
Though that level of differentiation is likely impossible with 
face stimuli, in Experiment 2, we nevertheless attempted to 
increase the differences in similarity between the two simi-
larity conditions again using the MDS space.

Experiment 2

In Experiment 1, despite finding an effect of target-distrac-
tor similarity on target detection, this did not appear to have 
any downstream effects on distractor recognition. The goal 
of Experiment 2 was to further examine the partial match 
hypothesis by widening the gap between the similar and dis-
similar distractors; that is, to make the similar distractors 
more similar to the targets, and make the dissimilar targets 
less similar to the targets. As previously detailed, targets, 
distractors, and new items were sampled based on the ranked 
distance to a given seed face. In Experiment 2, based on a 
given seed face, the dissimilar distractors were sampled from 
a subset that was on average 1,034.5 images away from the 
subset that similar distractors were sampled from, compared 
to an average of 283.5 images in Experiment 1 (see Table 1 
and Fig. 2 for details). To do this, we first needed to increase 
the number of images to sample from. This was accomplished 
by relaxing the thresholds for what counted as a male or a 
female, as well as what counted as Latino or White.

One additional change in Experiment 2 came in the form 
of participant populations. Because none of the findings in 
Experiment 1 varied as a function of site (Skidmore under-
graduates vs. Prolific), we decided to exclusively recruit 
participants from Prolific.5

Method

Participants  A total of 194 participants were recruited 
through Prolific. Data from ten participants were dropped 
because their search performance was worse than 95% of 
the sample (see our pre-registration for a list of possible 
exclusions: https://​osf.​io/​jfa6z). This yielded a total of 184 
participants (89 females, 87 males, five Non-binary/Other, 
three Not reported) with an age range of 19–60 years (M = 

4  Unlike the search task, new items in the recognition test were not 
unique to any of the conditions. Therefore, it would not be possible to 
compute d'.

5  In our pre-registration, we wrote that we would recruit participants 
from Amazon Turk. We ultimately decided to recruit via Prolific but 
neglected to change this in the pre-registration.

https://osf.io/jfa6z
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36.26, SD = 10.48). 138 participants self-reported that they 
were Caucasian, 16 were African American, 12 were Asian, 
and seven were multi-racial. Five participants reported that 
none of the categories applied, and six participants did not 
provide their race.

Design  The design of Experiment 2 was identical to Experi-
ment 1 (though the differences between similar and dissimi-
lar distractors was magnified as outlined below).

Materials  Images in which the predicted sex was male with 
an unstandardized confidence that was at least 0.55 were 
assigned to be a “male” face. Images in which the predicted 
sex was male with an unstandardized confidence that was ≤ 
0.46 were assigned to be a “female” face. Within each group, 
we then divided the images into “White” and “Latino” 
groups. Images that were predicted to be Latino with an 
unstandardized confidence 0.56 or greater were assigned to 
be Latino. Images that were predicted to be White with an 
unstandardized confidence of at least 0.63 were assigned to 
be White. For each list, a random “seed” image was selected 
and images were ordered based on their distance from the 
seed image. Images were then randomly sampled in the 
same manner as Experiment 1, from different subsets of the 
images. Based on the ranked distance of images to the seed 
face, targets were sampled from the subset defined as 2–290. 
The subset for similar distractors was defined as 340–490. 

The subset for the dissimilar distractors was defined as 
(N-151) to N. The subset for the new items was defined such 
that it was of equal distance to the similar and dissimilar 
distractors (see Figs. 2 and 3 as well as Table 1 for details).

Procedure  The procedure in Experiment 2 was identical to 
the procedure of Experiment 1.

Results

Search performance

As in Experiment 1, we ran a 2 × 2 repeated-measures 
ANOVA on d' scores of target identification after correct-
ing the hit and false alarm rates. This analysis revealed a 
main effect of Load, F(1, 183) = 275.20, MSE = 0.35, p 
< .001, �2

P
 = 0.60, BF10 = 4.39 × 1038. Searching for two 

targets yielded poorer performance (M = 1.61, SD = 0.90) 
than searching for one target (M = 2.33, SD = 0.90). The 
main effect of Similarity was also significant, F(1, 183) 
= 122.20, MSE = 0.40, p < .001, �2

P
 = 0.40, BF10 = 2.12 

× 1017. Searching for a target among similar distractors 
yields worse search performance (M = 1.71, SD = 0.95) 
than among dissimilar distractors (M = 2.23, SD = 0.93). 
The Similarity × Load interaction was not significant, F(1, 
183) = 1.78, MSE = 0.30, p = .18, �2

P
 = 0.01, BF10 = 0.24 

(see Fig. 5). A planned contrast comparing the similar and 

Fig. 5   Experiment 2: Search performance and recognition performance as a function of similarity and load. The red dashed line in the right 
panel indicates the false alarm rate. Error bars represent the standard errors of the means



1413Memory & Cognition (2023) 51:1404–1415	

1 3

dissimilar condition with a load of one was significant, 
t(183) = 7.39, p < .001, d = 0.52, BF10 =1.43 × 109. These 
two conditions were also significantly different at a load of 
two, t(183) = 9.34, p < .001, d = 0.66, BF10 = 1.56 × 1014.

Recognition performance

As done with Experiment 1, ratings ≥ 3 were considered 
“yes” responses, and ratings ≤ 2 were considered “no” 
responses. A 2 × 2 repeated-measures ANOVA on distractor 
recognition revealed a significant main effect of Load, F(1, 
183) = 51.48, MSE = 0.02, p < .001, �2

P
 = 0.22, BF10 = 4.96 

× 107. Participants recognized distractors from multiple-tar-
get searches (M = 0.79, SD = 0.18) better than from single-
target searches (M = 0.72, SD = 0.20). Importantly, there 
was also a significant main effect of Similarity, F(1, 183) = 
9.89, MSE = 0.03, p = .002, �2

P
 = 0.05, BF10 = 42.17, indi-

cating better memory for similar distractors (M = 0.77, SD 
= 0.18) compared to dissimilar distractors (M = 0.74, SD = 
0.21). The Similarity × Load interaction was not significant, 
F(1, 183) = 1.38, MSE = 0.01, p = .24, �2

P
 = 0.01, BF10 = 

0.18 (see Fig. 5). A planned contrast comparing the similar 
and dissimilar condition at a load of one was not significant, 
t(183) = -1.82, p = .07, d = -0.14, BF10 = 0.41. However, 
these two conditions were significantly different at a load 
of two, t(183) = -3.29, p = .001, d = -0.26, BF10 = 14.62.

Discussion

In this experiment, we replicated the VWM load effects on 
both search performance and distractor recognition from 
Experiment 1. We also replicated the effect of target-distrac-
tor similarity on search performance. In contrast to Experi-
ment 1, we observed a reliable effect of target-distractor 
similarity on recognition performance. These data suggest 
that the difference in similarity in Experiment 1, though suf-
ficient to impact search performance, was not large enough 
to affect memory for the distractors. Consistent with the 
partial match hypothesis, this suggests that during search, 
similar distractors received more attention than dissimilar 
distractors, presumably because they were more difficult to 
reject. In turn, this additional distractor encoding led to bet-
ter memory.

General discussion

In the current study, we manipulated both VWM load 
and target-distractor similarity in an RSVP task, using 
unfamiliar face stimuli to test three different accounts of 
why distractor memory is improved in more challenging 
searches. In Experiment 1, we found an effect of VWM 
load on both target detection in the initial search as well as 

subsequent distractor recognition; this is the first time such 
effects have been demonstrated with face stimuli, which 
is an important extension of previous findings. We did 
not, however, find an effect of target-distractor similarity 
on distractor recognition. Critically though, similarity did 
hurt target detection in the search task. In Experiment 2, 
we increased the difference in similarity between the high 
versus the low similarity conditions, and found an effect 
of target-distractor similarity on search performance and 
distractor memory.

Taken together, the present experiments help us make 
sense of why distractor memory is enhanced in RSVP tasks 
when people are tasked with looking for multiple targets. 
In both experiments, we found that VWM load hurt search 
performance and helped distractor memory. According to 
the mental comparison hypothesis, this is due to the fact that 
in a multiple-target search, each target needs to be mentally 
compared to each distractor, and in doing so, this enhances 
memory for each distractor. The attention allocation hypoth-
esis states that a multiple-target search cue serves to set an 
expectation of difficulty in participants, who subsequently 
allocate more attention to distractors on these trials, yield-
ing better distractor memory. The partial match hypothesis 
asserts that on multiple-target search trials, there is more 
featural overlap between the targets and the distractors. As 
a result, a distractor is encoded to a greater extent in order 
for it to be rejected.

Importantly, the partial match hypothesis uniquely pre-
dicts that target-distractor similarity will impact distrac-
tor memory. In Experiment 1, although we found an effect 
of similarity on search performance, this effect was not 
observed in the distractor recognition data. Thus, we did not 
find any evidence for the partial match hypothesis. However, 
we speculated that this might not be an indictment of the 
partial match hypothesis per se, but rather a consequence 
of our similarity manipulation being too subtle. In Experi-
ment 2, we magnified the difference between the low and 
high similarity conditions and demonstrated the predicted 
similarity effects on distractor memory.

We should emphasize that most of the relevant extant 
research did not use face stimuli, and that none of the prior 
research examined distractor memory using faces. For exam-
ple, Williams (2010a) showed better memory for distractors 
that share the same category or color as the target. However, 
in that study, participants could potentially rely on verbal 
labels in searching for the target (e.g., yellow car) among dis-
tractors (e.g., white umbrella). Indeed, there is evidence that 
search performance is influenced by the phonological char-
acteristics of the verbal label of the target (Walenchok et al., 
2016). By using face stimuli as we do in the current study, 
participants could not easily rely on verbal labels during their 
search. Even with this adjustment, we still found the pre-
dicted effect of similarity, suggesting a robust phenomenon. 
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Such an outcome is not necessarily a given because unlike 
the common object stimulus sets used in prior research (e.g., 
cars, umbrellas, etc.), faces do not lend themselves as easily 
to verbal labels, rendering the similarity (or lack thereof) 
between two faces difficult to articulate. Using face stimuli 
had the added benefit of allowing us to manipulate the visual 
similarity of the distractors to the targets in a more continu-
ous fashion rather than manipulating discrete features of the 
items (e.g., color or category). That is, because these faces 
were unfamiliar, it is unlikely that participants could have 
used category membership in a way that may render their 
visual similarity irrelevant (or less impactful).

The current research shows that findings from previous 
research generalize to facial stimuli. This too was not a 
foregone conclusion, as performance on other tasks utiliz-
ing objects does not always generalize to unfamiliar faces 
(see Mestry et al., 2017, for a discussion). This could be 
because of resource limitations arising from the complexity 
of unfamiliar faces (Eng et al., 2005; Mestry et al., 2017), 
the uniqueness of faces, or because faces are processed dif-
ferently than other stimuli (e.g., Tanaka & Farah, 1993). 
Despite all of these potential differences, we nevertheless 
replicated a number of key previous findings.

Importantly, the current study provided evidence for the 
partial match hypothesis. Future directions could include 
testing the mental comparisons hypothesis by manipulating 
the number of comparisons. However, we should note that 
this is difficult because it is not clear how to manipulate this 
variable without confounding a number of other variables. 
For example, by increasing the VWM load, and therefore 
the number of comparisons required, one is likely increas-
ing the featural overlap between targets and distractors. The 
attention allocation hypothesis would likely be easier to test 
in future work. If participants are allocating more of their 
attention to distractors on trials that they expect to be dif-
ficult, then simply indicating the difficulty of an upcoming 
trial should enhance memory for those distractors.

When searching for multiple faces among a set of distrac-
tors, we must process each face to some extent in order to 
determine whether or not it is the face that we are looking 
for. Although searching for multiple faces (as opposed to 
one) will likely decrease our ability to find any of the targets, 
we will likely show better memory for the faces that we had 
rejected. The current study suggests that this is due to the 
fact that searching for multiple faces will often increase the 
amount of featural overlap between the target faces and the 
non-target faces. Returning to the “missing children” exam-
ple discussed above, a teacher who is looking for a missing 
child among similar looking children will likely develop bet-
ter memory for the non-missing children’s faces, compared 
to a situation in which the non-missing children are less 
similar. In addition, when searching for multiple missing 
children, it is likely that more of the faces of the non-missing 

children will look like one or more of the missing children. 
In this situation, a teacher may encode the faces of the non-
missing children to a greater extent, and develop a stronger 
memory of seeing their faces. If another child goes miss-
ing, the stronger memory may make it easier to identify and 
reject each non-missing child because the information about 
each child is processed faster. Alternatively, the stronger 
memory could result in a less conservative threshold for how 
much information the teacher needs in order reject each non-
missing child (Hout & Goldinger, 2012). In both cases, if 
another child goes missing, the stronger memory for the non-
missing children would likely facilitate search performance.
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