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Abstract
To succeed in a social world, we must be able to accurately estimate what others know. For example, teachers must anticipate 
student knowledge to plan lessons and communicate effectively. Yet one’s own knowledge consistently contaminates esti-
mates about others’ knowledge. We examine how one’s knowledge influences the calibration and resolution of participants’ 
estimates of novices’ knowledge. Across four experiments, participants studied trivia questions and estimated the percentage 
of novice participants who would know the answer across multiple study/estimation rounds. When participants were required 
to answer the question before estimating what novices would know, studying the facts impaired both the calibration and reso-
lution of the estimates. Studying the facts reduced the validity of one’s experiences for predicting novices’ knowledge, and 
estimators utilized their own experiences less when predicting novices’ knowledge as they studied. Experimentally reducing 
reliance on one’s own knowledge did not improve the accuracy of estimates. The results suggest that learning impairs the 
accuracy of judgments of others’ knowledge, not because estimators rely too heavily on their own experiences, but because 
estimators lack diagnostic cues about others’ knowledge.
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Accurately estimating others’ knowledge is crucial to thriv-
ing in social environments. Politicians, advertisers, and even 
scientists who can predict what their audiences will under-
stand can better construct persuasive and comprehensible 
messages. For example, teachers who successfully predict 
what their students will know can effectively tailor their ped-
agogy to support student learning (Sadler et al., 2013), while 
those who struggle to accurately take the perspective of 
novices may not communicate effectively (Wieman, 2007). 
Similarly, doctors need to understand patients’ knowledge to 
effectively convey information about appropriate medication 
use (Hargis & Castel, 2019). Yet one’s own knowledge can 
significantly bias estimates of others’ knowledge across a 
variety of situations (e.g., Ghrear et al., 2016). Understand-
ing how and why one’s own knowledge influences estimates 
of others’ knowledge may enable us to predict systematic 
errors in estimates and suggest how to improve our estimates 
(Epley & Waytz, 2009). In four experiments, we examined 

how and why one’s own knowledge influences the accuracy 
of predictions about others’ knowledge.

Our own knowledge biases or contaminates our ability to 
reason about others across many kinds of social judgments. 
Estimates of others’ mental states are often egocentrically 
biased (e.g., Birch & Bloom, 2007; Keysar & Barr, 2002). 
For instance, predictions about others are biased towards 
one’s own knowledge when estimating whether others 
understand the meaning of idioms (Keysar & Bly, 1995), 
whether others interpret a message as sarcastic (Keysar, 
1994), and whether others know the outcome of historical 
events (Fischhoff, 1975). When estimating others’ knowl-
edge, estimators predict that a greater number of others will 
know an answer when they know the answer than when they 
do not, which is often referred to as a “curse of knowledge” 
(Birch, 2005; Birch & Bloom, 2003; Fussell & Krauss, 
1992; Kelley & Jacoby, 1996; Nickerson et al., 1987) or 
an expertise bias. Biases towards one’s own knowledge 
may explain why teachers systematically overpredict stu-
dent knowledge across a variety of age levels and domains 
(Berg & Brouwer, 1991; Friedrichson et al., 2009; Goranson, 
described in Halim & Meerah, 2002; Kelley, 1999; Sadler 
et al., 2013). The curse of knowledge bias is widespread; 
it affects judgments across a wide range of disciplines, 
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including medicine, law, education, business, and politics 
(e.g., Hinds, 1999; Keysar, 1994; Keysar & Bly, 1995), and 
affects reasoning across multiple cultures (Heine & Lehman, 
1996; Pohl et al., 2002). The contaminating effects of one’s 
own knowledge when predicting others’ knowledge may 
indicate a weakness in adults’ theory of mind, in which we 
acknowledge that others’ mental states are different than our 
own (e.g., Keysar et al., 2003).

In addition to its pervasiveness, the expertise bias is 
robust: eliminating or reducing the expertise bias is difficult. 
The influence of egocentric projections is not diminished 
when participants are explicitly warned to avoid the curse 
of knowledge (Pohl & Hell, 1996) or when participants are 
instructed to focus on another’s perspective prior to or dur-
ing perspective taking (Damen et al., 2020). Even when in 
their best interest to do so, people struggle to ignore their 
own private knowledge when estimating what others know 
(Camerer et al., 1989). For example, rewards and punish-
ments that incentivize ignoring one’s own knowledge do not 
reduce egocentric biases in accounting decisions (Kennedy, 
1995). Despite its pervasiveness and robustness, we do not 
fully understand the mechanisms underlying the curse of 
knowledge or how it changes with learning.

Across four experiments, we examined how repeated 
exposures to trivia questions bias estimates of others’ knowl-
edge. Participants studied trivia questions and predicted how 
well novices would perform on those questions. We exam-
ined two central questions. First, we explicitly tested whether 
learning across multiple study trials impairs the resolution of 
judgments of others’ knowledge. Prior research and theory 
have focused almost exclusively on the calibration of esti-
mates; calibration reflects the degree to which a person’s 
average predicted performance corresponds to actual average 
performance (i.e., whether mean estimates are too high or 
too low; Hacker et al., 2008). Research consistently shows 
that people overestimate others’ knowledge when they know 
the correct answer (Nickerson et al., 1987). In contrast, little 
research has examined the impact of expertise on resolution, 
which indicates one’s ability to decipher between easy and 
difficult items. Resolution is important because accurately 
distinguishing between the difficulty of items is vital to make 
effective study choices, especially under limited time (Kor-
nell & Metcalfe, 2006; Metcalfe & Finn, 2008; Tullis & 
Benjamin, 2011). For example, accurate resolution of judg-
ments about students’ knowledge may be critical for teach-
ers to plan effective lessons (Thiede et al., 2018). Teachers 
need to know which items are easy and which are difficult to 
organize their instructional time and activities.

Examining both resolution and calibration of judgments 
of others’ knowledge is important because the bases of these 
kinds of accuracy are different. Comparisons between indi-
vidual items (i.e., comparing the difficulty of one target to 
other targets in the list) likely drive the accuracy of resolution 

(Susser et al., 2013). In contrast, the overall task structure (e.g., 
the total number of studied items, the type of test, and the 
number of practice trials) may drive the accuracy of calibration 
(Connor et al., 1997; Thiede & Dunlosky, 1994). Because the 
accuracy of resolution and calibration are based upon different 
factors, the impact of learning on resolution and calibration 
may differ.

Second, we measured how and why the resolution of esti-
mates about others’ knowledge worsens across multiple rounds 
of learning. Prior research has focused largely on differences 
in predictions when an estimator knows the answer compared 
to when an estimator does not know the answer (e.g., Kelley 
& Jacoby, 1996; Thomas & Jacoby, 2013; Tullis, 2018), rather 
than across learning of the ideas within participants. Measur-
ing change across multiple exposures to trivia questions can 
reveal underlying shifts in learners’ use of cues as they gain 
experience with the questions. Understanding these patterns 
can show how the development of expertise changes predic-
tions of novices and challenges perspective taking.

To understand why predictions change across rounds, we 
employed the cue-utilization approach to perspective taking 
(Koriat, 1997; Tullis, 2018). The cue-utilization approach 
suggests that people infer others’ knowledge from weighing 
salient cues about others’ knowledge. As in prior literature, 
the cues we examined included one’s ability to answer the 
question and how long it took to answer the question (Tul-
lis, 2018). Using the lens model of metacognition (Bröder 
& Undorf, 2019), we assessed how the validity of these 
cues changed with learning (i.e., how their relationship to 
normative difficulty changed across repetitions) and how 
the utilization of the cues changed with learning (i.e., how 
their relationship to judgments of others changed across rep-
etitions). Understanding how the validity and utilization of 
these cues change can reveal the underlying mechanisms that 
cause the curse of knowledge. For example, some theories 
of the curse of knowledge suggest that our judgments about 
others become inaccurate because we fail to inhibit our own 
experiences when predicting others’ knowledge (Brown-
Schmidt & Hanna, 2011). If this inhibition explanation were 
true, we would expect utilization of one’s own experiences 
to be larger than their validity and we would expect that dif-
ference to widen across training. Comprehending how and 
why repetitions affect estimates of novices’ knowledge may 
ultimately show how we can produce accurate estimates of 
others’ knowledge.

Experiment 1

In this first experiment, participants answered trivia ques-
tions, received the correct answer, and estimated the percent-
age of novice participants that would know the answer. Par-
ticipants studied the questions and estimated the percentage 
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of novices who would know the answer three times. Three 
rounds of learning and estimates allow us to track how the 
resolution and calibration of judgments change with learn-
ing. Further, multiple rounds of learning and judgments 
allow us to test how the validity and utilization of personal 
experiences change with learning.

Method

Participants Prior research examining how participants 
estimate what other people know found Cohen’s d effect 
sizes that ranged from 0.38 to over 1 (Tullis, 2018). A power 
analysis using the G*Power computer program (Faul et al., 
2007) indicated that a total sample of 130 participants would 
be needed to detect the smallest effect size found in related 
prior literature (d = 0.38) with alpha at 0.05 and power of 
0.80 using a one-way analysis of variance (ANOVA) with 
correlation among measures of 0, to be conservative. Ulti-
mately, we collected data from 131 participants, who earned 
partial course credit for introductory educational psychology 
courses by participating.

Materials Forty general knowledge trivia questions were 
selected from existing databases (Nelson & Narens, 1980; 
Tauber et al., 2013). Questions were selected to encompass 
a wide range of difficulties and a variety of topics, including 
geography, entertainment, sports, art, science, and history. 
The normative difficulty of the questions for this experiment 
and all subsequent experiments in the manuscript was deter-
mined by the ability of a separate sample of 100 participants 
from the same participant pool to answer these questions. 
These 100 participants received the questions in a random 
order, entered their answers, and received no feedback (as 
described in Tullis, 2018). Normative difficulty of each ques-
tion was the percent of the 100 participants who correctly 
answered each question. Answers were only counted as cor-
rect, across the prior sample and in the current studies, if 
the participant spelled the answer correctly. Accepting only 
correctly spelled answers allows for clear and standardized 
analyses across this study and prior research (e.g., Tauber 
et al., 2013). The questions ranged in normative difficulty 
from 2% to 89% correct, with a mean percentage correct of 
44% (SD = 25%).1

Procedure Participants completed the experiment on desk-
top computers in a lab while up to three other participants 
completed the experiment at the same time. The program 
was created in MATLAB using the Psychophysics Toolbox 
(Brainard, 1997) and CogSci Toolbox (Fraundorf et al., 
2014). The procedure is displayed in the top section of 
Fig. 1. For each trivia question, participants first answered 
the question, were given feedback about whether their 
answer was correct or incorrect, were told what the cor-
rect answer was, and then estimated what percent of other 
participants would know the correct answer on a scale of 
0% to 100%. Instructions included, “You will estimate what 
percent of other participants will know the answer to each 
question from 0% (no one) to 100% (everyone) without hav-
ing studied it. If you think half of the other participants will 
answer correctly without studying it, you should say 50% of 
the other participants.”

Participants were warned that they may see trivia ques-
tions multiple times, but that they should estimate the per-
centage of other participants who would be able to answer 
each question without studying it. After answering and rat-
ing all of the 40 trivia questions, the order of the trivia ques-
tions was randomized and participants completed a second 
round of answering, feedback, and estimating what others 
know that was identical to the first. Finally, participants 
completed a third round of answering the questions, receiv-
ing feedback, and estimating what others know; the third 
round was identical to the first two rounds. Participants were 
not explicitly told that they were starting the second or third 
rounds, but they were always asked to estimate the percent-
age of other participants who could answer each question 
without studying it. All aspects of the procedure were self-
paced, and participants’ response times were recorded.

Analytic procedure

Our primary analyses examined the accuracy of judgments 
about others’ knowledge. More specifically, we examined 
how the resolution and calibration of judgments of others’ 
knowledge change with learning. In our experiments, reso-
lution describes participants’ abilities to decipher between 
normatively easy and difficult questions and is calculated 
using Pearson correlations between estimates and normative 
difficulty for each participant.2 Larger Pearson correlations 
indicate better resolution, which means that participants 
more accurately decipher between which questions are easy 

1 Performance across the questions within this sample was strongly 
correlated with performance across questions from the sample 
described in Nelson and Narens (1980), r = .87, and from the sam-
ple in Tauber et al. (2013), r = .89. Further, overall performance lev-
els did not differ between this sample and that in Nelson and Narens 
(1980), M = 0.54, SD = 0.27, t(39) = 1.79, p = .08, d = 0.29, but par-
ticipants in this sample answered more questions correctly than par-
ticipants in Tauber et al. (2013), M = 0.35, SD = 0.27, t(39) = 10.99, 
p < 0.001, d = 1.76.

2 Resolution in metacognitive research is typically calculated using 
gamma correlations or signal detection theoretic measures because 
the predicted variable (e.g., recall) is categorical and dichotomous (1 
= recalled, 0 = not recalled). We utilize Pearson’s R to calculate reso-
lution because the predicted variable ranges from 2% to 89% for each 
participant and it is based upon a ratio scale.
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and difficult for others. Calibration indicates the relationship 
between the average normative difficulty and the global aver-
age of estimates of others’ knowledge. We calculate calibra-
tion by subtracting the proportion of the tested sample who 
answered correctly from the proportion estimated to have 
answered it correctly. Positive calibration scores indicate 
overestimates of others’ knowledge and negative calibration 
scores indicate underestimates of others’ knowledge. Cali-
bration scores closer to zero indicate more accurate overall 
average assessments of others’ knowledge.

We additionally examined why resolution and calibra-
tion change during the study. Our experiments allow us 
to map the utilization (how strongly cues are tied to esti-
mates) and validity (how strongly the cues are tied to nor-
mative difficulty) of metamnemonic cues across rounds. 
Two mnemonic cues have been identified as contributing 
to predictions about others’ knowledge: (1) One’s own 

ability to answer the question and (2) the time it takes 
to answer each question (Kelley & Jacoby, 1996; Koriat, 
2008; Thomas & Jacoby 2013; Tullis, 2018). As shown 
in Fig. 2, we utilized the lens model of metacognition 
(Bröder & Undorf, 2019; Brunswick, 1952) to calculate 
the utilization and validity of metacognitive cues (i.e., 
one’s own accuracy and time needed to answer) for mak-
ing estimates. Utilization shows how strongly metacogni-
tive cues predict judgments of others’ knowledge; a lin-
ear regression between metacognitive cues and estimates 
yields a beta weight that represents utilization. Valid-
ity reveals how strongly those same metacognitive cues 
predict others’ knowledge; a linear regression between 
metacognitive cues and normative difficulty yields a beta 
weight that represents validity. In other words, utility 
describes how strongly participants are using their own 
metacognitive cues when making estimates, while validity 

Fig. 1  The general procedures of the four experiments



1218 Memory & Cognition (2023) 51:1214–1234

1 3

describes how diagnostic those cues are of normative dif-
ficulty. Beta weights representing validity and utilization 
account for potential cue intercorrelations that individual 
bivariate correlations cannot. Changes in validity reflect 
the usefulness of cues in predicting normative difficulty 
due to changes in one’s own learning and do not indi-
cate any change in metacognition. Finally, the lens model 
also yields a matching index (G), which measures how 
well an individual judge’s cue weighting corresponds to 
optimal cue weighting. When G is high, the judge is opti-
mally weighing the cues to predict others’ knowledge. As 
greater amounts of noise influence the judge’s estimates, 
G decreases. Specific code and documentation for these 
analyses are available on the Open Science Framework 
(https:// osf. io/ 2ngbq/? view_ only= ada66 14377 a24bc 797df 
3046d cee28 72). The separation of utilization and validity 
of metacognitive cues is well suited to our research ques-
tions because it can show if changes in judgments across 
learning are caused by overutilization of metacognitive 
cues related to one’s own knowledge or greater introduc-
tion of noise into the judgment process.

Finally, for each of our analyses, we report the Bayes 
factors to describe the strength of evidence in favor of the 
alternative hypothesis  (BF10). Bayes factors were calcu-
lated using the BayesFactor library in R.

Results

Data and analytic code from this and following experiments 
are available on the Open Science Framework (https:// osf. io/ 
2ngbq/? view_ only= ada66 14377 a24bc 797df 3046d cee28 72).

Ability to answer correctly First, we examined whether 
participants’ ability to answer the trivia questions changed 
across round and the means are displayed in the top row of 
Table 1. A one-way repeated-measures ANOVA on answer 
accuracy revealed a significant effect of round on accuracy, 
F(2, 260) = 1428.59, p < .001, ηp

2 = .917,  BF10 = 1.25E139. 
In other words, participants learned the correct answers to 
the trivia questions across rounds.

Metacognitive accuracy Second, we examined whether 
metacognitive accuracy changed across rounds. We first 
examined the calibration of judgments (i.e., the proportion 
prediction minus the proportion of novices who correctly 
answered the question) across rounds, as shown in the fourth 
row of Table 1. A one-way ANOVA on calibration showed 
a significant effect of round, F(2, 260) = 8.31, p < .001, 
ηp

2 = .060,  BF10 = 54.04. A specific post hoc paired t test 
showed that calibration was significantly worse in Round 3 
than in Round 1, t(130) = 3.21, p = .002, Cohen’s d = 0.28, 

Fig. 2  A schematic representation of the lens model analyses used 
in our experiments. The left side models the normative difficulty of 
the trivia questions based upon a linear combination of metacogni-
tive cues (own accuracy and test time) to produce a beta weight called 

cue validity. The right side models judgments of others’ knowledge 
based upon a linear combination of metacognitive cues to produce a 
beta weight called cue utilization. G describes the degree of optimal 
weighting between validity and utilization of metacognitive cues

https://osf.io/2ngbq/?view_only=ada6614377a24bc797df3046dcee2872
https://osf.io/2ngbq/?view_only=ada6614377a24bc797df3046dcee2872
https://osf.io/2ngbq/?view_only=ada6614377a24bc797df3046dcee2872
https://osf.io/2ngbq/?view_only=ada6614377a24bc797df3046dcee2872
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 BF10 = 12.36. Similarly, we examined how the resolution3 of 
judgments, as indicated by the Pearson correlation between 
estimates and normative difficulty, varied across rounds. A 
one-way repeated-measures ANOVA on resolution showed a 
significant impairment in resolution across rounds, F(2, 260) 
= 9.84, p < .001, ηp

2 = .070,  BF10 = 205.68. A specific post 
hoc comparison between the first and third round showed a 
significant decrease in resolution, t(130) = 3.88, p < .001, 
Cohen’s d = 0.34,  BF10 = 104.37.

Utilization and validity of cues The utilization and valid-
ity beta weights are shown in Fig. 3. A 2 (type of meas-
ure: utilization vs. validity) × 3 (round) repeated-measures 

ANOVA on the weights resulting from the regression anal-
ysis revealed a significant interaction, F(2, 260) = 14.43, 
p < .001, ηp

2 = .10,  BF10 = 68.61, a significant effect of 
round, F(2, 260) = 139.77, p < .001, ηp

2 = .52,  BF10 = 
1.09E61, and a significant effect of type of measure, F(1, 
130) = 22.13, p < .001, ηp

2 = .15,  BF10 = 114.32. The inter-
action shows that estimators’ utilization of metacognitive 
cues related to their experience was too large in the first 
round, but decreased to a greater extent than validity across 
rounds. Participants show no systematic propensity to over-
weight metacognitive cues related to their own experiences 
as they learned the answers. Finally, as shown in the bottom 
row of Table 1, a one-way repeated-measures ANOVA on G 
(the degree of match between utilization and validity) shows 
a significant decrease across rounds, F(2, 260) = 19.09, p 
< .001, ηp

2 = .128,  BF10 = 2.18E6. A specific post hoc t 
test indicated that G decreased from Round 1 to Round 3, 
t(130) = 5.77, p < .001, Cohen’s d = 0.51,  BF10 = 204,012. 
This indicates that the optimal weighting of metacognitive 
cues dropped (implying increased noise in judgments) with 
increased learning across rounds.

Discussion

Both the calibration and resolution of judgments of oth-
ers’ knowledge worsened as participants gained experi-
ence with trivia answers. As participants’ knowledge of the 
trivia answers grew, their estimates of others’ knowledge 
increased, and participants produced greater overestimates 
of others’ knowledge. Further, participants’ ability to dis-
tinguish between easy and difficult items degraded across 
rounds. Growing overestimates of others’ knowledge with 
learning mimics the research on the curse of knowledge 
(e.g., Birch, 2005; Birch & Bloom, 2003; Fussell & Krauss, 
1992; Kelley & Jacoby, 1996; Nickerson et  al., 1987). 
The impairment of resolution of predictions with experi-
ence contradicts prior research, which suggests that greater 
knowledge can improve resolution (Kelley & Jacoby, 1996; 
Thomas & Jacoby, 2013). However, prior research has com-
pared resolution between a group that knows the answer and 
a group that does not. In this experiment, all participants saw 
the correct answer and we tracked changes in resolution with 
additional exposures to the correct answer. Knowing the cor-
rect answer can provide important metacognitive cues about 
the normative difficulty of a question (e.g., the familiarity of 
the answer), which may increase metacognitive resolution. 
Additional exposures beyond initial learning of the answer in 
this experiment, however, led to impairments in resolution.

Decrements in resolution correspond to a decrease in the 
validity of cues across rounds. One’s own ability to answer 
and the time it takes to answer each question, both of which 
are salient metacognitive cues, become less tied to norma-
tive difficulty across rounds. Reductions in validity do not 

Table 1  Proportion of questions answered correctly (top row), time 
needed to answer each question (second row), mean estimate of the 
proportion of others who could answer each question correctly (third 
row), mean calibration (proportion estimate minus normative pro-
portion correct; fourth row), mean resolution (Pearson correlation 
between estimate and normative difficulty; fifth row), and optimal 
weighting of cues (G; bottom row) across three rounds in Experiment 
1 (standard deviations are shown in parentheses)

Dependent variable Round 1 Round 2 Round 3

Accuracy .43 (.16) .81 (.16) .88 (.13)
Test time 10.60 (4.79) 4.85 (1.67) 4.17 (1.38)
Estimates .53 (.12) .55 (.15) .57 (.16)
Calibration .09 (.12) .11 (.15) .12 (.16)
Resolution (r) .55 (.15) .51 (.16) .49 (.18)
Optimal weighting (G) .94 (.10) .83 (.36) .65 (.57)

Fig. 3  The beta weights from the lens model across rounds in Experi-
ment 1. Error bars show standard errors of the mean

3 Resolution is typically used to describe the correlation between 
one’s own predictions of one’s memory with one’s actual memory. 
Here, we use resolution to indicate the correlation between estimates 
of others’ knowledge and others’ knowledge.
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indicate anything about one’s metacognition, but show that 
one’s own experiences are objectively less reflective of nov-
ices’ knowledge. As the cues became less valid for predict-
ing others’ knowledge, participants utilized these cues less. 
The results suggest that participants did not rely too heavily 
on their own experiences when estimating what others know 
across repetitions. Instead, participants’ utilization of their 
own experiences dropped more than the validity of those 
cues dropped. Reducing the utilization of cues related to 
one’s own experiences, however, introduced greater noise 
into participants’ estimates. As estimators shifted away from 
their own experiences, they did not shift towards using more 
valid cues. Reducing the availability and salience of valid 
cues reduces the accuracy of estimates of others’ knowledge. 
In addition to the reduction in the utilization of cues related 
to one’s own experiences, participants’ optimal weighting of 
their own cues decreased. Estimators were not utilizing their 
own experiences as precisely as they could have. Greater 
noise in using their own cues and reductions in valid cues 
likely impair both the calibration and resolution of esti-
mates of others’ knowledge. In summary, two factors likely 
underly impairments in the accuracy of judgments about 
others. First, participants utilized their own cues less across 
rounds (because the validity of these cues dropped), which 
can allow other non-valid cues to influence judgments. Sec-
ond, participants mis-weighted their own cues across rounds. 
We replicated and extended these results in Experiment 2.

Experiment 2

Experiment 1 showed that the resolution and calibration of 
predictions about others became less accurate as estima-
tors gained practice with the questions. Yet the results of 
Experiment 1 are correlational: Learning and less accurate 
metacognitive predictions both happened across rounds. 
In Experiment 2, we experimentally manipulated learning 
across rounds to isolate the impact of increased knowledge 
on predictions. To experimentally manipulate learning 
across rounds, participants were provided feedback about 
the correct answer only for a random half of the questions; 
for the other half, participants were never provided feedback 
about the correct answer. We predict that the validity of cues 
for questions with feedback will decrease across rounds as in 
Experiment 1 because the feedback introduces noise in these 
cues. However, for questions without feedback, the valid-
ity of cues should remain consistent across rounds because 
no new knowledge is introduced that would contaminate 
those cues. This will allow us to test whether reductions in 
the validity of one’s own cues are necessary to reduce the 
accuracy of judgments about others across rounds. As in 
Experiment 1, this experiment aimed to test two primary 
research questions: (1) Does learning impair the resolution 

of participants’ estimates of others’ knowledge? and (2) How 
do utilization and validity of metacognitive cues about oth-
ers’ knowledge change with learning?

Participants

We aimed to match the same sample size as Experiment 1 
and collected a total sample of 132 participants from intro-
ductory educational psychology classes at the University of 
Arizona. One participant was ultimately excluded because 
they supplied the same estimate (0%) for all items, which 
precludes meaningful calculations of resolution and the lens 
model.

Materials

The same 40 trivia questions used in the prior experiment 
were utilized here.

Procedure

The experiment proceeded similarly to Experiment 1 with 
one change: Half of the questions were randomly assigned 
to the no-feedback condition and half to the feedback con-
dition within participants. The procedure is depicted in the 
second row of Fig. 1. For questions in the no-feedback con-
dition, participants answered the trivia question and then 
immediately estimated what percent of others would know 
the answer without studying it. Participants never saw the 
correct answers for questions in this condition. For questions 
in the feedback condition, participants answered the ques-
tion, received feedback about whether their answer was cor-
rect or incorrect while seeing the correct answer, and finally 
estimated the percentage of other participants who would 
know the answer without studying it. As in Experiment 1, 
participants completed three rounds of study and prediction 
and always estimated the percentage of others who would 
know the answer without studying it.

Results

Ability to answer correctly To test whether participants 
learned the correct answers across repeated presentations 
and whether that gain in knowledge depended upon feed-
back, we first tested participants’ accuracy on the trivia 
questions as a function of round and feedback condition. 
A 2 (feedback condition) × 3 (round) repeated-measures 
ANOVA showed a significant interaction between condi-
tions, F(2, 260) = 1028.16, p < .001, ηp

2 = .89,  BF10 = 
5.39E136, a significant main effect of feedback, F(1, 130) 
= 884.56, p < .001, ηp

2 = .87,  BF10 = 5.38E88, and a sig-
nificant effect of round, F(2, 260) = 1146.14, p < .001, ηp

2 
= .90,  BF10 = 1.20E31. As shown in Table 2, participants 
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became more accurate across rounds when they were pro-
vided feedback, but their accuracy did not change across 
rounds when no feedback was provided.

Metacognitive accuracy Next, we examined the calibration 
of estimates (proportion prediction minus the proportion 
of others who correctly answered the question) across rep-
etitions, feedback condition, and their interaction, which is 
shown in Fig. 4. The 2 (feedback condition) × 3 (round) 
ANOVA on calibration revealed a significant interaction, 
F(2, 262) = 8.20, p < .001, ηp

2 = .059,  BF10 = .47, a signifi-
cant main effect of feedback, F(1, 130) = 60.06, p < .001, 
ηp

2 = .316,  BF10 = 3.70E28, and a significant main effect 
of round, F(2, 260) = 10.18, p < .001, ηp

2 = .073,  BF10 = 
7.95. Specific post hoc comparisons between Round 1 ver-
sus Round 3 showed that calibration became worse in the 
feedback condition, t(130) = 3.74, p < .001, Cohen’s d = 
0.33,  BF10 = 64.76, but did not significantly change in the 
no-feedback condition, t(130) = 1.12, p = .27, Cohen’s d = 
0.10,  BF10 = 0.18.

Next, we examined the resolution of metacognitive 
predictions across rounds, which is shown in Fig. 5. The 
2 (feedback condition) × 3 (round) ANOVA on resolution 

revealed a significant main effect of feedback, F(1, 130) = 
22.68, p < .001, ηp

2 = .149,  BF10 = 7.28E10, and a sig-
nificant main effect of round, F(2, 260) = 4.52, p = .012, 
ηp

2 = .034,  BF10 = .20. The interaction between feedback 
and round did not reach significance, F(2, 260) = .18, p = 
.84, ηp

2 = .001,  BF10 = 0.03. Specific post hoc comparisons 
showed that resolution worsened from Round 1 to Round 3 
in the feedback condition, t(130) = 2.16, p = .03, Cohen’s 
d = 0.19,  BF10 = 0.92, and in the no-feedback condition, 
t(130) = 2.11, p = .04, Cohen’s d = 0.19,  BF10 = 0.83.

Utilization and validity of cues As in Experiment 1, we com-
pared how utilization and validity changed across rounds, 
which is shown in Fig. 6. A 2 (type of measure: utilization 
vs. validity) × 3 (round) × 2 (feedback condition) ANOVA 
on correlations revealed a nonsignificant three-way interac-
tion, F(2, 260) = 2.22, p = .11, ηp

2 = .017,  BF10 = 0.07. The 
ANOVA revealed significant interactions between round and 
measure, F(2, 260) = 4.66, p = .01, ηp

2 = .035,  BF10 = .10, 
and between feedback and round, F(2, 260) = 59.42, p < 
.001, ηp

2 = .314,  BF10 = 1.09E19. The interaction between 
feedback and measure did not reach significance, F(1, 130) 
= 0.07, p = .80, ηp

2 = .001,  BF10 = 0.09. The ANOVA 
revealed significant main effects of feedback, F(1, 130) = 
22.04, p < .001, ηp

2 = .15,  BF10 = 2.08E12, round, F(2, 260) 
= 73.58, p < .001, ηp

2 = .361,  BF10 = 5.06E19, and measure, 
F(1, 130) = 43.22, p < .001, ηp

2 = .250,  BF10 = 4.10E7.
We also computed a 3 (round) × 2 (feedback) repeated-

measures ANOVA on G, and the results showed a significant 
interaction, F(2, 260) = 3.49, p = .032, ηp

2 = .026,  BF10 
= .58, a main effective of feedback, F(1, 130) = 7.05, p = 
.009, ηp

2 = .051,  BF10 = 2.34, and a main effect of round, 
F(2, 260) = 13.96, p < .001, ηp

2 = .097,  BF10 = 18,844.47. 
Specific post hoc comparisons between the first and third 
rounds showed significant drops in G for both the feedback 

Table 2  Proportion of questions answered correctly (top half) and 
time required to answer questions (bottom half) in feedback and no-
feedback conditions (standard deviations are shown in parentheses)

Round 1 Round 2 Round 3

Proportion correct
Feedback cond .40(.18) .79 (.16) .88 (.13)
No-feedback cond .37 (.17) .38 (.18) .37 (.18)

Test time
Feedback cond 10.72 (3.41) 4.94 (1.54) 4.21 (1.25)
No-feedback cond 11.16 (4.31) 5.71 (1.58) 4.51(1.23)

Fig. 4  The calibration (proportion predictions minus proportion nor-
mative difficulty) by feedback condition and round in Experiment 2. 
Error bars show standard errors of the mean

Fig. 5  The resolution (Pearson correlations between predictions and 
normative difficulty) of knowledge estimates by feedback condition 
and round in Experiment 2. Error bars show standard errors of the 
mean
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group, t(130) = 3.96, p < .001, Cohen’s d = 0.35,  BF10 = 
138.17, and the no-feedback group, t(130) = 2.38, p = .02, 
Cohen’s d = 0.21,  BF10 = 1.46.

Discussion

In Experiment 2, we experimentally manipulated whether 
participants learned across rounds by providing feedback to 
only half of the trivia questions. The results of the feedback 
condition very closely replicated Experiment 1. Providing 
feedback yielded learning, as participants’ answers improved 
within the feedback condition. With increased learning, cali-
bration became worse across rounds. More specifically, for 
questions in the feedback condition, participants predicted 
that more people would know the answer than did and over-
predictions grew across rounds. Overpredictions for ques-
tions with feedback corroborate prior research (Tullis, 2018). 
When estimators see the correct answer, they may exhibit 
hindsight bias, in which they think they should have known 
an answer, and this bias may affect their estimates of what 
others know. In contrast, estimates did not increase when 
feedback was withheld, so calibration remained consistent 
across rounds in the no-feedback condition. These results 
suggest that overall predictions are sensitive to the amount 

of knowledge that one has. As one gains more knowledge, 
mean predictions of others’ knowledge increase.

As in Experiment 1, resolution became significantly less 
accurate across rounds. Notably, and in contrast to calibra-
tion, additional exposures impaired resolution in both the 
feedback and no-feedback conditions. Repeated question-
ing decreased participants’ resolution whether they received 
feedback or not, indicating that participants’ estimates 
become contaminated with greater noise across rounds, even 
without feedback. The patterns of data between the feed-
back conditions reveal a dissociation between the accuracy 
of calibration and resolution. Calibration may be driven by 
overall level of knowledge, while resolution can be affected 
by idiosyncratic personal experiences with the facts that dis-
tort how well participants utilize their metacognitive cues. 
These results highlight the importance of measuring both 
calibration and resolution when assessing metacognition 
about others’ knowledge because the patterns between the 
two constructs can differ.

Feedback impaired the validity and utilization of cues, 
but the validity and utilization of cues remained consistent 
across rounds when feedback was withheld. The validity 
of cues for questions with feedback dropped significantly 
across rounds as repeatedly learning the correct answers 
made one’s own experiences less predictive of others’ 

Fig. 6  The beta weights (top row) and G (bottom row) from the lens model across rounds in Experiment 2. Error bars show standard errors of 
the mean
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knowledge. In contrast, when no feedback was provided, 
one’s own experiences remained valid for predicting others’ 
knowledge across repeated exposures to the questions. The 
patterns for utilization of cues matched the patterns found 
with validity; utilization of one’s own experiences dropped 
in the feedback condition but remained consistent across 
rounds when no feedback was provided. No evidence sug-
gests that estimators overutilized their own experiences 
with learning; in fact, the interaction between round and 
measures suggests that estimators overutilized their own 
experiences during early rounds, but this overutilization 
decreased across rounds. The results also show that noise in 
weighing one’s own cues increased across both conditions 
(i.e., G decreased). Greater noise combined with a lack of 
diagnostic cues about others, rather than overutilization of 
one’s own experiences, causes decrements to the accuracy 
of judgments of others’ knowledge during learning.

Finally, the resolution of predictions in the feedback 
condition was greater than that in the no-feedback condi-
tion. Estimates in the Feedback condition more accurately 
reflected normative difficulty than those in the no-feedback 
condition, which replicates prior research (Kelley & Jacoby, 
1996; Tullis, 2018). The correct answer reveals diagnostic 
cues about the difficulty of the questions (e.g., the familiar-
ity of the answer itself and the strength of the relationship 
between the question and answer), which are absent in the 
no-feedback condition.

Experiment 3

Prior research suggests that the curse of knowledge bias is 
difficult, if not impossible, to avoid (e.g., Camerer et al., 
1989). The cue-utilization framework of knowledge esti-
mation suggests that reliance on one’s own knowledge to 
estimate what others know can be increased or decreased 
through the judgment conditions (Tullis, 2018). More spe-
cifically, when estimators are required to answer the question 
before estimating others’ knowledge, their own ability to 
answer impacts their estimates more than when they are not 
required to do so. Requiring learners to answer each ques-
tion first makes one’s ability to answer the question salient 
and increases the estimators’ reliance on their own experi-
ence (Tullis, 2018). In Experiments 1 and 2, learners were 
required to answer each question before estimating the per-
cent of others that could answer the question. In Experiment 
3, we examined how the calibration and resolution of judg-
ments of others’ knowledge change across learning when 
estimators are not required to answer each question first. 
When learners are not required to answer the question first, 
metacognitive cues related to one’s own experiences are 
less salient, and estimators may be less likely to utilize their 
own cues. Consequently, reducing the requirement to answer 

before estimating others’ knowledge may reduce the impact 
of one’s knowledge on judgments of others’ knowledge.

Method

Participants As in Experiment 1, 131 students in introduc-
tory educational psychology courses participated in partial 
fulfillments of their course requirements. One participant 
was dropped because they estimated 90% of others would 
know every answer, which precludes meaningful calculation 
of resolution and lens model statistics.

Materials The same 40 trivia questions used in Experiment 
1 were utilized here.

Procedure As shown in the third row of Fig. 1, the experi-
ment proceeded similarly to Experiment 2, with one signifi-
cant change. Participants did not input the answer for each 
trivia question before estimating how many other partici-
pants would know the answer. In the answer-present con-
dition, the answer was provided on the screen at the same 
time as the question, and participants provided their esti-
mates when both question and answer were displayed. In 
the answer-absent condition, participants saw the questions 
but were never provided with the answers, and participants 
provided their estimates with just the question present. As in 
Experiment 2, questions were randomly assigned to condi-
tion. Participants took one final trivia test after completing 
all three rounds of estimation so that we could assess their 
final knowledge. During the final test, each trivia question 
was displayed one at a time in a new random order and 
participants attempted to answer each one. The final test 
was included to measure whether participants learned with 
feedback.

Results

Ability to answer correctly We first assessed participants’ 
accuracy on the final test as a function of feedback condi-
tion. Accuracy on the final test was higher for questions in 
the answer-present condition (M = .76, SD = .19) than for 
those in the answer-absent condition (M = .33, SD = .17), 
t(129) = 33.65, p < .001, d = 2.96.  BF10 = 1.15E62.

Metacognitive accuracy We examined the calibration of 
estimates across rounds and by answer condition, as shown 
in Fig. 7. A 2 (answer present vs. answer absent) × 3 (round) 
repeated-measures ANOVA on calibration showed a signifi-
cant effect of the presence of the answer, F(1, 129) = 54.55, 
p < .001, ηp

2 = .30,  BF10 = 1.74E31. Neither the interaction, 
F(2, 258) = 2.28, p = .10, ηp

2 = .017,  BF10 = 0.04, nor the 
main effect of round, F(2, 258) = 2.36, p = .10, ηp

2 = .018, 
 BF10 = .06, reached significance. The impact of round is 
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noticeably reduced from Experiment 2 and the Bayes factors 
suggest strong evidence against its impact.

Next, we examined the resolution of participants’ predic-
tions, as shown in Fig. 8. The repeated-measures ANOVA on 
resolution of judgments showed only a significant effect of 
answer condition, F(1, 129) = 23.99, p < .001, ηp

2 = .157, 
 BF10 = 3.95E12. Neither the round, F(2, 258) = .78, p = .46, 
ηp

2 = .006,  BF10 = 0.02, nor the interaction of round with 
the answer condition, F(2, 258) = 2.13, p = .12, ηp

2 = .016, 
 BF10 = 0.07, reached significance.

Utilization and validity of cues We cannot measure the uti-
lization and validity of cues across rounds because partici-
pants did not answer each question across round; we have no 
measure of their ability to answer or their test time except for 
on the final test. We compared how utilization and validity 
of cues during the final round of estimates changed with 
answer conditions, as shown in Table 3. A 2 (type of meas-
ure: utilization vs. validity) × 2 (answer present vs. answer 
absent) repeated-measures ANOVA revealed a significant 
effect of answer condition, F(1, 129) = 24.00, p < .001, ηp

2 

= .157,  BF10 = 6.96E7. Neither the interaction, F(1, 129) = 
3.82, p = .053, ηp

2 = .029,  BF10 = 0.37, nor the main effect 
of type of measure, F(1, 129) = 0.68, p = .41, ηp

2 = .005, 
 BF10 = 0.12, reached significance. The table shows that the 
presence of the answer reduced the validity of one’s meta-
cognitive cues but also caused estimators to utilize those 
cues to a lesser degree. Finally, a repeated measures t test 
showed a significant effect of answer condition on the degree 
of optimal weighting of cues (G), t(129) = 2.01, p = .046, 
d = .18,  BF10 = .69. This result suggests that, when the 
answer was present during learning, participants’ utilization 
of metacognitive cues may have matched their validity less 
than when the answer was not present, which replicates data 
from Experiment 2.

Discussion

This experiment differed from the prior experiments because 
participants were not required to answer each question 
before estimating how many others would know it. Remov-
ing the requirement reduced the impact of rounds on judg-
ments. Even though participants learned the correct answers 
across rounds in the feedback condition, neither calibration 
nor resolution changed across rounds. The stability of cali-
bration and resolution, even in the feedback condition, indi-
cates that estimates of others were only slightly impacted 
by participants’ growing knowledge, in contrast to the prior 
two experiments.

Broadly, the framing of metacognitive questions and the 
presence of contrasting conditions can increase the salience 
of some cues and significantly alter metacognitive judg-
ments (Koriat et al., 2004). Removing the requirement to 
answer each question likely reduced the salience and reli-
ance on one’s own experiences answering each question. 
Consequently, changes in one’s knowledge across rounds 
did not impact estimates of others’ knowledge and pro-
duced different patterns of data from the prior two experi-
ments. The data show that one’s own ability to answer 
each question (and its growth across study repetitions) 
does not automatically impact estimates of others’ knowl-
edge. Judgment conditions may modulate the impact of 
one’s own knowledge on estimates of others’ knowledge, 
even across multiple rounds of learning. Reducing the sali-
ence of one’s own ability to answer a question may be one 

Fig. 7  Calibration by feedback condition and round in Experiment 3. 
Error bars show standard errors of the mean

Fig. 8  The resolution of estimates by feedback condition and round in 
Experiment 3. Error bars show standard errors of the mean

Table 3  Utilization, validity, and degree of optimal weighting in the 
answer-present and answer-absent conditions (standard deviations are 
shown in parentheses)

Utilization Validity G

Answer-present cond .40 (.17) .43 (.17) .71 (.41)
Answer-absent cond .52 (.20) .51 (.19) .80 (.40)
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means to avoid the curse of knowledge bias when estimat-
ing what others know. Yet these conclusions are driven 
by between-experiment comparisons; between-experiment 
comparisons should be interpreted cautiously because they 
may reflect systematic differences in conditions or other 
nonexperimental differences. In the final experiment, we 
directly compare answer-required and no-answer-required 
conditions to test these hypotheses.

Experiment 4

Experiment 4 aimed to answer two central questions: First, 
does requiring the participant to answer before estimating 
others’ answers tie estimates more strongly to their own 
knowledge? Second, does anchoring in one’s own knowl-
edge cause inaccuracies in estimates of others’ knowl-
edge? To answer those questions, we directly compared a 
condition in which participants answered trivia questions 
immediately before estimating others’ knowledge with 
a condition in which participants were not required to 
answer before estimating others’ knowledge. If requiring 
people to answer makes one’s own experiences more sali-
ent, the impact of one’s own knowledge should be more 
apparent when estimators answer the trivia question before 
predicting others’ knowledge than when estimators are not 
required to do so. In other words, given the comparisons 
between Experiments 2 and 3, we expect that requiring 
participants to answer each question before estimating oth-
ers’ knowledge will increase the utilization of their own 
experiences.

If inaccuracies in judgments about others’ knowledge 
are caused by overutilization of one’s own knowledge and 
experience (e.g., Keysar et al., 2000), reducing utilization 
of those cues should improve the resolution of those judg-
ments. We introduced variability in participants’ knowl-
edge by exposing them to the trivia questions for differ-
ent amounts of study repetitions. Some answers were not 
studied during the initial study round while others were 
studied up to three times. Variation in study exposures 
may better mimic natural idiosyncrasies in our knowledge 
and should make one’s own knowledge less reflective of 
normative difficulty. Learners often utilize natural idiosyn-
crasies in processing to-be-learned material to accurately 
predict their own future memory (e.g., Koriat, 1997, 2008; 
Lovelace, 1984), but individual idiosyncrasies in process-
ing may contribute to inaccurate judgments about others’ 
knowledge. If the curse of knowledge is caused by relying 
upon one’s knowledge too extensively, reducing reliance 
on those idiosyncratic experiences by not mandating par-
ticipants answer the questions themselves should improve 
accuracy of judgments.

Participants

In order to detect a small (Cohen’s d = .30) effect with power 
of 0.8 and alpha of 0.05, we collected data from 352 partici-
pants in introductory educational psychology classes, who 
completed the experiment in exchange for partial course 
credit. We started collecting participants in the lab, as in 
prior experiments; however, after collecting 132 partici-
pants’ data in the lab, we shifted data collection online due 
to the COVID-19 pandemic. The in-person participants com-
pleted the experiment in MATLAB and were alternatively 
assigned to conditions; this resulted in 66 in-person partici-
pants in each condition. The online version of the experi-
ment was programmed using Pavlovia and participants were 
randomly assigned to condition; this resulted in 113 online 
participants in the answer-before condition and 107 online 
participants in the answer-after condition. Two online partic-
ipants in the answer-after condition were excluded because 
they did not finish the study phase. In total, 179 participants 
completed the answer-before condition and 173 participants 
completed the answer-after condition.

Materials

The same 40 trivia questions used in Experiments 1–3 were 
utilized here.

Procedure

Trivia questions were assigned to four different repetition 
conditions. Ten questions were never studied, 10 were stud-
ied once, 10 were studied twice, and 10 were studied three 
times, for a total of 60 presentations. The difficulty of the 
trivia questions across repetition conditions was constrained 
so that each repetition condition contained approximately 
equivalently difficult items. To do so, trivia questions were 
split into 10 different groups based upon their difficulty (i.e., 
the four easiest were in a group, the next four easiest were 
in a group). One question from each difficulty group was 
randomly placed into each repetition condition.

Participants were told “In the first portion of this experi-
ment, you will just study a list of trivia facts presented to 
you. You will see 60 trivia facts presented in a row. It is pos-
sible that sometimes you will see trivia questions a couple 
of times. Do your best to learn these answers.” The trivia 
questions and answers were presented on the screen one at 
a time in black 30-point Arial font for 6 seconds each. The 
60 presentations of the trivia questions were presented in an 
entirely random order.

After studying the trivia questions, participants were told 
that they would judge what percent of other participants 
would be able to answer those trivia questions without hav-
ing studied them. Participants in the answer-before condition 
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answered each trivia question without corrective feedback 
and subsequently provided their estimate of what percent of 
other participants would know the correct answer on a scale 
of 0% to 100%. Participants in the answer-after condition 
first estimated the difficulty for all 40 trivia questions on the 
0% to 100% scale. After rating the trivia questions, the par-
ticipants went through the entire list of questions again and 
provided their best answer to each question (as in Experi-
ment 3).

Results

No differences in data patterns were detected between the 
in-person and online participants, so the data are combined 
across all analyses. Separate examinations of in-person and 
online participants are presented on the OSF webpage as 
supplemental analyses.

Ability to answer correctly To test whether participants 
learned with repetitions, we conducted a 4 (repetitions) × 2 
(answer condition) mixed ANOVA on proportion answered 
correctly, as shown in Table 4. The results showed a signifi-
cant effect of repetitions, F(3, 1050) = 784.34, p < .001, ηp

2 
= .69,  BF10 = 8.95E262. Neither the interaction between 
repetitions and answer condition, F(3, 1050) = 2.18, p = 
.09, ηp

2 = .006,  BF10 = 0.10, nor the main effect of answer 
condition, F(1, 350) = 0.006, p = .94, ηp

2 < .001,  BF10 = 
0.08, was significant.

Metacognitive accuracy We calculated the calibration of 
judgments of others’ knowledge by the number of study 
repetitions and the results are shown in Fig. 9. A 4 (study 
repetitions) × 2 (answer condition) mixed ANOVA on cali-
bration showed a significant interaction, F(3, 1050) = 4.27, 
p = .005, ηp

2 = .012,  BF10 = 1.79, a significant main effect 
of repetitions, F(3, 1050) = 245.50, p < .001, ηp

2 = .41, 
 BF10 = 5.19E115, but no significant main effect of answer-
ing condition, F(1, 350) = .003, p = .96, ηp

2 < .001,  BF10 = 
0.14. The answer-before condition showed a large decrement 

to calibration between zero and three repetitions, t(172) = 
14.96, p < .001, d = 1.13,  BF10 = 4.35E29. The answer-
after condition also showed a large decrement to calibration 
between zero and three repetitions, t(178) = 12.59, p < .001, 
d = 0.94,  BF10 = 1.77E23, but the effect was somewhat 
smaller than the answer-before condition.

We compared the resolution of judgments of others’ 
knowledge across conditions, which are shown in Table 5. 
A two-sample t test showed that the resolution between the 
answer-before condition did not differ from the answer-after 
condition, t(349) = 0.47, p = .64, d = .05,  BF10 = 0.13. The 
Bayes factor indicates strong evidence in favor of the null 
hypothesis that the two samples are equivalent.

Utilization and validity of cues As in the first two experi-
ments, we computed the utilization and validity of one’s 
metacognitive cues for predicting others’ knowledge using 
the lens model of metacognition (Bröder & Undorf, 2019). 
The means are displayed in Table 5. A 2 (measure: utiliza-
tion vs. validity) × 2 (condition: answer before or answer 
after) showed a significant interaction, F(1, 349) = 20.92, p 
< .001, ηp

2 = .057,  BF10 = 3,073.45, a significant effect of 
measure, F(1, 349) = 333.43, p < .001, ηp

2 = .49,  BF10 = 
1.01E50, and a significant effect of condition, F(1, 349) = 
6.69, p = .01, ηp

2 = .019,  BF10 = 1.34. The validity of cues 
did not differ between condition, t(349) = 0.84, p = .40, d 

Table 4  The proportion answered correctly and test time by condition 
and study repetitions in Experiment 4 (standard deviations are shown 
in the parentheses)

Study repetitions

0 1 2 3

Proportion correct
Answer before .32 (.24) .69 (.23) .77 (.23) .83 (.20)
Answer after .35 (.25) .67 (.24) .76 (.22) .82 (.20)

Test time
Answer before 13.8 (8.5) 9.9 (7.6) 7.8 (4.7) 7.9 (6.3)
Answer after 10.5 (8.6) 7.6 (5.3) 7.1 (5.8) 7.0 (5.4)

Fig. 9  The calibration of estimates by answer condition and study 
repetitions in Experiment 4. Error bars show standard errors of the 
mean

Table 5  The results of the lens model by answer condition in Experi-
ment 4

Answer before Answer after

Resolution (Pearson correlation) .48 (.20) .47 (.21)
Validity .34 (.13) .35 (.12)
Utilization .55 (.16) .48 (.16)
G (optimal weighting) .83 (.29) .84 (.31)
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= 0.08,  BF10 = 0.17, but participants in the answer-before 
condition utilized their cues more strongly than those in the 
answer-after condition, t(349) = 4.30, p < .001, d = 0.44, 
 BF10 = 707.44. G, the degree of optimal weighting between 
validity and utilization, did not differ between conditions, 
t(349) = 0.13, p = .90, d = 0.03,  BF10 = 0.12.

Discussion

Experiment 4 directly compared estimates of others’ 
knowledge between a group that was required to answer the 
question before estimating and one that was not required 
to explicitly answer the question. We intentionally trained 
participants across conditions on the trivia answers unevenly 
so that the validity of their knowledge for predicting novices’ 
knowledge was impaired. Answering conditions changed 
how much participants utilized their own experiences when 
estimating others’ knowledge. More specifically, participants 
required to answer before estimating others’ knowledge uti-
lized their own experiences to estimate others’ knowledge 
more heavily than those who were not required to do so. This 
difference replicates the comparisons between Experiments 
2 and 3. Further, the differences in utilizing one’s own expe-
riences for predicting others’ knowledge affected calibration, 
where those in the answer-before condition displayed lower 
calibration for unstudied items, but higher calibration for 
twice and thrice studied items compared with those in the 
answer-after condition. In other words, overall levels of esti-
mates were more tightly tied to the estimators’ knowledge in 
the answer-before condition than the answer-after condition.

Judgment conditions changed how salient one’s own 
experiences were when estimating others’ knowledge. By 
not requiring estimators to answer the questions first, we 
reduced the salience of their ability to answer each question. 
Reducing the salience of their own knowledge diminished 
their utilization of their own cues when producing estimates 
about others. Participants in the answer-after condition could 
have engaged in covert retrieval of the answers before esti-
mating others’ knowledge in Experiments 3 and 4; however, 
the data suggest that participants did not do this consist-
ently, as removing the requirement to answer first reduced 
the utilization of one’s own experiences to predict others’ 
knowledge.

Reducing the utilization of one’s own experiences did 
not improve the resolution of estimates (or the optimal 
weighting of cues), even under circumstances in which 
participants were unevenly trained on the trivia questions. 
Uneven exposures to the trivia answers provides a strong 
test of whether one’s own knowledge causes impairments to 
social judgments because the uneven training across ques-
tions in this experiment intentionally reduced the validity 
of one’s own knowledge for predicting untrained novices’ 
knowledge. Despite the answer-after condition utilizing their 

own experiences to predict others’ knowledge less than the 
answer-before condition, answer conditions did not affect the 
resolution between groups. These data suggest that reduc-
ing the utilization of one’s experiences to predict others’ 
knowledge does not improve the accuracy of judgments 
of others’ knowledge. Reductions in utilizing cues related 
to one’s own knowledge likely introduces other noise into 
judgments, especially when estimators do not have strong 
theories about how to shift their estimates. In other words, 
as learners shift away from utilizing their own cues, they do 
not have diagnostic cues about others’ knowledge to replace 
their own cues. The lack of valid cues about others’ knowl-
edge seems to be a significant impairment to accuracy, rather 
than overutilization of one’s own experiences.

General discussion

We tested how and why the “curse of knowledge” impacts 
judgments of others’ knowledge across four experiments. 
Estimates of others’ knowledge became less accurate as 
estimators gained knowledge of the trivia answers when 
estimators were required to answer the questions first. More 
specifically, estimators produced greater overestimates (i.e., 
worse calibration) of novices’ knowledge with additional 
learning, and estimators’ ability to judge which questions 
were easy and which were difficult (i.e., resolution) became 
less accurate with additional learning. However, learning 
the trivia answers did not inevitably change the accuracy of 
judgments of others’ knowledge. The impact of one’s own 
knowledge on the accuracy of estimates of others’ knowl-
edge was reduced when the salience of their own experi-
ences was diminished.

Learning across rounds impacted calibration and resolu-
tion of estimates of others’ knowledge differently. In Experi-
ment 2, calibration worsened across rounds only when learn-
ers received feedback, while resolution worsened across 
rounds regardless of the presence of feedback. The diverg-
ing results suggests that different cognitive processes under-
lie calibration and resolution of metacognitive judgments 
about others, just as different cognitive processes underlie 
calibration and resolution of metacognitive judgments about 
oneself (for a more thorough review of cues that affect cali-
bration and resolution differently, see Rhodes, 2016). Aver-
age metacognitive judgments for self and others may both 
be anchored near the midpoint of the response scale (e.g., 
Connor et al., 1997). With additional learning, those judg-
ments may slightly increase (causing worse calibration in 
the current experiments) due to increased fluency of answer 
retrieval (Birch et al., 2017) or anchoring too heavily in 
one’s ability to answer (Nickerson et al., 1987). Our cur-
rent results cannot cleanly distinguish between competing 
explanations of impaired calibration across learning. Yet our 
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data do suggest that reducing the salience of one’s own expe-
riences (by not requiring participants to answer questions 
before estimating others) can reduce biases in calibration 
caused by personal knowledge.

While our data cannot disentangle competing explana-
tions for biases in calibration, our results can distinguish 
between the mechanisms underlying impaired resolution 
across rounds. The results from these four experiments sug-
gest which mechanisms underlie impairments to resolution 
with increased exposures to the trivia questions, which is 
still debated. Inhibition (or anchoring-and-adjustment) 
explanations suggest that people have difficulty fully sup-
pressing or inhibiting their own knowledge when estimating 
a novice’s perspective (Bayen et al., 2007; Epley & Gilovich, 
2001; Groß & Bayen, 2015; Horton & Keysar, 1996; Keysar, 
et al., 2000; Nickerson, 2001). In anchoring-and-adjustment 
models of perspective taking, people initially anchor in 
their own perspective and subsequently adjust away from 
it. Anchoring is egocentric and automatic, but adjustment 
requires effortful inhibition and time-consuming perspective 
monitoring (Horton & Keysar, 1996; Keysar et al., 2000; 
Keysar et al., 2003). Anchoring-and-adjustment theories of 
perspective taking suggest that biases in estimates of others’ 
mental states primarily arise because people have difficulty 
inhibiting their own knowledge and fail to adequately adjust 
away from their own perspectives (Bayen et al., 2007; Lagat-
tuta et al., 2010; Lagattuta et al., 2014). Research across 
many communication tasks is largely consistent with this 
model (e.g., Brown-Schmidt, 2009; Keysar et al., 2000; Lin 
et al., 2010; Ryskin et al., 2015). However, the data shown 
across our four experiments somewhat contradict the inhibi-
tion explanation for impairments in resolution during knowl-
edge estimation. If failure of inhibition underlies resolution 
impairments, estimates should get progressively less accu-
rate across rounds because people do not reduce their uti-
lization of their own experiences enough across learning. 
Evidence from the current experiments, however, suggests 
that estimators reduced their utilization of their own experi-
ences adequately across learning. In fact, estimators reduced 
utilization of their own experiences to a greater degree than 
the validity of those experiences dropped. Further, experi-
mentally reducing utilization of one’s own knowledge in 
Experiment 4 did not improve the resolution of participants’ 
judgments.

An alternative (and somewhat related) mechanism 
underlying the impairments in resolution during perspec-
tive taking is fluency misattribution, such that the fluency 
with which knowledge comes to mind is misattributed to 
the information being easier than it is (Birch et al., 2017; 
Harley et al., 2004). In this mechanism, resolution of esti-
mates of a novice’s knowledge may get worse across rounds 
because participants interpret fluency with the questions and 
answers to indicate that others know the answers. Errors in 

estimates of others arise because estimators utilize and inter-
pret fluency with answers inappropriately. In other words, 
estimators are not failing to inhibit influences of fluency, but 
are misattributing the implications of that fluency. Our data 
suggest that fluency with answering trivia questions is not 
driving impairments in the resolution of judgments of oth-
ers’ knowledge. While the validity one’s own cues decreases 
with learning, estimators correspondingly decrease their uti-
lization of their own fluency answering the questions.

Finally, cue-utilization theories of perspective taking 
suggest that a lack of cues about others’ knowledge or the 
misuse of cues about others’ knowledge causes inaccura-
cies in the resolution of estimates of others’ knowledge. The 
cue-utilization theory of perspective taking posits that esti-
mating others’ mental states is an inferential process (Kel-
ley & Jacoby, 1996; Thomas & Jacoby, 2013; Tullis, 2018) 
in which people deduce social judgments from a variety of 
diagnostic, available, and salient cues (Bem, 1972; Koriat, 
1997; Nelson et al., 1998). The utilization (and underlying 
availability) of valid cues changes the accuracy of judg-
ments about others. For example, feedback about the cor-
rect answer can boost accuracy of resolution because the 
correct answer can provide additional valid cues about the 
difficulty of a question, including answer familiarity and 
question-to-answer associative strength, that boost the rela-
tion between normative difficulty and predictions. One’s own 
ability to answer a question and the fluency with which one 
retrieves answers may also serve as salient cues about what 
others know (Birch et al., 2017; Harley et al., 2004). Relying 
one one’s own knowledge to estimate others’ knowledge is 
a quick and easy heuristic which can generally be adaptive 
(Gigerenzer & Gaissmaier, 2011; Nickerson, 2001). One’s 
egocentric experiences (e.g., own knowledge and own test 
time) can often be a good proxy for those others’ mental 
states (Dawes, 1989; Hoch, 1987). The cue-utilization per-
spective suggests that estimators’ own experiences with the 
trivia questions accurately reflect their peers’ knowledge 
during their first exposure to the trivia questions; however, 
as they gain exposure and learn the answers, their personal 
experiences become less valid predictors of novices’ knowl-
edge. In other words, experience with the trivia questions 
reduces the validity of one’s own experiences for predicting 
novices’ knowledge. Estimators correspondingly reduced 
their utilization of their ability to answer each question and 
the time need to answer as they learned the answers. These 
results replicate prior research showing that people shift 
which metacognitive cues they utilize when predicting oth-
ers’ knowledge if they recognize that their own experiences 
do not reflect others’ experiences (e.g., Ames, 2004; Krue-
ger, 1998). Estimators may be able to reduce the reliance on 
their own knowledge in our experiments because they may 
be able to easily attribute their knowledge to the specific 
study trials; reducing reliance on one’s special or unique 
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knowledge may be more difficult in the real world because 
estimators would have to understand what aspects of their 
knowledge are shared and what aspects are unique. If we 
were to delay the estimation task so that estimators forget 
that they have learned the information within the task, their 
estimates of others may be more heavily biased toward their 
newly acquired knowledge.

Further, our results show that, as estimators reduce 
the utilization of their own experiences to predict oth-
ers’ knowledge, noise in judgments consistently increases 
(G decreases). In other words, the optimal weighting of 
available metacognitive cues weakens with learning. So, 
not only does the validity of cues drop across rounds, 
but estimators fail to appropriately weigh the remaining 
valid cues with learning. Reducing utilization of one’s 
own experiences when making estimates allows other, 
nondiagnostic cues (or noise) to influence judgments. 
When taking perspective of others more broadly, people 
often lack direct information about others’ mental states 
(Tullis & Fraundorf, 2017) and must infer those states 
from whatever information is available and salient. The 
lack of valid cues about others’ knowledge, rather than 
utilizing one’s own perspective too heavily, can introduce 
noise into judgments and impair resolution across rounds. 
In fact, when estimators receive valid cues about specific 
people’s experiences, the accuracy of predictions about 
others’ mental states significantly improves (Jameson 
et al., 1993; Vesonder & Voss, 1985). The presence (or 
absence) of valid cues about others’ knowledge likely 
dictates the accuracy of metacognitive judgments. For 
example, in real world classrooms, the ability of teach-
ers to accurately judge their students’ knowledge depends 
on which cues are available to those teachers (Oudman 
et al., 2018).

As estimators reduce the utilization of their experiences 
to predict others’ knowledge, they may increase their utiliza-
tion of abstract theories about what makes trivia questions 
difficult. When estimators discount their own experiences 
(and reduce utilization of them), they may incorporate the-
ory-based judgments about the difficulty of questions for 
others (Kelley & Jacoby, 1996; Thomas & Jacoby, 2013). 
Theory-based judgments may involve a deliberate analysis 
of the trivia questions, including beliefs about the objective 
qualities of the question itself (e.g., Koriat & Bjork, 2006; 
Koriat et al., 2006). The impact of shifting from experiential 
cues (like one’s ability to answer and test time) to theory-
based cues on accuracy of judgments is determined by the 
validity of those theories. Prior research and the current 
results suggest that theory-based cues may be less valid for 
predicting others’ knowledge than one’s own experiences 
(Kelley & Jacoby, 1996).

Accurately predicting the normative difficulty of ques-
tions can be a vital skill. Estimating others’ knowledge may 

be particularly important for teachers, who utilize estimates 
about students’ knowledge to adapt their instruction to their 
students’ needs (Alvidrez & Weinstein, 1999; Shavelson, 
1978). To make effective instructional decisions, teach-
ers’ judgments of students’ knowledge need to be accurate 
(Klug et al., 2013). For example, if a teacher can predict 
the normative difficulty of topics for novices in their class, 
they may be better able to structure the activities to sup-
port student learning (see Sadler et al., 2013). The ability 
of teachers to estimate real-world student knowledge is 
likely more complex and may include greater theory-based 
cues about difficulty than are present within our artificial 
lab contexts. In fact, a wide variety of metacognitive cues 
affect the accuracy of teachers’ judgments of student learn-
ing, including professional development (Thiede et al., 
2015), knowledge of the students (Oudman et al., 2018), 
and instances of formative assessments (Thiede et  al., 
2018; for a metanalysis of factors that affect the accuracy 
of teachers’ estimates, see Südkamp et al., 2012). Just as 
accurate monitoring of one’s own learning helps students 
make effective study choices and ultimately supports one’s 
own learning (Thiede et al., 2003; Tullis & Benjamin, 
2011), accurate predictions about others’ knowledge may 
help support teaching, communication, and persuasion of 
others. Our experiments show that increased knowledge 
can impair both the calibration and resolution of judgments 
of others’ knowledge because cues related to one’s own 
experiences become less predictive of novices’ knowledge 
throughout learning. Estimators reduce the utilization of 
their own experiences and introduce greater noise into their 
judgments about others. Inaccuracies in judgments about 
others and the “curse of knowledge” may result from a 
lack of valid cues about others, rather than tying estimates 
too strongly to one’s own experiences or misinterpreting 
fluency with answers. Ultimately, the cue-utilization frame-
work for predicting others’ knowledge may suggest meth-
ods and conditions to promote accurate utilization of cues 
to effectively monitor and control others’ learning.

Appendix A

In the main text, we present the results of ANOVAs to test 
the central hypotheses. Here, we present the results of a lin-
ear models to test those same hypotheses. Linear models 
account for the ordered sequence of rounds (rather than the 
nominal categories of rounds in an ANOVA) and typically 
have more power than ANOVAs. A significant constraint 
with these particular models is that they assume linear 
changes across repetitions. In other words, linear models 
predict an equal change between Rounds 1 and 2 as between 
Rounds 2 and 3. This assumption may not accurately reflect 
changes across rounds, especially given that participants’ 
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ability to answer questions does not appear to be linear. 
Given these particular weaknesses of this analytic approach, 
we report the results of the linear regressions for the central 
analyses to account for the ordered nature of rounds. We 
used the “lmer” package for each analysis, with participant 
as a random effect. The analyses presented here largely rep-
licate the results provided in the main results section.

Experiment 1
Metacognitive accuracy. We first examined the impact 

of rounds on measures of metacognitive accuracy. Round 
was coded as 1, 2, or 3. As shown in Table 6, calibration 
worsened across rounds, and as shown in Table 7, resolution 
significantly decreased across rounds.

Utilization and validity of cues. We next examined 
whether the utilization and validity of cues changed across 
rounds. In the model shown in Table 8, round was coded 
as 1, 2, or 3, and measure was coded as 1 for validity and 0 
for utilization. The model indicates that both utilization and 
validity decreased across rounds, but that validity decreased 
at a slower rate than utilization.

Finally, the fixed effects model predicting G (optimal 
weighting of cues) by round shows a significant impairment 
across rounds, as shown in Table 9.

Discussion. The results of the linear models replicate 
those reported in the main text. First, calibration and reso-
lution became worse across rounds. Second, the validity of 
one’s own experiential cues dropped across learning, but 
utilization of those same cues dropped more significantly. 
Finally, G decreased across rounds, indicating greater noise 
in weighing one’s cues for estimating others’ knowledge.

Experiment 2
Metacognitive accuracy. We first examined how round 

and feedback affected calibration and resolution. The condi-
tion with feedback is coded with a 1, while that without is 
coded as a 0. As shown in Table 10, calibration was signifi-
cantly worse in the feedback condition. Further, the interac-
tion of round by condition shows that calibration became 
significantly worse across rounds in the feedback condition, 
but did not change in the no-feedback condition.

Next, we examined how resolution (the Pearson correla-
tion between estimates and normative difficulty) changed 
with round and feedback condition. The results of the lin-
ear model are shown in Table 11 and show that feedback 
improved resolution (compared to the no-feedback condi-
tion). Further, resolution decreased with round across each 
condition.

Utilization and validity of cues. As in Experiment 1, we 
next examined how the rounds affect the validity and utili-
zation of cues. We computed the models separately for the 
feedback and no-feedback conditions, so that we can more 
clearly interpret the results. In the model shown in Table 12, 

Table 6  Fixed effect estimates for mixed effects model of calibration 
(proportion estimate minus proportion normative difficulty) in Exper-
iment 1 (N = 393)

SE = standard error

Fixed effect Β SE t p

Intercept (baseline 
rating)

0.069 0.015 4.69 <.001

Round 0.018 0.004 4.06 <.001

Table 7  Fixed effect estimates for mixed effects model of resolution 
(Pearson correlation) in Experiment 1 (N = 393)

SE = standard error

Fixed effect Β SE t p

Intercept (baseline 
rating)

0.571 0.018 31.79 <.001

Round −0.028 0.007 4.30 <.001

Table 8  Fixed effect estimates for mixed effects model of validity and 
utilization in Experiment 1 (N = 786)

SE = standard error

Fixed effect Β SE t p

Intercept (baseline rating) 0.712 0.020 35.82 <.001
Round −0.138 0.009 15.90 <.001
Measure −0.133 0.027 5.00 <.001
Round × Measure 0.042 0.012 3.44 <.001

Table 9  Fixed effect estimates for mixed effects model of G in Exper-
iment 1 (N = 393).

SE = standard error

Fixed effect Β SE t p

Intercept (baseline 
rating)

1.10 0.052 21.19 <.001

Round −0.145 0.024 6.13 <.001

Table 10  Fixed effect estimates for mixed effects model of calibration 
in Experiment 2 (N = 792)

SE = standard error

Fixed effect Β SE t p

Intercept (baseline rating) −0.00206 0.01562 0.132 .90
Round 0.00303 0.00523 0.579 .56
Feedback Condition 0.04434 0.01598 2.774 .006
Round × Feedback Condition 0.01484 0.00740 2.007 .045



1231Memory & Cognition (2023) 51:1214–1234 

1 3

round was coded as 1, 2, or 3, while measure was coded as 1 
for validity and 0 for utilization. In the feedback condition, 
participants utilized the cues more heavily than the validity 
and both utilization and validity dropped to the same degree 
across rounds. For the no-feedback condition, participants 
utilized cues more heavily than their validity, but round did 
not impact these weights.

Finally, we examined how the optimal weighing of avail-
able metacognitive cues changed across rounds. As shown 
in Table 13, G decreased across round for both the feedback 
and no-feedback conditions.

Discussion. The results of the linear models largely rep-
licate those presented in the main text. First, calibration 
became worse across rounds for the feedback condition, but 
did not change in the no-feedback condition. Second, resolu-
tion became worse across rounds in both conditions. Next, 
the utilization and validity of one’s own cues dropped across 
rounds in the feedback condition, but did not significantly 
change in the no-feedback condition. Feedback changes 
how valid one’s own experiences are for predicting others’ 
knowledge, and estimators appropriately reduced how much 
they utilize these experiences. When the validity of one’s 
cues do not drop across rounds, estimators do not reduce 
their utilization of those cues. In other words, reductions 
in metacognitive accuracy across rounds are not driven by 
increased overutilization of one’s own experiences. Finally, 
as reported in the main text, the optimal weighting of cues 
(G) does significant decrease across rounds, yielding greater 
noise in estimates and ultimately impairing resolution.

Experiment 3
Metacognitive accuracy. In Experiment 3, we examined 

how round and condition (answer present vs. answer absent) 
affected calibration and resolution. The answer-present con-
dition is coded as 1, while the answer-absent condition is 
coded as 0. The results shown in Table 14 indicate that round 
had no significant impact on calibration. The results indicate 
a significant main effect of answer condition, as calibration 
was significantly higher in the answer-present condition than 
the answer-absent condition.

Finally, we computed the impact of round and feedback 
presence on resolution. The results, shown in Table 15, 

Table 11  Fixed effect estimates for mixed effects model of resolution 
in Experiment 2 (N = 790)

SE = standard error

Fixed effect Β SE t p

Intercept (baseline rating) 0.465 0.024 19.03 <.001
Round −0.023 0.010 2.22 .027
Feedback Condition 0.106 0.031 3.41 <.001
Round × Feedback Condition −0.002 0.014 0.12 .90

Table 12  Fixed effect estimates for mixed effects model comparing 
validity versus utilization in Experiment 2 (N = 792)

SE = standard error

Fixed effect Β SE t p

Feedback condition
Intercept (baseline rating) 0.725 0.023 31.78 <.001
Round −0.125 0.010 12.59 <.001
Measure −0.099 0.010 3.26 .001
Round × Measure 0.021 0.014 1.50 .14

No-feedback condition
Intercept (baseline rating) 0.582 0.019 30.08 <.001
Round −0.012 0.008 1.59 .11
Measure −0.092 0.023 3.89 <.001
Round × Measure 0.015 0.011 1.37 .17

Table 13  Fixed effect estimates for mixed effects model for G in 
Experiment 2 (N = 393)

SE = standard error

Fixed effect Β SE t p

Feedback
Intercept (baseline rating) 1.02 0.061 16.67 <.001
Round −0.16 0.03 5.27 <.001

No-feedback
Intercept (baseline rating) 0.926 0.045 20.68 <.001
Round −0.06 0.020 2.82 .005

Table 14  Fixed effect estimates for mixed effects model of calibration 
in Experiment 3 (N = 786)

SE = standard error

Fixed effect Β SE t p

Intercept (baseline rating) 0.0274 0.0152 1.81 .07
Round 0.0048 0.0046 1.04 .30
Answer Condition 0.0588 0.0140 4.19 <.001
Round × Answer Condition 0.0050 0.0065 0.77 .44

Table 15  Fixed effect estimates for mixed effects model of resolution 
in Experiment 3 (N = 785)

SE = standard error

Fixed effect Β SE t p

Intercept (baseline rating) 0.428 0.026 16.41 <.001
Round −0.005 0.010 0.51 .61
Answer Condition 0.106 0.031 3.36 <.001
Round × Answer Condition −0.003 0.015 0.23 .82
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reveal that round had no impact on resolution, but the pres-
ence of the feedback significantly improved resolution.

Discussion. Again, the results of the linear models pre-
sented here replicate those presented in the main text. Nei-
ther calibration nor resolution was affected by round when 
participants were not required to answer the questions before 
estimating others’ knowledge. Further, when the answer was 
present, estimators overpredicted others’ knowledge but 
showed better resolution of their estimates.
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