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Abstract

Beyond conveying objective content about objects and actions, what can co-speech iconic gestures reveal about a speaker’s
subjective relationship to that content? The present study explores this question by investigating how gesture viewpoints can
inform a listener’s construal of a speaker’s agency. Forty native English speakers watched videos of an actor uttering sentences
with different viewpoints—that of low agency or high agency—conveyed through both speech and gesture. Participants were
asked to (1) rate the speaker’s responsibility for the action described in each video (encoding task) and (2) complete a surprise
memory test of the spoken sentences (recall task). For the encoding task, participants rated responsibility near ceiling when
agency in speech was high, with a slight dip when accompanied by gestures of low agency. When agency in speech was low,
responsibility ratings were raised markedly when accompanied by gestures of high agency. In the recall task, participants
produced more incorrect recall of spoken agency when the viewpoints expressed through speech and gesture were inconsistent
with one another. Our findings suggest that, beyond conveying objective content, co-speech iconic gestures can also guide

listeners in gauging a speaker’s agentic relationship to actions and events.

Keywords Language comprehension - Modality effects - Co-speech gesture - Cued recall

Research on the comprehension of co-speech iconic
gestures—gestures representing object attributes, actions,
and spatial relations—is built on the foundation that they de-
scribe concrete information about the world (Goldin-Meadow,
2005; Kendon, 1986; McNeill, 1985). Indeed, gestural de-
scriptions of objects and actions can greatly influence lis-
teners’ interpretations of a speaker’s meaning (for reviews,
see Church et al., 2017; Hostetter, 2011). But in addition to
objectively describing things in the physical world, might ges-
tures also provide a glimpse into a speaker’s subjective
relationship to that information? We explore this question in
the context of how viewpoints associated with co-speech icon-
ic gestures shift construal of “who did what” with objects and
actions.

It has been well documented over the past 3 decades that a
speaker’s iconic gestures add meaningful information to
speech during language production (for more on gesture’s
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function in producing language, see Church et al., 2017).
Careful observations of spontancously produced gestures
have revealed that speakers use their hands to depict relevant
semantic information about objects and actions related to the
accompanying speech, supporting the theory that gesture and
speech share the same computational processes (McNeill,
1985, 1992). Bolstering this theory are studies showing that
speakers’ mental representations of objects and actions are
most fully revealed only through a combination of gesture
and speech, as gestures often add relevant and complementary
information to what is verbally expressed (Debreslioska &
Gullberg, 2017; Goldin-Meadow, 2005; Hostetter & Alibali,
2008, 2019; Kita & Ozyiirek, 2003). If gestures reveal such
pertinent information about a speaker’s knowledge of object
and action attributes, are listeners also perceptive of these
cues?

People do in fact incorporate the semantic content of ges-
tures when building their own account of events, as confirmed
by studies demonstrating that listeners integrate aspects of a
speaker’s iconic gestures into their own spoken and written
recall of previously heard descriptions, explanations, and nar-
ratives (Beattie & Shovelton, 1999a, 1999b; Goldin-Meadow
et al., 1992; Kelly et al., 1999; So et al., 2012). Additionally,
the content contained in co-speech iconic gestures influences
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the online processing of accompanying speech during lan-
guage comprehension (Holle & Gunter, 2007; Kelly et al.,
2010; Ozyﬁrek et al., 2007; Wu & Coulson, 2007). When
speech and iconic gestures both convey similar content, mem-
ory traces for an utterance can even be strengthened (Cohen,
1989; Engelkamp, 1998). This “enactment effect” occurs not
just when someone produces iconic gestures themselves
(Engelkamp et al., 1994; Russ et al., 2003; Stevanoni &
Salmon, 2005), but also when they view the gestures of others
(Cutica & Bucciarelli, 2008; Feyereisen, 2006, 2009; Iani &
Bucciarelli, 2017; Kelly et al., 2009; So et al., 2012). Such
evidence points to the integration of iconic gesture and speech
in language comprehension and memory, with listeners com-
bining information from both channels to fully inform their
understanding and memory of narrated events, descriptions of
objects, and performance of actions.

Whereas many studies have focused on how iconic ges-
tures objectively capture features of the external world, ges-
ture can also reveal a speaker’s subjective relationship to that
world (Debreslioska et al., 2013; Hostetter & Alibali, 2019;
Masson-Carro et al., 2016; McNeill, 1985, 1992; Parrill,
2010; Parrill & Stec, 2018). This means that in addition to
enriching the content of spoken sentences, gestures may also
shed light on how speakers see themselves with respect to
what they are describing. David McNeill (1992) differentiated
two types of gestures that show a speaker’s subjective per-
spective: character viewpoint and object viewpoint gestures.
Speakers adopting a first-person perspective would common-
ly produce a character viewpoint gesture, where the speaker’s
hands act as an equivalent to the agent’s hands to mimic the
agent’s action (e.g., two hands gesturing dropping an object).
Speakers adopting a third-person perspective would instead
produce an object viewpoint gesture, with their hands tracing
the motion trajectory of the object (e.g., a balled fist depicting
the path of an object dropping).

How do these different gestural viewpoints align with what
is said in speech? Given that English speakers use transitive and
intransitive sentences to mark agentic roles in an event (Fausey
& Boroditsky, 2010; Fausey et al., 2010), it is likely that ges-
tures also signal that relationship. Indeed, Fey Parrill (Parrill,
2010; Parrill & Stec, 2018) has shown that differences in ges-
ture viewpoints align with linguistic differences in agentivity,
with character viewpoint gestures going mostly with transitive
sentences (e.g., saying “I dropped the vase,” while gesturing
two hands letting go of an object) and object viewpoint gestures
going mostly with intransitive sentences (e.g., saying, “The
vase dropped,” while making a balled fist and moving it down-
ward; see also Debreslioska et al., 2013). In this way, speakers
can mark their own agentic relationship to actions and objects
through multiple channels—through speech and gesture.

Although there are numerous studies demonstrating en-
hanced recall using iconic gestures that are congruent with
the action uttered in a sentence, only been a few

studies have specifically manipulated the gesture viewpoint
associated with those actions. Most of these past studies have
explored the role of gesture viewpoints in the recall and inter-
pretation of story content (Beattie & Shovelton, 1999a, 1999b;
Cassell et al., 1999; Merola, 2009), and this work has shown
that people are sensitive to a gesture’s agentivity. For exam-
ple, Merola (2009) found that young children (~ 5—6 years
old) remember aspects of a story better when a teacher pro-
duces character viewpoint versus object viewpoint gestures.
However, to our knowledge, no study has explored how lis-
teners negotiate viewpoints in gesture and speech that are
explicitly pitted against one another. In other words, what
are the relative contributions of speech and gesture viewpoints
in how people construe a speaker’s subjective relationship to
actions and events?

To answer this question, we borrowed an “enactment par-
adigm” used by previous experiments on the role of iconic
gestures in speech comprehension and memory (e.g.,
Feyereisen, 2006, 2009). Specifically, we presented partici-
pants with gesture—speech pairs that conveyed either high or
low agentic viewpoints. As an example in speech, the transi-
tive sentence “I dropped the vase” conveys a highly agentic
viewpoint, while the intransitive sentence “The vase dropped”
conveys a minimally agentic viewpoint (such that it is not
clear who or what did the dropping). Meanwhile, a highly
agentic gesture would typically be a character viewpoint ges-
ture (e.g., two hands letting go of a vase), whereas a minimally
agentic gesture would typically be an object viewpoint gesture
(e.g., a fist following the path of a falling vase). Combining
these two viewpoints produces two variables with two levels
each: agency in speech (high and low) and agency in gesture
(high and low). To assess how speech and gesture viewpoints
interact with one another in assessments of a speaker’s agen-
cy, the study employed two tasks: (1) explicitly reporting how
personally responsible the speaker was for the event (encoding
task) and (2) completing a cued recall of the spoken sentences
on a surprise memory test (recall task).

Our first prediction is based on past findings regarding
English speakers’ judgements and memory of accidental and
intentional events (Fausey & Boroditsky, 2010; Fausey et al.,
2010). This past work by Caitlin Fausey and colleagues has
shown that even when an event is presented in a nonagentic
manner (e.g., a video of someone accidentally dropping a
vase), English speakers still often construe it in an agentic
way (e.g., saying that “the person dropped the vase”). Based
on this bias toward agentivity, we predicted a main effect of
agency in speech in the encoding task—specifically, there
should be greater attributions of responsibility for sentences
that are high versus low in spoken agency. This would serve
as a basic manipulation check that participants indeed differ-
entiated degrees of agency in the spoken sentences. For the
recall task, we predicted that because English speakers more
naturally conceive of events in agentic terms, they would also
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produce better memory for sentences whose agency in speech
is high versus low when later asked to recall them.

Our second prediction explores this agency bias in gesture.
If gestures are also viewed as a reliable source of agency
(Debreslioska et al., 2013; Hostetter & Alibali, 2019;
Masson-Carro et al., 2016; McNeill, 1985, 1992; Parrill,
2010; Parrill & Stec, 2018), we predicted a main effect of
agency in gesture, such that gestures with highly agentic view-
points would produce higher attributions of responsibility in
the encoding task. The recall task is less straightforward.
Because the recall task explicitly taps into memory for speech
content, it is not clear what a main effect of gesture would
mean. Therefore, we did not make any predictions about a
main effect of agency in gesture on memory for speech during
the recall task. Rather, we expected an interaction effect,
which we describe next.

Our third prediction explores the interaction between agen-
cy in speech and agency in gesture. Focusing first on the
encoding task, when agency in speech is high, we predicted
only a slight dip in responsibility ratings when agency in ges-
ture was low versus high. This is motivated by past work
showing that there is a strong bias in English speakers toward
attributing high levels of agency to speech describing actions
(Fausey & Boroditsky, 2010; Fausey et al., 2010). Therefore,
any deviation of that agency through gesture should cause
only minor disruption. However, when agency in speech is
low, we predicted that gestures of high agency would buoy up
responsibility ratings, whereas gestures of low agency would
considerably drag them down.

Regarding the recall task, based on research showing that
the meaning behind gesture can affect memory for speech
content (Beattie & Shovelton, 1999a, 1999b; Cassell et al.,
1999; Cutica & Bucciarelli, 2008; Iani & Bucciarelli, 2017;
Kelly et al., 2009; Merola, 2009; So et al., 2012), we predicted
that opposing levels of agency in speech and gesture would
disrupt correct recall of speech. That is, when speech and
gesture both convey the same level of agency, correct recall
of sentences would be strong, but when the two channels
conflict, correct recall should suffer.

Method
Participants

Forty participants were recruited from a liberal arts school in
northeastern United States (23 females, 17 males; 18-21
years).1 All participants were self-reported monolingual native
English speakers; all received course credit for compensation.

!'We calculated the sample size for a two-way ANOVA using the ‘pwr2’
package in R. Our goal was to obtain a 0.99 power to detect a large effect size
of 0.75 at the standard 0.05 alpha error probability [ss.2.way(a= 2, b =2, alpha
=0.05, beta=0.01, £A =0.75, £B = 0.75, B = 100). R calculated an n of 9,
resulting to a total sample size of 36.
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Materials

Stimuli The stimuli in the study were videos of a native
English speaker narrating sentences accompanied by gesture.
The independent variables of interest were agency in speech
and agency in gesture.” Agency in speech could either be high
or low. Spoken narrations that are high in agency are transitive
sentences, which in the current study follow the order subject
(I)—verb—object (e.g., “I shattered the mirror”). Spoken
narrations that are low in agency are intransitive sentences,
which follow the order object—verb (e.g., “The mirror
shattered”). Agency in gesture could also either be high or
low. Gestures that are high in agency are character viewpoint
gestures, which explicitly show an agent carrying out the ac-
tion and are thus consistent with speech that is also high in
agency. Character viewpoint gestures in the current study
show the perspective of an agent acting on an object, either
directly (e.g., dropping an object) or occasionally with a tool
(e.g., using an axe). Gestures that are low in agency are object
viewpoint gestures, which convey an object’s motion without
any reference to an agent and are thus more consistent with
speech that is low in agency. Object viewpoint gestures in the
current study demonstrate the consequences of an object being
acted upon, from the perspective of the object itself (e.g., an
object falling or breaking). Figure 1 offers a visual represen-
tation of the four speech—gesture conditions.

Stimuli videos were filmed with the same actress speaking
with an even tone and a neutral facial expression in front of a
blank wall. The actress narrated either a transitive or intransi-
tive sentence, with either a character viewpoint or an object
viewpoint gesture. Gesture movements were timed to match
the moment the actress uttered the verb, regardless of sentence
construction. The video clips were edited using Final Cut Pro,
and each video lasted approximately 3 seconds.

We opted to dub the videos for equal audio quality in order
to ensure that any changes in the participants’ perception of
speech was due to gesture and not to any differences in speech
intonation (Krahmer & Swerts, 2007). The program Audacity
was used to edit the background noise in the videos and to
create the same speech audio for both versions of the videos
where the actress enacted either a character viewpoint or an
object viewpoint gesture. The speech audio was extracted
from the video that reflected the most natural prosody where
the speaker did not overly exaggerate any of the words in the
sentence and was dubbed over the videos of both gesture
conditions. The extracted audio file was aligned with the orig-
inal video’s sound waves so that the mouth movements
matched the sound.

There was a total of 24 sentences (see Table 1) and 96
videos. These 24 sentences were chosen through preliminary

2 Our labels for the independent variables differ from what was presented in
the preregistration, although our predictions remain the same.
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Speech: “I shattered the mirror.”

Character viewpoint Gesture
Condition 1: Speech High — Gesture High

Object viewpoint Gesture
Condition 2: Speech High — Gesture Low

Speech: “The mirror shattered."
Object viewpoint Gesture
Condition 4: Speech Low — Gesture Low

Character viewpoint Gesture
Condition 3: Speech Low — Gesture High

Fig. 1 Gesture—speech conditions. The videos consisted of a native
English speaker narrating transitive (speech agency: high) or
intransitive (speech agency: low) sentences alongside their character
viewpoint (gesture agency: high) and object viewpoint (gesture agency:
low) gestures. In this example, the character viewpoint gesture showcases

one-on-one discussions with 14 undergraduate students from
an introductory psychology course. The experimenter showed
students videos for the Speech High + Gesture High and
Speech Low + Gesture Low conditions of each sentence and
asked the students to describe and compare the relationship
between speech and gesture for both conditions. Sentences in
which the gesture—speech relationship were described to be
unclear or ambiguous by most of the students were eliminated
from the final set of videos.

Participants in the actual experiment were shown only one
speech—gesture condition per sentence for a total of 24 videos
per participant and six unique sentences per condition. The
videos were presented using a computer survey built with
Qualtrics, which automatically randomized the order of the
videos being displayed. Four versions of the Qualtrics survey
were created to equally represent each sentence in all four
speech—gesture conditions across participants, resulting in 10
participants per version.

Recall test The recall test consisted of a sheet of paper that
listed all 24 object names as memory cues (e.g., the word
mirror would be used as a cue for the stimuli in Fig. 1).

the manner in which the event was performed (a fist “hitting” the air to
represent an agent applying force to the mirror), while the object
viewpoint gesture depicts the outcome of the event (both palms
spreading out to represent the shards of glass as they scatter)

Written instructions were provided at the top of the form,
and blank spaces were presented after each object name for
the participants to write down their responses.

Procedure

The researcher assigned a participant to one of the four ver-
sions of the Qualtrics survey before they arrived. The re-
searcher informed the participant that the purpose of the study
was “to look at the ways people talk about events in their daily
lives,” which was aimed at encouraging participants to focus
on the speech and to prevent them from directing heightened
attention to the gestures. Study instructions were read to the
participants after they signed the consent form.

Participants were provided with a set of four unique prac-
tice trials at the beginning of the computer survey to ensure
that they understood the procedure (see Table 1). If the partic-
ipant had no questions about the procedure, the researcher
exited the room to allow them to proceed with the experimen-
tal trials. The study consisted of two tasks: encoding and
recall.

@ Springer



Mem Cogn (2021) 49:884-894

888

Table 1 Transitive and intransitive sentences used as speech stimuli
Transitive sentence Intransitive sentence

Practice 1| I cracked the egg -

Practice2 — The candle extinguished

Practice 3 I mixed the sauces -

Practice 4 — The cookie crumbled

1 1 bounced the ball The ball bounced

2 1 broke the pencil The pencil broke

3 I closed the door The door closed

4 I crashed the car The car crashed

5 1 dropped the vase The vase dropped

6 1 flattened the box The box flattened

7 I lowered the window shade  The window shade lowered

8 I moved the plates The plates moved

9 I opened the can The can opened

10 1 overturned the table The table overturned

11 I peeled the sticker The sticker peeled

12 I popped the balloon The balloon popped

13 I poured the water The water poured

14 I rolled the hoop The hoop rolled

15 1 shook the plant The plant shook

16 1 shattered the mirror The mirror shattered

17 1 splattered the paint The paint splattered

18 1 split the wood The wood split

19 1 stretched the elastic The elastic stretched

20 1 swung the bat The bat swung

21 1 tore the paper The paper tore

22 I turned the key The key turned

23 1 unzipped the zipper The zipper unzipped

24 I waved the flag The flag waved

Encoding task Each stimulus video played automatically, and
participants were only allowed to view each video once. After
watching each video, participants were shown a question that
read “On a scale from 0% to 100%, how responsible is she for
this event?”” and were presented with a slider scale on the same
screen to provide their response. This dependent measure was
based on how Fausey and Boroditsky (2010) operationally
defined agency, which is the amount of responsibility attrib-
uted by the listener to the speaker for the action described in
the sentence. Participants watched and assessed the speaker’s
responsibility for all 24 videos one at a time and had no timing
constraints on their responses.

Recall task After the participant indicated that they had fin-
ished all the videos, the researcher returned to the study room
and provided them with a 2-minute distractor task by asking
them to list as many countries as possible. After this distractor
task, the experimenter presented the participant with a surprise
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recall test. Specifically, they were asked to write down the
exact sentences that they heard in the video. To help prompt
memory, each item included a cue with a single key word
(e.g., mirror). The researcher instructed the participant not to
leave any items blank, encouraging them to guess, where pos-
sible. The participant was debriefed after the recall test and
thanked for their participation. The entire study took approx-
imately 30 minutes to complete.

Data coding and analysis

Encoding task The average percentage of responsibility
assigned to the speaker was computed for each speech—
gesture condition per participant. A 2 x 2 (Agency in
Speech x Agency in Gesture) repeated-measures analysis of
variance (ANOVA) was performed for responsibility ratings.
A significant interaction effect was followed by two orthogo-
nal and planned paired ¢ tests for high vs. low agency in ges-
ture within each level of agency in speech.

Recall task In the recall task, participants wrote down from
memory all 24 sentences they heard in the videos.
Responses to the cued recall test were coded as correct recall
of spoken agency only when participants wrote down the
exact sentence as it was said in the videos. We also coded
for the incorrect recall of spoken agency, wherein participants
had answered with the opposite level of agency in speech from
what was presented in the videos. Participants who demon-
strated an incorrect recall of spoken agency misidentified the
agent in the sentence by writing down an incorrect word order,
as the only way to distinguish between agency levels in speech
was through word order (i.e., sentences that were both high
and low in spoken agency contained the same verb and the
same object). As an example, if the original sentence was
“The vase dropped,” an incorrect recall of spoken agency
would be “T dropped the vase” or “I threw the vase.”

The same 2 x 2 repeated measures ANOVA and a priori
paired ¢ tests were run on both correct and incorrect recall of
spoken agency.

Results
Encoding task

Consistent with our predictions, the influence of spoken agency
on responsibility ratings was significant by subjects, (1, 39) =
208.03, p < .001, np2 =0.842, and by items, (1, 23) =370.12,
p < .001, npz = 0.941. Participants attributed lower levels of
responsibility to the speaker when spoken agency was low
versus high. The effect of agency in gesture on responsibility
ratings was also significant by subjects, F(1, 39) =22.35, p <
.001,7, = 0.364, and by items, F(1, 23) = 13.50, p <.001, 7,
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= 0.370, with participants rating the speaker as more responsi-
ble for the action when gestures demonstrated high as opposed
to low agency. There was also a significant interaction effect of
agency in speech and agency in gesture, by subjects, F(1, 39) =
12.16, p = .001, np2 =0.238, and by items, F(1,23)=7.49,p=
.01, np2 = 0.246. When spoken agency was high, responsibility
ratings only slightly dipped when speech was paired with ges-
tures that were low versus high in agency, by subjects, #39) =
1.82, p = .08, and by items, #23) = 0.16, p = .87. However,
when spoken agency was low, highly agentic gestures substan-
tially increased responsibility ratings compared to gestures that
were low in agency, by subjects, #(39) = 4.32, p < .001, np2 =
0.324, and by items, #23) = 3.21, p = .004, np2 = 0.309 (see
Fig. 2).

Recall task
Correct recall There was a main effect of spoken agency on
correct recall by subjects, F(1,39)=7.12,p= .01, np2 =0.154,

and by items, F(1, 23) = 7.94, p = .01, np2 = 0.257. When
agency in speech was low, participants were able to correctly

100 1

751

501

Mean Responsibility Ratings (%)

251

recall the exact sentences more often than when agency in
speech was high. However, differences in correct recall scores
were not driven by agency in gesture, both by subjects, F(1,
39)=0.21, p=.65, and items, F(1,23)=0.10, p =.75. Lastly,
there was no interaction between agency in speech and agency
in gesture, by subjects, F(1, 39) = 1.60, p = .21, and by items,
F(1,23)=1.87, p = .19 (see Fig. 3).

Incorrect recall There was no significant main effect of agency
in speech by subjects, F(1, 39) = 0.07, p = .90, and by items,
F(1, 23) = 0.02, p = .90, and no significant main effect of
agency in gesture, by subjects, F(1, 39) = 0.82, p = .37, and
by items, F(1, 23) = 0.41, p = .53. However, there was a
significant interaction between agency in speech and agency
in gesture, by subjects, F(1, 39) =8.31, p =.006, np2 =0.176,
and by items, F(1, 23) = 8.62, p = .007, np2 = 0.273. When
agency in speech was high, incorrect recall of speech greatly
increased with gestures that were low in agency, by subjects,
#(39) = —2.81, p = .008, np2 = 0.168, and by items, #23) =
-2.81, p = .01, an = 0.255. When spoken agency was low,
incorrect recall was not affected by whether agency in gesture

Agency in Gesture
[ Hign
I:' Low

High

Fig. 2 Responsibility ratings in the encoding task with standard errors.
Highly agentic speech produced higher responsibility ratings than speech
that is low in agency. Highly agentic gestures also resulted in higher
responsibility ratings than gestures that were low in agency.
Additionally, agency in gesture interacted with agency in speech to

L(;w

Agency in Speech

change responsibility ratings. Gestures that were low in agency slightly
lowered responsibility ratings when agency in speech was high, but
highly agentic gestures greatly increased responsibility ratings when
agency in speech was low

@ Springer



890

Mem Cogn (2021) 49:884-894

100 1

751
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Average Correct Recall (%)

251

Agency in Gesture
- High
I:' Low

High

Lc;w
Agency in Speech

Fig. 3 Correct recall of spoken agency with standard errors. Speech that was low in agency had higher percentages of correct recall than speech that was
high in agency, regardless of the level of agency in gesture. Percentages of correct recall were not different between the two levels of gestural agency

was high or low, by subjects, #39) = 1.24, p = .22, and by
items, #23) = 1.16, p = .26.

To explore this potential effect of gesture—speech congru-
ency on memory for speech, we compared the differences in
incorrect recall scores when speech and gesture were either
congruent or incongruent in their level of agency. Incorrect
recall of spoken agency was minimal when gesture and speech
were congruent (Speech High + Gesture High and Speech
Low + Gesture Low), but errors significantly increased when
gesture and speech were incongruent (Speech High + Gesture
Low and Speech Low + Gesture High), by subjects, #39) =
—2.88, p =.006, npz =0.176, and by items, #23)=-2.94, p =
.007,1,> = 0.273 (see Fig. 4).

Discussion

With regard to the encoding task, participants assigned higher
levels of responsibility to the speaker when agency in speech
was high and also when agency in gesture was high.
Moreover, highly agentic, character viewpoint gestures pro-
duced large increases in responsibility ratings when spoken
agency was low. These findings suggest that both speech and
gesture are used to make judgments of agency. With regard to
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the recall task, participants actually remembered sentences
better when agency in speech was low. Although we did not
find any interaction between agency in speech and gesture in
the correct recall of sentences, we found that incorrect recall
increased when the level of agency in speech and gesture did
not match. This suggests that incongruency between speech
and gesture may have caused listeners to conflate spoken and
gestural agency in memory.

Encoding of agency Past studies found that a highly agentic
framing of events (i.e., through the transitive sentence con-
struction) prompted English speakers to attribute higher levels
of blame to individuals involved in the event compared with a
nonagentic framing (Fausey & Boroditsky, 2010). We extend
these observations by demonstrating that agentivity conveyed
through another modality, hand gesture, also influences attri-
butions of a person’s level of responsibility. As expected,
when the level of agency in speech was high, listeners in our
study based their responsibility ratings almost entirely on the
speaker’s words even when the hands conveyed lower agency
through an object viewpoint gesture (consistent with Fausey
& Boroditsky, 2011). However, listeners were swayed by the
heightened agentivity offered by gesture when they heard in-
transitive sentences with character viewpoint gestures. This
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Agency in Gesture
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Agency in Speech

Fig. 4 Incorrect recall of spoken agency with standard errors. Agency in gesture interacted with agency in speech to change incorrect recall. The
percentage of incorrect recall increased when speech was paired with a gesture of the opposing level of agency

indicates that listeners may also have an agency bias when
processing gesture: When speech is low or ambiguous in per-
sonal agency, listeners use gestures high in agency to attribute
more responsibility to a speaker.

Recall of agency Contrary to our predictions, our results
showed that participants were more accurate in recalling
sentences when speech was low in agency. This could poten-
tially be ascribed to a novelty effect in memory in
which people are more likely to remember distinct, novel ma-
terials over familiar ones (Kishiyama & Yonelinas, 2003;
Poppenk et al. 2010), particularly as intransitive sentences
are not a common feature of everyday conversations for
English speakers (Roland et al., 2007). A novelty effect for
sentences that were low in spoken agency may actually indi-
rectly support past findings regarding how English speakers
interpret intentional and accidental events. Cross-linguistic
studies have demonstrated that English speakers tend to ap-
proach events through agentic lens, mirroring their greater use
of agentic language to describe both intentional and accidental
events (Fausey & Boroditsky, 2011; Fausey et al., 2010).
Because English speakers often do not describe events in a
nonagentic manner, the presence of numerous intransitive
sentences over the course of the study may have caused such

sentences to stand out to listeners and become more
memorable.

Interestingly, there was no interaction between agency in
speech and agency in gesture in the correct recall of sentences,
which may seem inconsistent with past studies showing that
memory for spoken sentences was enhanced when informa-
tion expressed in gesture matched that of speech (Cohen,
1989; Cutica & Bucciarelli, 2008; Engelkamp &
Krumnacker, 1980; Engelkamp, et al., 1994; Feyereisen,
2006, 2009; Iani & Bucciarelli, 2017; Kelly et al., 2009; So
et al., 2012; Russ, et al., 2003; Stevanoni & Salmon, 2005).
This so-called enactment effect has been most prominently
demonstrated in memory for action phrases and sentences.
Free recall of spoken phrases and sentences improved when
participants were asked to either produce gestures themselves
(subject-performed task [SPT]) or watch a speaker produce
the gestures (experimenter-performed task [EPT]; Cohen,
1989; Engelkamp, 1998; Engelkamp et al., 1994). When the
congruency between gesture content and speech content was
manipulated, results from past studies show that congruent
gestures support better recall than incongruent gestures or no
gestures at all (and indeed, incongruent gestures often
produced worse recall than no gestures at all; Cutica &
Bucciarelli, 2008; Feyereisen, 2006; lani & Bucciarelli,
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2017; Kelly et al., 2009; So et al., 2012). The present study
differs from previous enactment studies in two major ways.

First, the current study required participants to respond
with the exact sentences that they heard, whereas much of
the previous work allowed for paraphrases (Cutica &
Bucciarelli, 2008; Feyereisen, 2006; lani & Bucciarelli,
2017). Hence, our strict instructions and more stringent
criteria for correct recall may have limited our ability to detect
any influence of gesture on correct recall for speech.

Second, there was an important difference in how gesture
“congruency” was manipulated in the present study. Past ex-
periments have often created truly incongruent gestures that
convey completely different semantic content than what was
expressed in speech. Such gestures can be considered “event
incongruent” in that they depict a separate and unrelated event
from speech. For example, in Feyereisen (2006), the sentence,
“He closed the book before the end of the story”” was coupled
with an incongruent “jumping” gesture. This is a complete—
and artificial—semantic disjuncture between the two modalities,
which is common in many gesture comprehension experiments
(Church et al., 2017). In contrast, the semantic relationship ex-
plored in the present study—viewpoint “incongruency”—is a
more natural case of when multiple agentic relationships are
captured in speech and gesture. These viewpoint incongruent
gestures reflected the same events as their congruent counter-
parts, but simply offered differing levels of personal agency for
the speaker. For example, the character viewpoint gesture (hand
hitting) and object viewpoint gestures (glass shattering) for the
sentence “She shattered the mirror” both refer to the same event
of glass breaking. The only difference is the perspective on the
event—in one case, the perspective is from the person doing the
hitting, and in the other, it is from the mirror doing the shattering
(see Fig. 1). Compared with previous studies (e.g., Feyereisen,
2006; Kelly et al., 2009), it is plausible that our viewpoint in-
congruent gestures did not disrupt memory for speech because
they still conveyed information about the same event.

This “viewpoint incongruity” between gesture and speech
is interesting to consider in light of other studies that have
manipulated the degree to which gestures and speech are se-
mantically disconnected (Cutica & Bucciarelli, 2015; Kelly
et al., 2010). For example, Cutica and Bucciarelli (2015) cre-
ated a fully “unrelated” gesture condition by delaying a video
track by 20 seconds from the corresponding speech track, thus
totally eliminating any meaningful relationship between
speech and gesture. Not surprisingly, these unrelated gestures
produced worse memory for speech than “related” gestures
(with no video delay), but interestingly, memory for speech
accompanied by these unrelated gestures was no different
from speech alone. This suggests that when the semantic dis-
tance between gesture and speech becomes too great, listeners
can entirely disregard them without disruption to speech
processing or memory. In a different vein, Kelly et al.
(2010) manipulated the strength of incongruency between
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speech and gesture in an online priming task, finding that
when gestures were weakly incongruent to speech (saying
“chop,” while gesturing cut), processing of targets was
quicker and more accurate than when gestures were strongly
incongruent (saying “chop,” while gesturing fwis?).

Taking all these studies together, it appears that processing
gesture—speech relationships operates on a continuum: When
gestures are too unrelated to speech—through temporal and
semantic distancing—they can easily be ignored (Cutica &
Bucciarelli, 2015; see also Habets et al., 2011). Moving along
the continuum, when gestures occur together with speech, but
carry completely different semantic content (i.e., they are
“event incongruent”), they greatly disrupt comprehension
and memory for speech (e.g., Feyereisen, 2006). And a bit
further down the line, when gesture and speech co-occur,
but convey slightly different semantic content about the same
event, as with the weakly incongruent gestures from Kelly
et al. (2010), they disrupt speech to a much lesser extent than
strongly incongruent ones. And even further down the line, we
arrive at the present study: When gesture and speech co-occur,
and both focus on different agentic perspectives of the same
event (i.e., they are “viewpoint incongruent”), they do not
disrupt comprehension or memory at all. In fact, it is entirely
possible that they may even enhance it. For example, Kelly
et al. (1999) found that sentences accompanied by “comple-
mentary” iconic gestures (e.g., saying “My brother went to the
gym,” while making a basketball-shooting gesture) help peo-
ple recall the spoken message better than when no gestures
accompanied the speech. Running with this in a future study,
it would be interesting to compare speech accompanied by
“viewpoint incongruent” gestures to speech accompanied by
no gestures. One might predict that these gestures—like the
complementary gestures from above—might boost correct re-
call of speech compared to speech alone. Regardless of wheth-
er this particular prediction is born out, it is safe to conclude
that not all gesture—speech relationships are created equal in
language comprehension.

The story gets even more nuanced when considering the
data from the “incorrect recall” measure. Even though partic-
ipants did not produce many incorrect recollections (~12%
overall), we found an interaction effect between spoken agen-
cy and gestural agency on the errors that participants did
make. We observed that participants produced many more
memory mistakes when speech was paired with gestures of
the opposing level of agency. For example, when presented
with the sentence “The mirror shattered,” a participant might
incorrectly write down “She shattered the mirror,” if the
speech was accompanied by a viewpoint-incongruent charac-
ter gesture (a hand making a hitting gesture). This suggests
that gestural information on viewpoint can slip into memory
when listeners fail to remember exact details from speech.
Hence, listeners construct their account of events by consid-
ering information presented by both modalities, relying on the
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visual modality to help reconstruct memory when memory for
speech is fuzzy (Broaders & Goldin-Meadow, 2010).

It is interesting to consider the current study in association
with the literature on event representations in sign language.
Signers also construct viewpoints in two main ways—through
entity and handler constructions (Cormier et al., 2012). Entity
constructions depict the physical characteristics of an object
(e.g., an upside down V to indicate bipedal legs) while handler
constructions represent the manner in which an object is ma-
nipulated (e.g., two hands “holding and turning a page” for
newspaper), and these distinctions seem to map onto
McNeill’s object viewpoint and character viewpoint gestures
(Cormier et al., 2012). As with spoken language, signers de-
scribing events in a transitive manner often use handler con-
structions, while intransitive expressions go with entity con-
structions (for a review, see Stec, 2012). Hence, signers are
intentional with using their hands to communicate their per-
spective on events, and it would be interesting to explore
whether different viewpoints in sign also influence how an
addressee may interpret and remember the signer’s subjective
perspective.

In conclusion, gestures are capable of not only relaying
the objective content of events, but also revealing a
speaker’s own personal sense of agency in relation to
those events. Building on McNeill’s observations about
gesture viewpoint in language production 35 years ago
(McNeill, 1985), listeners consider gestural viewpoints
alongside speech in forming judgements and remembering
details about who did what to objects out in the world. In
this way, multimodal cues gleaned from both speech and
gesture feature prominently in how listeners construct a
comprehensive account of events communicated to them.
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