Memory & Cognition (2020) 48:390-399
https://doi.org/10.3758/513421-019-00977-7

®

Check for
updates

The influence of state change on object representations
in language comprehension

Xin Kang"?@® - Anita Eerland? - Gitte H. Joergensen®’ - Rolf A. Zwaan® - Gerry T. M. Altmann*>

Published online: 17 October 2019
© The Psychonomic Society, Inc. 2019

Abstract

To understand language people form mental representations of described situations. Linguistic cues are known to influence these
representations. In the present study, participants were asked to verify whether the object presented in a picture was mentioned in the
preceding words. Crucially, the picture either showed an intact original state or a modified state of an object. Our results showed that
the end state of the target object influenced verification responses. When no linguistic context was provided, participants responded
faster to the original state of the object compared to the changed state (Experiment 1). However, when linguistic context was
provided, participants responded faster to the modified state when it matched, rather than mismatched, the expected outcome of the
described event (Experiment 2 and Experiment 3). Interestingly, as for the original state, the match/mismatch effects were only
revealed after reading the past tense (Experiment 2) sentences but not the future-tense sentences (Experiment 3). Our findings
highlight the need to take account of the dynamics of event representation in language comprehension that captures the interplay

between general semantic knowledge about objects and the episodic knowledge introduced by the sentential context.

Keywords Object state - Mental representation - Language comprehension - Tense - Picture verification

Introduction

One of the dominant features of human language communi-
cation is to intentionally talk about absent entities in the past
and future that are not immediately spatially or temporally
near the speaker and the listener (Cuccio & Carapezza,
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2015; Morford & Goldin-Meadow, 1997). This ability to use
displaced reference may be unique to humans (Hockett,
1960; Liszkowski et al., 2009) and is linked to the social-
cognitive skills of humans and grammatical system of lan-
guages (Bergen & Chang, 2005). For example, auxiliary verbs
such as “will” and “were” in English are used to indicate
whether an event occurred before or after the moment of
speaking or events under discussion. Altmann and Kamide
(2007) revealed that visual attention can be directed different-
ly to the visual scene depending on whether the sentences
were presented in past-tense or the future-tense conditions.
Participants launched more anticipatory eye movements to-
wards a full glass of beer in the future tense (e.g., The man
will drink...) than in the past tense (e.g., The man drank...).
Bergen and Wheeler (2010) showed that when we process
language that describes perceivable scenes or performable ac-
tions, the activation of perceptual and motor systems was in-
fluenced by the grammatical markers of tense. For example,
when hand motion was described in progressive sentences
(e.g., John is closing the drawer), there was a facilitation
effect for manual action in the same direction of participants,
but no such effect was found when the sentences were in
perfect tense (e.g., John has closed the drawer).

These findings are in line with theories of mental/situation
models (Johnson-Laird, 1983; van Dijk & Kintsch, 1983) and
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perceptual-symbol theories of cognition (Barsalou, 1999) that
understanding language involves the construction of a mental
situation as a “simulation” of real-world experiences in the
spatiotemporal framework, though to what degree perceptual
systems are involved in the organization of object knowledge
in the brain is still under debate (see Mahon & Caramazza,
2011). According to these theories, concepts of objects are
perceptual symbols that arise during perceptual and motor
experiences, which can later activate previous experiences
and the relevant neural systems. For example, if we think
about “eating an apple,” we may activate the neural systems
of vision, action, touch, taste, and smell that are engaged in
our previous experiences. This simulation, or mental models,
may include visual information of a red and round object, and
sensorimotor information of eating juicy and crunchy pieces.

Using the picture verification paradigm, Stanfield and Zwaan
(2001) asked participants to read sentences like “The carpenter
pounded the nail into the wall,” and to verify whether an object
displayed on a picture (e.g., a nail) was mentioned in the sen-
tence. Critically, the object in the picture either matched or mis-
matched the implied orientation. Although the object’s orienta-
tion was irrelevant to the task, participants reacted faster to the
pictured object (e.g., a horizontally oriented nail) that was com-
patible with its implied orientation as described in the sentence
(“The carpenter hammered the nail into the wall”) than the in-
compatible orientation (“The carpenter hammered the nail into
the floor”). Such match/mismatch effects between linguistic in-
formation and visual presentation were found when different
properties of objects were manipulated, including orientation
(Stanfield & Zwaan, 2001; Wassenburg & Zwaan, 2010), shape
(Huettig & Altmann, 2007; Yee, Huffstetler, & Thompson-
Schill, 2011; Zwaan, Stanfield, & Yaxley 2002), motion direction
(Zwaan, Madden, Yaxley, & Aveyard, 2004), size (de Koning,
Wassenburg, Bos, & van der Schoot, 2017), color (Connell,
2007; Hoeben-Mannaert, Dijkstra, & Zwaan, 2017; Huettig &
Altmann, 2011; Zwaan & Pecher, 2012), visibility (Yaxley &
Zwaan, 2007), distance (Winter & Bergen, 2012), and numerical
congruence (Patson, 2016; Seti¢ & Domijan, 2017).

However, in these studies event models are not established
around the target objects alone but draw information from the
surrounding environment such as location (e.g., a nail into the
floor/wall), other objects (e.g., wine — wine glass), and time (e.g.,
an hour later vs. a month later). Theories of event models have
recognized that events can be encoded across multiple dimen-
sions (Zwaan, Langston, & Graesser, 1995; Zwaan &
Radvansky, 1998; Zwaan, 2016), including location (e.g.,
Glenberg, Meyer, & Lindem, 1987; Kukona, Altmann, &
Kamide, 2014; Radvansky, 2005; Radvansky & Copeland,
2006; Radvansky & Copeland, 2010), time (Radvansky,
Zwaan, Federico, & Franklin, 1998; Speer & Zacks, 2005;
Zwaan, 1996), goals, and agents. We construct, update, and re-
trieve the situation models based on these dimensions. When a
change occurs in any dimension, we update our mental

representations so as to integrate the most recent information
and deactivate irrelevant information. It is not always the case
that we have to encode events in association with other objects.
Linguistic information, such as the tense of sentences, can also be
used as a cue for “time shift” (e.g., Altmann & Kamide,
2007; Ferretti, Kutas, & McRae, 2007; Madden & Zwaan,
2003). Besides, previous studies have not clarified whether the
object-state has been tracked, maintained, and updated in the
event models. For example, an object may go through changes
due to an external action (e.g., The chef chopped the onion). An
onion would look different before and after it is chopped. In this
case, the end state of the onion can be distinguished from its
initial state and intermediate states from the features of the onion
itself. Do we also encode the conflicting states of the onion in our
event models?

So far, there is limited empirical evidence of the encoding of
object state-change in language comprehension (but
see Altmann, 2017; Hindy, Altmann, Kalenik, & Thompson-
Schill, 2012; Solomon, Hindy, Altmann, & Thompson-Schill,
2015). Hindy et al. (2012) revealed that reading sentences that
described a change of state provides a challenge to our cognitive
system; multiple representations of the object in different states
may be activated and we have to choose the situationally
appropriate one. Solomon et al. (2015) further revealed that com-
petition between object states (e.g., an onion in its original state
or its subsequent chopped state) is only revealed when the states
are associated with the same object, but not a different version of
that object (e.g., one onion in its original state, and another onion
in a chopped state). Thus, it is likely that when a change of state
event occurs, the object is linked to multiple “states” of itself
across time — before and after this change. Therefore, an object in
the modified state has its own “history™ that includes its associ-
ation with its prior original self and with changes to its states
across time. Altmann and Ekves (2019) further proposed the
“events as intersecting object histories” (IOH) model that
encoding events (whether we directly experience them or leamn
about them through language) involves constructing dynamic
representations of intersecting object histories. If mental simula-
tions of situations are an integral part of understanding language,
can we expect match/mismatch effects after the object experi-
ences a change of state?

In the present study, we aimed to explore whether object state-
change influences the speed of picture verification. We expected
to find quicker response times when the object representation
matched the picture probe compared to when it mismatched the
probe. Experiment 1 was intended to establish baseline responses
to probe pictures that showed conflicting states of target objects.
In Experiment 2, we manipulated object state-change by using
two different verbs — one indicating a minimal/no change and the
other a substantial change. An example is The woman chose/
dropped the ice cream. The task for participants was to verify
whether the probe picture that appeared afterwards was men-
tioned in the sentence they just read. Our hypothesis was that
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despite the irrelevance of object states to the verification task, the
object states that are activated in language would influence the
responses to probe pictures. Thus, we predicted that participants
would react faster to a probe picture when it matched the de-
scribed state of the target object than when it mismatched the
object state. Experiment 3 further explored whether the tense of
sentences would further mediate the activation of object states in
language comprehension when the sentences were in future tense.

Data were collected via Amazon’s Mechanical Turk (MTurk,
http://www.mturk.com) using the sentence-picture verification
paradigm following Zwaan and Pecher (2012). All the materials
and raw data for our study can be found on the Open Science
Framework (OSF) (https://osf.io/cvim3/). The key independent
variable was whether the state of the picture was compatible or
incompatible with the original state and modified state of object
described in the sentences. On each trial, participants read a word
(e.g., ice cream) or a sentence (e.g., The woman dropped the ice
cream) and then indicated whether a subsequent picture showing
an ice cream was mentioned in the text. Visual probes were
committed to a particular shape of the target object and thus
allowed us to assess the activation levels of different forms of
the same entity. Accuracy and reaction times to the probe pictures
were recorded. Response times (RTs) were calculated over cor-
rect trials only and RTs that were shorter than 300 ms or longer
than 3,000 ms were excluded. The linear mixed-effects models
(LMMs) using the Ime 4 package (Bates et al., 2015; Baayen,
Davidson, & Bates, 2008) of R (R CoreTeam, 2016) were used
for statistical analysis. The Ismeans package (Lenth, 2016) was
used to conduct post hoc comparisons for significant interaction
effects with Tukey adjustments of p-values. Table 1 summarizes
fixed effects of LMMs in all three experiments.

Experiment 1

We conducted our first experiment using the word-picture
verification paradigm to identify the baseline responses to-
wards our picture stimuli. This allowed us to determine wheth-
er one state would be responded to differently from the other
state when only the object’s name was mentioned. We selected

Table 1 Fixed effects estimated with linear mixed models in all
experiments
Fixed effects  Coefficient =~ SE t p
Experiment 1 Picture type 117 18 6.53 <001
Experiment 2 Picture type 153 18 858  <.001
Event type 83 18 469 615
Interaction 153 25 6.12 <001
Experiment 3 Picture type 175 49 518  <.001
Event type 151 34 448  .001
Interaction 145 47 3.06 .002
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32 high-frequency object names (e.g., ice cream, banana,
rope, candle) and paired each name with one of two pictures
of the object — one showing the object in the original state
(e.g., an upright ice cream) and one showing the object in a
modified state (e.g., a dropped ice cream).

Method

Participants We recruited 118 participants (54 female, mean
age 36.19 years, range 19—64) through MTurk. All partici-
pants were residents of the USA and received US$1.50 for
their participation, which lasted approximately 15 min. One
participant was excluded for reporting a non-English native
language. With the exclusion of this participant our sample
included 117 native English speakers.

Materials Each participant saw one of two lists that
counterbalanced items and conditions of experimental trials.
Crucial to the goal of Experiment 1, the object name (e.g., ice
cream) in the experimental trials could be followed by a pic-
ture showing this object either in its original state (e.g., an
upright ice cream) or in its modified state (e.g., a dropped
ice cream) that are caused by external forces but not an inter-
nal action (e.g., blooming flowers) (see White, 1991, for the
distinction between external/internal causal attribution).
Figure 1 illustrates two example pairs of probe pictures.

We created four practice trials (including two “yes” re-
sponses and two “no” responses), 32 experimental trials re-
quiring “yes” responses (e.g., the object’s name “ice cream”
followed by a picture of an ice cream), and 32 fillers requiring
“no” responses (e.g., the object’s name “box” followed by a
picture of a ball). All pictures were from a commercial clipart
website and were edited to best match the intended states of
the object. The pictures were resized to a maximum of 3 in.
height and 3 in. width.

Procedure The experiment was presented online in the Qualtrics
survey research suite (http://www.qualtrics.com). Each trial
started with the presentation of a left justified and vertically
centered fixation cross on the computer screen for 1,000 ms,
immediately followed by an object name (e.g., ice cream),
centered at the same location as the fixation cross. Participants
pressed the spacebar when they had read and understood the
object name. After the keypress, the object name (e.g., ice
cream) was replaced by a fixation-cross that appeared for 500
ms, and then immediately followed by a picture (e.g., an upright
ice cream). Participants were instructed to indicate as fast and
accurately as possible whether the object displayed in the picture
matched the object name they just read (yes/no) by pressing a
button on the keyboard (m-key/c-key, respectively). All experi-
mental trials required a “yes” response, whereas all filler trials
required a “no” response. The next trial started 500 ms after the
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Fig. 1 Two example pairs of probe pictures used in Experiments 1-3. The original state depicts a canonical or prototypical form of the object, while the

modified state was usually caused by an external action (e.g., drop)

response was given. Experimental and filler trials were presented
in random order.

Results and discussion

We estimated the fixed effects of Picture type (Original vs.
Modified) with subjects and items as random effects in the
first model.

modell < — Imer(RT~Picture + (1| Subject) + (1| Item))

The second model is a random-intercept-and-slopes model
without fixed effects.

model2 < — Imer(RT~1 + (1| Subject) + (1| Item))

The models were fit by restricted maximum likelihood
(REML). To assess the goodness of fit, we compared the models
using the x’-distributed likelihood ratio and its associated p-val-
ue. The model with a smaller Akaike Information Criterion
(AIC) and the Bayesian Information Criterion (BIC) was consid-
ered as a better fit. The results showed that participants responded
significantly faster to the original state, x2 (2) = 41.177, p<.001,
suggesting the original state (LSMEANS: 893 = 50 ms) seems to
have an advantage in response times compared to the modified
state (LSMEANS: 1009 =+ 50 ms) (see Fig. 2)

Experiment 2

In Experiment 2, we examined whether the linguistic context
may modulate picture verification responses.

Method

Participants We recruited 227 participants (100 female, mean
age 35.07 years, range 18-65) through MTurk. All partici-
pants were residents of the USA and received US$2.00 for
their participation, which lasted approximately 25 min. Thirty-
one participants indicated a language other than English as
their native language. With the exclusion of these participants,
our sample included 196 native English speakers.

Materials and procedure We created four lists of stimuli (two
types of events x two types of pictures) to counterbalance
items and conditions. The procedure of Experiment 2 was
identical to that of Experiment 1. Participants read 32 exper-
imental sentences that either described a substantial change of
an object’s state (e.g., “The woman dropped the ice cream”) or
minimal/no change (e.g., “The woman chose the ice cream”).
After reading the sentences, participants pressed the SPACE
bar and a picture probe appeared showing either the original
state or the modified state of that object. In addition to these 32
experimental items that required “yes” responses, 32 filler
items that required “no” responses were added (e.g., “The
man kicked the ball”; a picture of a box). Items were presented
in random order.

Results and discussion

We adopted the same statistical analysis procedure as
Experiment 1. The fixed effects were Picture type (Original
vs. Modified) and Event type (Substantial change vs. Minimal
change). Random effects included subjects and items. The
goodness of fit was assessed by comparing the AIC and BIC
values and x*-distributed likelihood ratio and its associated p-
value. We found a significant fixed effect of Picture type, x>
(1) =35.85, p <.001 with faster reaction times to the original
state than to the modified state. No fixed effect of the Event
type was found. Nonetheless, there was a significant interac-
tion between Picture type and Event type, x> (1) =37.322, p <
.001. Post hoc comparisons indicated that the original state
was verified faster when the sentence implied an event involv-
ing a minimal change of state (LSMEANS: 1,091 + 33 ms)
than a substantial change of state (LSMEANS: 1,161 £+ 34 ms;
p < .001), while the modified state was verified faster when
the sentence implied an event involving a substantial change
of state (LSMEANS: 1,161 £33 ms) than a minimal change of
state (LSMEANS: 1,244 + 34 ms, p < .001) (see Fig. 3).
Therefore, it seems that a match advantage of the original
state and modified state was found when they were presented
after the condition that indicated the appropriate end state of
the object. In sum, the results of Experiment 2 suggest that the
linguistic context has an impact on the activation of object-
state representations. The original state of an object was
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Fig. 2 Mean response times of
the probe pictures after reading
the object name in Experiment 1.
Data are shown as LSmean + SE.
The y-axis shows the response
times to probe pictures in milli-
seconds (ms)
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N
N
o
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1000

Picture
Modified
== Original

verified faster when the sentences described a minimal change
of state, but when a substantial change of state was described
the modified state was verified faster. Despite the fact that the
original state was verified faster than the modified state in
Experiment 1, the modified state gained a match advantage
when it was the expected end state of the event.

Our findings are consistent with previous research showing
that contextually appropriate perceptual information about de-
scribed objects is activated in language comprehension (e.g.,
Stanfield & Zwaan, 2001; Zwaan, Stanfield, & Yaxley, 2002;
see also Hoeben-Mannaert et al., 2017), and the evidence on
the competition between multiple object states in language
comprehension (e.g., Hindy et al., 2012). Importantly, this
experiment demonstrates that the internal structure of a narrat-
ed sequence of events can be mapped with the representation
of objects. Previous studies have often specified the location
(e.g., on the wall/floor) or the time (e.g., after I day/I year) as

@ Springer

Modified Original
Probe pictures

the cues for such event sequences. Our findings show that
these explicit cues may not be necessary as the states of the
object can be described by using the verbs (e.g., drop), which
will also trigger the activation of the corresponding object
state that is the appropriate end state of the event.

Experiment 3

The first two experiments showed that (1) without any lin-
guistic context, people mentally represent the original state
of an object, and (2) the modified state has a match advan-
tage when linguistic context indicates a change compared to
no change. When we read the past tense version of a sen-
tence (e.g., The woman dropped the ice cream), relative to
the time of the hearer, the event has happened in the past,
meaning that the ice cream is already in its dropped state.
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Fig. 3 Mean response times of
the probe pictures after reading 1500
past-tense sentences such as “The
woman dropped/chose the ice
cream” in Experiment 2. Data are
shown as LSmean + SE. The y-
axis shows the response times to
probe pictures in milliseconds
(ms)
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However, if a sentence is in the future tense (e.g., The wom-
an will drop the ice cream), relative to the time of the hearer,
the ice cream is original, and although a change in state is
described, if the hearer were to act on the ice cream, it
would be in the original state. Thus, theoretically we would
inhibit the activation of the changed state of the ice cream
and keep the original state as being more accessible. When
the participant-centric current state of the world entails an
original ice-cream, but a future state of the world entails the
dropped ice cream — will the representation associated with
the current state be the more accessible, or will the repre-
sentation with the as-yet un-encountered future state be more
accessible?

Modified Original
Probe pictures

In Experiment 3, we aimed to investigate whether the tense of
a sentence modulates the activation of the most prominent states
of the object. Previous studies have shown that grammatical
tense may play a role in constructing mental representations. In
Bergen and Wheeler (2010), participants read sentences that
were in the present progressive tense (Experiment 1: e.g., Carol
is taking off/putting on her glasses) or in the present perfect tense
(Experiment 2: e.g., Carol has taken off/put on her glasses) and
decided if the described action required movement of the hand
toward or away from the body. They found an action-sentence
congruency effect for the progressive sentences in Experiment 1
but not the perfect sentences in Experiment 2, arguing that the
actions in Experiment 2 were already completed and hence
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Fig. 4 Mean response times of
the probe pictures after reading 1500
the future-tense sentences such as
“The woman will drop/choose the
ice cream” in Experiment 3. Data
are shown as LSmean + SE. The
y-axis shows the response times
to probe pictures in milliseconds
(ms)
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required no simulation of the action. If this is the case, consider
“The woman will drop the ice cream,” which might establish two
conflicting states of the object (i.e., the current original state and
the future modified state). Will there be a match advantage for the
original state given that a possible change of state has not hap-
pened yet?

Method

Participants We recruited 211 participants (104 female, mean
age 33.87 years, range 18-69) through MTurk. All partici-
pants were residents of the USA and received US$2.00 for
their participation, which lasted approximately 25 min. Six
participants indicated a language other than English as their
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Probe pictures

native language. With the exclusion of these participants, our
sample included 205 native English speakers.

Materials and procedure Experiment 3 was identical to
Experiment 2 with the exception that all single sentences in
this experiment used future tense rather than past tense.

Results and discussion

We followed the same statistical procedure as in Experiment 2.
The results suggested that there was a fixed effect of Picture type,
X2 (1)=18.18, p < .001 that the original pictures were responded
to faster than the modified pictures. There was a fixed effect of
Event type, x2 (1) = 10.65, p =.001 that the picture following a
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substantial change was verified faster than a minimal change.
Importantly, there was a significant interaction between Picture
type and Event type, x2 (1) = 9.36, p =.002. Post hoc compari-
sons showed that there was no significant difference in verifica-
tion time between a minimal change (LSMEANS: 1,175 + 49
ms) and a substantial change (LSMEANS: 1,169 +£49 ms, p =
.998) when the probe picture indicated an original state of the
object. However, the modified state was verified significantly
faster, when the sentence indicated a substantial change of state
event (LSMEANS: 1,199 £ 49 ms) than a minimal change of
state event (LSMEANS: 1,349 + 49 ms, p < .001) (see Fig. 4).

These results are partly consistent with the findings of
Experiment 2 in that there was a match advantage for the mod-
ified state in the change situation compared to the no-change
situation. That is, when a picture of a “dropped” ice cream is
presented to participants, they might associate the picture with
the “drop” action, but not necessarily with the “choose” action.
However, as opposed to Experiment 2, the original state did not
show any match advantage in the minimal change condition
compared with the substantial change condition. Previous empir-
ical studies have shown facilitatory effects between action and
affordances of objects (e.g., Symes et al., 2007). Our findings
may be accounted by the equal affordance of the original state for
aminimal change and a substantial change in the future tense. By
comparison, in the past tense, the original state matched the end
state of the minimal change, but it did not afford further substan-
tial changes and did not match the consequences, leading to the
match/mismatch effect.

General discussion

In this study, we reported findings of three experiments that
explored the activation of objects’ mental representations in lan-
guage comprehension. More specifically, we investigated the
influence of object-state (original vs. modified) that was manip-
ulated by degree of change of the event (a minimal change vs. a
substantial change) and grammatical tense (past tense vs. future
tense) on picture verification responses. Our study showed that
the original state was responded to faster than the modified state
when only object name was presented (Experiment 1).
Nonetheless, when contextual information was provided, the de-
scribed situation in language modulated the responses. Objects in
the modified state were verified more quickly when they was
described to experience a substantial change than a minimal
change sentences in both past tense (Experiment 2) and future
tense (Experiment 3). However, objects in their original state
were only verified more quickly when they were described to
experience a minimal change than a substantial change condition
in past tense sentences (Experiment 2) but not in future-tense
sentences. Our results suggested that the activation of the con-
textually appropriate object representation was modulated by the
degree of change. Our findings also indicated that there was a

close link between the consequences of the action and the gram-
matical tenses of sentences. This tight coupling between action
and knowledge of objects supports the IOH model (Altmann &
Ekves, 2019) that language comprehension involves activating
situated object states before and after object state-change.

One limitation of this study is that we measured the activa-
tion of object representation at the end of sentence reading,
which may only be able to capture part of the activation pro-
cessing. Another potential confound was that the degree of
change was manipulated by using two different verbs. Thus,
the effects that we observed might be driven by the semantic
associations between the actions and the perceptual properties
of the objects (e.g., Bach, Nicholson, & Hudson, 2014). For
example, the dropped ice cream could be associated with the
“drop” action but not the “choose” action. Without any sim-
ulation of the motor or perceptual properties of the situation,
one may even establish the link between the object and the
consequences of the action.

In conclusion, our experiments demonstrate that perceptual
properties of objects can be activated in language comprehension
and modulated by the content of the linguistic input. The inter-
play between general semantic knowledge about objects and the
episodic knowledge introduced by the sentential context is cap-
tured by dynamics of event representation in language
comprehension.
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