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Abstract In the current study, we investigated updating of
long-term memory (LTM) associations. Specifically, we ex-
amined sublexical associations by manipulating preexisting
LTM relations between consonant couplets (in encoding and
updating phases), and explicitly instructed participants to en-
gage with a specific strategy for approaching the task (item
disjunction, grouping, or none). In two experiments, we used a
multistep subject-based memory updating task in which we
measured processing response times (RTs; Exp. 1, Exp. 2) and
recognition RTs (Exp. 2). For the first time, in both experi-
ments, we found costs in dismantling strong pre-existing as-
sociations from LTM and benefits in recreating strong
preexisting associations. In addition, we found that control
of irrelevant information was more difficult when this
belonged to a strong association. Regarding task strategies,
we showed that inducing a disjunction strategy enhanced
updating, no matter the strength of the association. Results
were discussed in the light of updating as a process of disman-
tling and recreating associations. The role of a specific strate-
gic approach in enhancing the updating was also discussed.

Keywords Updating . Long-termmemory .Working
memory . Sublexical representation .Memory strategy

Working memory (WM) is a capacity-limited system, able to
actively maintain sets of representations that are useful in spe-
cific cognitive tasks such as reading, math, or text comprehen-
sion (e.g., Daneman & Carpenter, 1980; Palladino, Cornoldi,

De Beni, & Pazzaglia, 2001). Given capacity limits and the
continuous flow of information needing to be processed, it is
important to postulate the existence of a mechanism that al-
lows WM content to be constantly updated.

Once selected, goal-relevant information is maintained ac-
tively and updated in WM, and subsequently modified when
no longer relevant (Morris & Jones, 1990). More specifically,
updating could be described as a three-components process:
retrieval, transformation, and substitution (see Ecker,
Lewandowsky, Oberauer, & Chee, 2010). Retrieval allows
access to information in WM, within attentional focus.
Transformation allows modification of a representation al-
ready held in WM, and substitution enables removal of previ-
ous (no longer relevant) items, replacing them with new infor-
mation. Item substitution appears to be the most distinctive
processing component of updating. Indeed, it differentiates
updating from other WM tasks, such as recall, that do not
involve single item substitution (see Ecker et al., 2010).

The basic definition of updating—that is, maintaining rel-
evant information and inhibiting no-longer-relevant informa-
tion—is usually applied to memory contents (see seminal
work by Morris & Jones, 1990). However, typically, achieve-
ment of an updating task is based on binding and unbinding
processes between memory contents or, in addition,
actualization of bindings between contents. Through a latent
variable analysis, Schmiedek, Hildebrandt, Lövdén, Wilhelm,
and Lindenberger (2009) found that updating (measured with
an n-back task) and complex span tasks were highly correlat-
ed. This indicated that updating tasks measure WM as equally
effectively as complex span tasks and potentially share com-
mon processing mechanisms of continuously building, main-
taining, updating, and releasing (usually arbitrary) bindings
between items. In a response-time (RT) based updating task,
Artuso and Palladino (2014) reported that binding updating
(vs. content updating) is a more sensitive process measure in
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explaining performance in classical (i.e., accuracy-based)
updating tasks. Thus, the specific challenge in updating activ-
ity seems to be the monitoring of contextual bindings between
contents. In the same vein, Boujut and Clarys (2015) support-
ed the role of content–context bindings in retrieval of episodic
memories (rather than single contents).

To date, no studies have specifically investigated this pro-
cess of creation, maintenance, updating, and releasing of bind-
ings (or associations) between elements that are not arbitrary
but that are strengthened on the basis of long-term memory
(LTM) organization. Indeed, an important and relatively
neglected issue in updating research concerns how
information retained in LTM can be updated differentially in
ongoing processing.

Within this research debate, the numerical domain is also
relevant. Lendínez, Pelegrina, and Lechuga (2011, 2014)
found evidence of a similarity effect: numerical similarity pro-
duces facilitation during updating of information. When the
numbers involved in updating were more similar (i.e., in nu-
merical distance, or through sharing a digit), substitution oc-
curred more quickly. The authors proposed that updating
might be easier if the number presented is closer to the number
stored in LTM. For example, two items that are stored in WM
can overlap, as long as their representation share certain fea-
tures (see, e.g., Nairne, 1990). Given that sets of features over-
lap to a various extent, the more similar the items, the greater
the degree of overlap.When it is necessary to update a number
that shares many features with another stored in memory, the
process can be performed more quickly; fewer features of the
second number need activation because shared features are
already activated. As such, Lendínez et al. (2011, 2014)
showed that updating RTs were faster when the distance be-
tween the number stored in memory and the number replacing
it was smaller than when this distance was large. Indeed, they
showed that the relation (based on numerical similarity) be-
tween old and new information involved in updating has an
effect on RT.

Lexical and sublexical associations in working
memory

The effects of LTM organization of information on WM per-
formance can be observed at different processing levels, such
as lexical and sublexical. Below, we will briefly review the
literature relative to lexical and sublexical effects.

At the lexical level, Hulme, Stuart, Brown, and Morin
(2003) studied the effect of stimulus (i.e., word) variables on
memory performance. They found that high-frequency words
(vs. low) elicit better recall (also known as “word-frequency
effect”); this was accounted for by recall of high-frequency
words benefitting from stronger preexisting interword associ-
ations in the experimental context. Similarly, Poirier and

Saint-Aubin (2005) showed that high-frequency words (simi-
lar to highly familiar words) are better recalled by virtue of
their stronger long-term associative links (see also Thorn &
Frankish, 2005).

Similarly, at the sublexical level, Gathercole, Frankish,
Pickering, and Peaker (1999) found that recall accuracy is
greater for words containing high (vs. low) frequency pho-
neme combinations in English, also known as the “phonotac-
tic effect.” Here, the authors hypothesized that LTM knowl-
edge is often integrated with temporary maintenance of infor-
mation inWM. Performance would benefit from use of stored
phonotactic representations for familiar words to fill in incom-
plete traces prior to output. In contrast, for nonwords (or un-
familiar words), no stored representations are available to re-
construct partial traces, and this, in turn, leads to diminished
accuracy at recall. Moreover, recall is better for phonotactic
frequencies of the language in WM and is specific for pho-
neme combination distribution within each language. In fact,
the phonotactic effect elicits better recall for consonant–vow-
el–consonant nonwords containing consonant–vowel and
vowel–consonant combinations, common in the language’s
native phonology, than for nonwords containing low-
probability consonant–vowel combinations. Accordingly,
such effects would reflect influence of phonotactic (or
sublexical) knowledge about properties of that language (see
Gathercole et al., 1999). Similarly, Majerus, Van der Linden,
Mulder, Meulemans, and Peters (2004) demonstrated that ver-
bal WM is influenced by sublexical phonological knowledge;
indeed, legal nonword repetition was significantly higher than
that for illegal nonwords.

To account for LTM effects on recall performance, different
explanations have been proposed, such as redintegrative, lan-
guage-based, or probabilistic accounts. Redintegration of an
item (i.e., reconstruction of an item) would operate effectively
on high-frequency words because their phonological repre-
sentations are more easily accessed by partial information.
Accordingly, effects of item frequency on recall influence
the relevant item only, and occur at the time the individual
item is retrieved and recalled (see Gathercole et al., 1999;
Hulme et al., 2003; Saint-Aubin, Ouellette, & Poirier, 2005).

Majerus (2013) proposed an integrative framework of WM
language-based accounts, where WM is an emergent property
resulting from temporary activation of LTM knowledge in the
attentional, linguistic, and executive processes network (see
also Acheson & MacDonald, 2009; Martin & Saffran, 1992).
Thus, temporary storage would result from recruitment of lan-
guage, attentional, and serial order processing systems. Other
contributions also underline interaction between LTM and
STM by using incidental statistical learning and probabilistic
models of learning (see Majerus, Perez, & Oberauer, 2012).

In sum, a general achievement for memory studies on both
words/nonwords and phoneme combinations (i.e., sublexical
units) seems to be the strong and direct interaction between
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verbal WM processing and language LTM networks. Indeed,
all accounts presented above aim to explain the common and
consistent finding that high-frequency words/phonemes tend
to enhance memory recall.

Strategic effects in working memory

Strategic effects in WM performance have been widely dem-
onstrated (see, e.g., Chein & Morrison, 2010; McNamara &
Scott, 2001; Morrison & Chein, 2011; Morrison, Rosenbaum,
Fair, & Chein, 2016). In particular, performance is improved
and boosted by use of efficient strategies. For example,
McNamara and Scott (2001) showed that when readers were
instructed and trained to use a chaining strategy (i.e., a mne-
monic strategy to create semantic associations between words
in a list), they recalled a greater number of words after training
compared to those untrained or those trained with less effec-
tive strategies (e.g., a retrieval strategy). In turn, trained
readers are more able (and more inclined) to make inferences,
when needed.

It seems also that a strategic approach to a typical WM task
produces a beneficial effect on performance. Morrison et al.
(2016) assessed the use of strategies across a number of WM
tasks including both simple (e.g., free recall or immediate
serial recall) and complex tasks (e.g., running memory or op-
eration span task). They reported that spontaneous strategy
use (such as rehearsal, grouping, imagery, checklist) is hetero-
geneous across different tasks, and that task performance did
not vary as a function of strategy use.

As previously noted, updating is a complex WM task
where participants are likely to use some form of strategy
to engage with it. Very few studies, however, have inves-
tigated the role of strategy in a classical updating task, that
is, accuracy-based ones, such as Morris and Jones’s run-
ning memory task (but see Bunting, Cowan, & Saults,
2006; Palladino & Jarrold, 2008). Here, the participant
has to listen to differing-length lists of letters and then is
asked to recall a fixed number of the last items of the list
(e.g., the last three). However, a possible bias with this task
arises from the use of passive recency-based strategies.
The participant does not usually process each incoming
item via updating of its activation but listens passively
until the list ends, and tries to recall the most recently
presented items (see Palladino & Jarrold, 2008).

Usually, these strategies are investigated a posteriori,
once the task has been completed. To our knowledge, no
studies have manipulated different strategy use directly,
investigating how these may impact performance in an
updating task. As such, it would be of interest to fill this
gap in the literature, by instructing participants to use a
specific strategy in performing the task.

The current study

Previous studies have mainly focused on the simple task of
recall, which entails temporary maintenance of information in
WM (see also Cowan, 2017). Here, we focused instead on the
interaction between LTM and updating, a complex WM func-
tion that comprises not only temporary maintenance of infor-
mation but also item substitution (see Ecker et al., 2010). To
our knowledge, only one study has investigatedWMupdating
of LTM associations between verbal materials (see Artuso &
Palladino, 2016). Here, the authors manipulated the strength
of the association between stimuli from LTM, which might
produce differences in the updating process itself. Following
literature considering beneficial effects of highly associated
LTM information (based on lexical and sublexical
frequencies; see Gathercole et al., 1999; Hulme et al., 2003),
the authors investigated whether strong or weak associations
were updated differently. Strength was represented by the fre-
quency of sublexical associations between consonants in the
spoken language. Association strength was manipulated at
encoding, in order to observe how strong and weak associa-
tions were subsequently updated in an ongoing task. Overall,
strong associations at encoding became weak at updating. In
fact, it was shown that the stronger the association was, the
higher the interference with the updating process was (i.e.,
longer RTs to substitute information and to control for irrele-
vant information). Thus, a processing cost was found for
updating, showing the reverse effect to recall, which is
boosted by strength of the association.

The purpose of the present study was to investigate further
how specific sublexical associations from LTM are updated in
WM. Here, we extended previous findings in two ways. First,
we manipulated the strength of associations at both encoding
and updating; second, considering the importance of a strate-
gic approach in complex tasks, we aimed to investigate how
participants engage in the task, once instructed to use a spe-
cific strategy.

To this end, we administered an updating task to our sam-
ple that minimized cognitive costs (i.e., the task was subject-
paced). The subject-paced measure is more ecologically valid
and minimizes the impact of individual differences in strategy
use (see Morrison et al., 2016). In addition, it enables separa-
tion of each individual process, and separate measurement of
each specific phase of encoding and updating. Moreover, in
previous studies with verbal and nonverbal materials (see e.g.,
Artuso & Palladino, 2014; Artuso, Palladino, & Ricciardelli,
2015), significant individual differences were not observed
between slow and fast responding participants, but all per-
formed within the average processing rate.

We formulated three main hypotheses, considering the re-
lation between two items maintained at the same time in WM.
Therefore, our main focus was not on possible shared features
but on processes of dismantling and recreating (via item-
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substitution) associations between items. With these two cru-
cial steps in mind, we aimed to investigate the potential role of
both to-be-dismantled associations and those to be recreated.
Overall, we expect that strong associations should be updated
with weak ones, with greater difficulty (i.e., longer RTs). Here,
a stable preexisting association from LTM has to be broken,
and this should produce a cost. Conversely, we expect that
weak associations should be updated with strong with less
difficulty (i.e., shorter RTs). In other words, a preexisting
LTM association has to be recreated, and this should produce
an advantage. This finding would provide original evidence
on how different associations’ strength affect updating.

Typically, the use of strategies in WM updating has not
been manipulated directly but assessed after task completion
(see, e.g., Bunting et al., 2006). However, considering the
impact strategies have on WM performance in general (e.g.,
Morrison et al., 2016), we believe it is of interest to understand
how participants are strategic in engaging with the updating
task and to observe which strategy is most effective for task
performance. Overall, updating requires flexibility (i.e., an
ability to create and dismantle item-set configurations rapid-
ly), but the nature of the material (LTM sublexical associa-
tions) favors creation of stable associations. Here, we chose to
instruct participants explicitly, suggesting engagement in a
predetermined strategy that could favor the associative nature
of the material, or the reverse. Before starting the task, we
instructed our participants verbally, requesting the use of a
specific strategy (i.e., either to separate the items or to group
them). Following the three-components model of Ecker et al.
(2010), where item substitution represents the distinctive com-
ponent of updating, we predict that participants who use a
disjunctive strategy will update their memory set more effi-
ciently, as they should substitute the to-be-updated item more
quickly (shorter RTs). In fact, if they treat the items individu-
ally (at encoding), we predict that subsequent single item sub-
stitution (i.e., at updating) should be more efficient. Instead,
when they will use an item-grouping strategy, subsequent sub-
stitution should be disadvantaged.

Finally, we predict that instruction could affect the strength
of association in two possible ways. First, we anticipate that
instruction will not interact with strength. If so, the disjunction
strategy should improve updating. Thus, when encoding in-
formation, participants may create less stable associations
(where the items are treated as single units), and after, at
updating, it should be easier to break those associations what-
ever their strength (see also the previous paragraph).
Alternatively, we could anticipate modulation in accordance
with association strength. Accordingly, a disjunction strategy
should be more beneficial for strong associations to be up-
dated with weak. In other words, if associated items are treated
individually, this should mainly affect strong associations,
where items are well connected with each other and more
difficult to separate (as they benefit from preexisting LTM

association). The disjunction strategy should therefore reduce
RTs when updating, particularly in respect of strongly associ-
ated units rather than weakly associated ones. Weak associa-
tions should necessitate disjunction less, as items are already
unbound (i.e., they do not take advantage of any preexisting
LTM association).

Experiment 1

Following evidence that WM performance is effectively and
directly linked to stored LTM representation (see, e.g.,
Gathercole et al., 1999), we created both strong and weak
sublexical associations, based on the frequency of co-
occurrences of sublexical units in the spoken Italian language.
In order to understand the updating process more clearly and
control the whole processing sequence effectively, here, the
strength of letters’ LTM association was manipulated, both
when participants encoded the information and in subsequent
updating of that information. Therefore, the updating process
sequence was manipulated to create three conditions: (1) a
condition with strong associations, to be updated with weak
ones; (2) a condition with weak associations, to be updated
with strong ones; and (3) a condition with weak associations
to be updated with other weak associations.

This manipulation was devised in order to test our hypoth-
eses regarding the role of LTM in the updating process as
innovatively and extensively as possible. The task required
participants, once each set of three units (i.e., well within
average span) of information was encoded, to update this
set; namely, to change part of their memory representation
by partially substituting one item with a new one.

We hypothesized longer RTs for strong associations,
when updated with weak associations (i.e., a cost to dis-
mantle a preexisting association from LTM), and converse-
ly, shorter RTs for weak associations, when updated with
strong ones (i.e., a benefit when a preexisting association is
recreated). Any finding showing that strong associations
are more resource demanding (i.e., when they are to be
updated with weak associations) would then support pre-
vious findings. In addition, by demonstrating the opposite
finding (i.e., that weak associations are more easily up-
dated with strong ones), we would add compelling evi-
dence regarding the role of association strength on
updating. In this vein, we expect that weak-to-weak con-
ditions (i.e., weak association to dismantle, and weak to
recreate) will show shorter RTs than strong-to-weak condi-
tions (here, a strong association has to be dismantled, and
therefore this should produce a cost, by virtue of
preexisting LTM association). Weak-to-weak conditions
are predicted to show longer RTs that weak-to-strong con-
ditions (a strong association has to be recreated, and
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therefore LTM strength should produce an advantage). See
Table 1 for a summary.

In essence, the comparison between conditions will show if
the updating process works in all conditions through disman-
tling bindings and building new ones, and whether this is
affected similarly by each strength of association. In addition,
we anticipate that the disjunction strategy could favor
updating by starting a process of breaking links between items
and weakening associations.

Method

Participants

A sample of 90 undergraduates students from the local uni-
versity (mean age = 21.92 years, SD = 2.35, 28 males) partic-
ipated in exchange for course credit, in a session of around 40
minutes. Informed consent was obtained. Each participant was
randomly assigned to one of three instruction groups (30 per
group).

Stimuli

The stimuli were sublexical units between two consonants of
the Latin alphabet. The association was based on LTM repre-
sentation of consonants; that is, on the basis of their combined
frequency in the spoken Italian language. We started from the
lexicon of frequency of Italian spoken language (see De
Mauro,Mancini, Vedovelli, & Voghera, 1993); this is a corpus
of about 490,000 words collected in four main Italian cities,
emerging from different subgroups of discourse. We then de-
rived strong and weak phonotactic associations between con-
sonants, based on the sublexical unit letters frequency. Strong
associations are those derived from sublexical units with at
least three occurrences in the corpus; weak associations are
those with less than three occurrences in the corpus. For ex-
ample, if “TRO” was a high-frequency sublexical unit, we
derived the association “T-R.”

We employed the following set of consonants: B C D F G
HLN PR S T. Strong associations were: TR, SP, PR, NT, BR,

CH, GR, FR.Weak ones were: FL, SN, GH, PS, GL, RD, ND,
LT. Strong and weak associations between consonants were
controlled in order to avoid obviously familiar or meaningful
couplets. Each association was possible at the sublexical level
between consonants of the Italian language.

In order to avoid ceiling (i.e., with two items) or floor
effects (i.e., with four items), we used memory sets composed
of three letters (i.e., trigrams), which have been established as
being within average memory span (Cowan, 2001). Some
letters were overrepresented relative to others, but we con-
trolled for this bias by randomizing them across association
strengths. Further, the position of the sublexical unit within the
trigram (i.e., in Positions 1-2 or 2-3) was randomized between
trials.

The third letter of each trigram was another consonant,
which was always unrelated with the other two. Specifically,
the link between the sublexical unit and the third letter was
always linguistically impossible in Italian (e.g., see the exam-
ple from Fig. 1, where CH is a strong association and the link
betweenH and B [HB] is impossible in Italian). This was done
in order to avoid the third letter being associated in either a
strong or weak manner, or in some other meaningful way.

Table 1 Overview of different associations and predictions for associations and predictions for Experiment 1 and Experiment 2

Association to dismantle Expected results Association to recreate Expected results

Strong Cost in dismantling a strong preexisting
association (longer RT)

Weak Cost in recreating a weak association
(longer RT)

Strong Cost in dismantling a strong preexisting
association (longer RT)

Strong Benefit in recreating a strong preexisting
association (shorter RT)

Weak Benefit in dismantling a weak association (shorter RT) Weak Cost in recreating a weak association
(longer RT)

Weak Benefit in dismantling a weak association (shorter RT) Strong Benefit in recreating a strong preexisting
association (shorter RT)

C H B       Phase 1: Encoding 

+ + +      Phase 2: Pre-updating maintenance  

G + +       Phase 3: Updating   

+ + +       Phase 4: Post-updating maintenance

    B            Phase 5: Probe recognition  

Fig. 1 An example of an experimental trial presenting a strong
association updated with a weak association. Phase 1: After encoding
the first trigram (i.e., CHB), participants had to maintain it actively in
memory (Phase 2). At Phase 3, they were instructed to update the
association by dismantling the association (i.e., here, between C and H)
and substituting it with another (i.e., G and H). This presented the new
trigram (i.e., GHB). Phase 4: Participants were asked to maintain this last
trigram. Finally (Phase 5), a single probe was displayed. Here, they had to
recognize if the probed consonant belonged or not to the most recent
trigram they held in mind. In this example, a positive probe was displayed
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Design and analyses

A design with three factors was implemented: Strength and
phase were within-participants factors, and instruction was
between participants. The variable strength had three levels:
strong-to-weak, weak-to-strong, and weak-to-weak associa-
tions. Strong-to-weak associations represented associations
between letters that was strong at encoding, but once updated
was modified with a weak association, such as from GR
(strong) to GH (weak).

Weak-to-strong associations represented associations be-
tween letters that was weak at encoding and modified into a
strong association on updating (e.g., GH to GR). Finally, weak-
to-weak associations represent associations between letters that
occurred when the association was weak at encoding and up-
dated with another weak association (such as GL to FL).

Each trial had four phases: (1) encoding (i.e., to study/
encode the initial trigram); (2) maintenance preupdating (i.e.,
to maintain the encoded trigram; three pluses); (3) updating
(i.e., partial substitution into the trigram); and (4) maintenance
post updating (i.e., maintenance of the modified trigram; three
pluses; see also Procedure section).

For consistency with previous studies (e.g., Artuso &
Palladino, 2011), we used two maintenance phases, mainly to
give a clear structure to the task and to characterize and mea-
sure the updating phase effectively. These phases were repre-
sented on-screen by a series of three pluses (to favor active
memory maintenance of previously studied information).

The instruction factor had three levels: disjunction, group-
ing, or no strategy. For disjunction, the participant had to
memorize the item (each single letter separately); that is, to
consider each letter as a separate element distinguished from
adjacent ones and not as a whole element (e.g., the trigram
CHB was to be coded as C, separately from H and B). For
grouping, the participant had to consider each element as if it
was a whole set of elements. For the no-strategy level, the
participants were free to use the strategy they preferred.

In addition, to make the task less predictable and ensure
participants were engaged, we included some control trials
(about 20%). Here, no updating occurred, and only mainte-
nance was needed throughout the trials. These were not in-
cluded in further analyses but were checked to ensure that all
updating trials had longer RTs than control ones overall (p <
.05 for each comparison, i.e., control vs. strong-to-weak, vs.
weak-to-strong, and weak-to-weak).

Procedure

The task was administered on a standard PC and was construct-
ed by adapting experimental procedure from previous studies
(see Artuso, Cavallini, Bottiroli, & Palladino, 2017; Artuso &
Palladino, 2011, 2016). It consisted of four-phase subject-paced

trials where participants pressed the spacebar to start each trial,
and after each phase, in order to proceed with the task.

In each phase, trigrams were always displayed in the center
of the screen. Each trial started with an encoding phase (Phase
1; see Fig. 1, where a strong-to-weak association is represent-
ed), where participants had to memorize the first trigram of
consonants (e.g., C H B). A preupdating maintenance phase
followed (Phase 2), where three pluses were displayed; this
indicated that the previously encoded trigram had to be active-
ly maintained. Then, at the updating phase (Phase 3), the par-
ticipant had to substitute the no-longer-relevant information
(here, C) with newly and relevant information (here, G).
Concurrently, they needed to maintain previously relevant de-
tail (here, HB), thus updating the trigram (here, from CHB to
GHB). Finally, a postupdating maintenance (Phase 4) ended
the sequence, to control for recency biases (see also Fig. 1).

Only one letter of the trigram had to be updated; this letter
could be presented in any position of the trigram (i.e., left
letter, right letter, or center). Position was balanced across
trials, and only new consonants were presented across each
phase. When a consonant did not change, a plus symbol was
presented in order to encourage active maintenance of previ-
ously encoded/memorized information.

At the end of each trial (Phase 5), participants were pre-
sented with a probe-recognition task: a single red consonant
was displayed in the center of the screen. Here, they had to
indicate whether this belonged to the most recently studied
trigram or not. They responded by pressing one of two keys
on the keyboard; one (M for Yes) for probes requiring a pos-
itive answer (i.e., belonging to the final trigram of the trial);
another one (Z for No) for probes requiring a negative answer
(i.e., not previously presented in the trial. For these, we in-
cluded both intrusion (i.e., probes encoded and them substitut-
ed at updating) and negative probes (i.e., probes not presented
in that trial), mixed within the trial. Participants were random-
ly assigned to one of the three instruction groups and tested
individually. Each participant was given standard instructions
(i.e., background to the task and encouragement to be as fast,
but accurate, as possible), except for the final sentence that
was varied across groups. The disjunction strategy group was
told, “Try to encode/remember each letter separately from
others as distinct elements throughout the trial.” The grouping
strategy group was told, “Try to consider each letter as joined
to the others adjacent as related to the others and to
code/remember each letter as a whole, not separately.” The
no-strategy group was simply told to perform at their best
and get as many trials correct as possible.

Afterward, each participant was presented with a
practice block of eight trials to familiarize with the task.
Two hundred and twenty-eight trials were then present-
ed, shared equally in four blocks. We recorded subject-
paced RT at each of the four phases as well as probe-
recognition accuracy at Phase 5.
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Results

Accuracy analysis and data treatment

Participants performed accurately in an average of 95%
of trials. We ran an ANOVA, with strength (weak-to-
weak, weak-to-strong, strong-to-weak) as a within-
participants factor, and instruction (disjunction, grouping,
no strategy) as a between-participants factor, on mean
accuracy rates of positive and negative responses No ef-
fect reached significance (p > .05). Only subject-paced
RTs for trials that ended with correct probe recognition
were analyzed. Trials with RTs of less than 150 ms, or
exceeding a participant’s mean RT for each condition by
more than three intraindividual standard deviations, were
considered outliers and therefore excluded from further
analyses (3.40 %).

RT analyses

An ANOVA with strength (weak-to-weak, weak-to-strong,
strong-to-weak) and phase (encoding, preupdating mainte-
nance, updating, postupdating maintenance) as within-
participants factors, and instruction (disjunction, grouping,
no strategy) as a between-participants factor, was conducted
on subject-paced processing RTs. Below, we report all statis-
tics for main effects and interactions.

The main effect of instruction did not reach significance (p
> .05); neither did the interaction between instruction and
strength (p > .05). Results showed a significant main effect
for strength, F(2, 86) = 24.62, ηp

2 = .36, p < .001, with longer
RTs on average for the strong-to-weak associations compared
to the other two types. In addition, a main effect of phase
reached significance, F(3, 85) = 65.05, ηp

2 = .70, p < .001,
showing longer RTs for both encoding and updating compared
to the two maintenance phases.

The two-way interactions between phase and strength
reached significance, F(6, 82) = 6.24, ηp

2 = .31, p < .001.

Moreover, the interaction between phase and instruction also
achieved significance, F(6, 172) = 2.88, ηp

2 = .091, p = .011
(see further analyses below). The three-way interaction was
not significant (F < 1).

Phase by strength

Planned comparisons, using Tukey’s method, showed that at
encoding, there were no significant differences between trials
(p > .05), as shown in Fig. 2. Similarly, there were no signif-
icant differences in maintenance phases, before or after
updating (p > .05).

At the updating phase, we found longer RTs for strong
associations to be updated with weak ones (1,354ms), relative
to both weak associations to be updated with strong (1,280
ms) and to weak associations updated with weak (1,265 ms).
The difference between these latter two association types was
not significant (p > .05).

Instruction by phase

Planned comparisons, using Tukey’s method showed that, at
encoding, the disjunction instruction led to shorter RTs, com-
pared to both grouping and no strategy. Grouping and no
strategy did not differ (p > .05). Similarly, for all instruction
conditions, no differences were observed at maintenance (p >
.05). Similarly, at updating, the disjunction instruction lead to
shorter RTs (1,228 ms) compared to both grouping (1,362 ms)
and no strategy (1,337 ms; p < .05).

Therefore, we showed the disjunction instruction was ef-
fective in the updating phase, producing shorter RTs compared
to the other two strategies as shown in Fig. 3. We found no
interaction between strength of association and instruction,
indicating that instructed strategies affected the updating pro-
cess similarly, regardless of the strength of associated
sublexical units.
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Discussion

We demonstrated that a strong association needs more time to
be disconnected from a weak association. In addition, we
found the opposite result—weak associations needed shorter
latency to be updated with strong ones. In other words, there
was cost in dismantling a strong preexisting association and,
simultaneously, a benefit in recreating a strong preexisting
association. However, we did not show that weak-to-weak
associations had longer latencies than weak-to-strong associ-
ations; in fact, their difference did not reach significance.

In addition, we found that induction of a disjunction strat-
egy interacted with the task positively. When participants use
the disjunction strategy, they both encoded and updated the
information faster regarding such encoding advantage (i.e.,
using the disjunction strategy); we believe this represents a
direct effect of our manipulation. Participants were explicitly
instructed to use a strategy of keeping the items disjointed; this
is reflected in their response latencies and, in turn, confirms
the efficacy of our manipulation.

The originality of our result is in the finding of an effect on
the updating phase. More specifically, we observed that when
participants were instructed to use the disjunction strategy, this
facilitated the updating process (in terms of a reduction in RT)
no matter which association had to be updated. According to
our hypotheses, when participants keep items separated
(working against spontaneous/natural binding), they were
faster in dismantling associations and substituting irrelevant
items with new ones (or, alternatively, they were faster in
updating information). This was not the case when another
strategy (i.e., grouping) was applied.

Rationale and hypotheses for Experiment 2

In order to warrant replication of results and to clarify aspects
of our design, we have undertaken a second experiment,

controlling for several potential biases in Experiment 1. As
the two maintenance phases in the task do not have particular
theoretical importance (i.e., have been included for consisten-
cy only), we have included these in the design but not in the
analyses for Experiment 2.

Furthermore, considering that both the grouping and no-
strategy instructions elicited similar RTs, here, we adminis-
tered two different types of instructions to our participants
(i.e., grouping and disjunction) in order to examine two ex-
perimental groups with better focused analyses. Moreover, in
Experiment 2, we added a fourth condition; a strong associa-
tion updated with another strong association. In addition to the
hypotheses formulated for Experiment 1, we predicted that the
strong-to-strong condition should be less difficult (shorter
RTs) than the strong-to-weak condition. In this instance
whereas in the former case a strong association has to be
recreated (and this usually produces a benefit- shorter RTs),
in the latter, a weak association is recreated and typically, this
produces a cost (longer RTs). Conversely, we predicted that
when strong associations are updated with either weak or
strong associations, they will require longer RTs, as in both
cases the to-be-dismantled association is strong, and this
should always produce a cost. In addition, adding a fourth
condition allowed us to explore the relative importance of
costs/benefits in dismantling and recreating associations of
differing strength (see Table 1).

In addition, in Experiment 1 we considered processing and
not recognition RTs, thus neglecting to analyze possible inter-
ference control effects. For this reason, in Experiment 2, we
focused on both processing and recognition RTs,
distinguishing and analyzing accuracy and RT for all three
probe types (positive, intrusion, and negative). The index of
RT is more sensitive in detection of potential processing costs
(see, e.g., Artuso & Palladino, 2014). Thus, in addition to
RTs that track the updating process, we measured costs of
controlling for interference via probe recognition RTs.
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Indeed, we anticipated that stronger associations are also
more active in LTM and thus are likely to be more inter-
fering and difficult to control. Moreover, we also focused
on recognition RTs in accordance with previous findings
that showed an effect of association strength on recogni-
tion (see Artuso & Palladino, 2016).

Finally, in this experiment, we did not randomize the posi-
tion of the associated couplet within the trigram but controlled
and analyzed the position of the sublexical unit within the
trigram. This could be initial position (1, 2) or final (2, 3). It
could be particularly important to control for strong sublexical
units, as position might be influential. For example, strong
associations in the initial position (1, 2) might be especially
strong (e.g., even slower to convert from strong to weak, or
even faster to convert from weak to strong).

Experiment 2

Method

Participants

A sample of 50 undergraduates students from the local uni-
versity (mean age = 21 years, SD = 1.01, 21 males) participat-
ed in exchange for course credit, in a session that lasted about
40 minutes. Informed consent was obtained. Each participant
was randomly assigned to one of two instruction groups (25
per group).

Stimuli, design, and procedures

The stimuli were the same as in Experiment 1. In addition, we
created strong-to-strong sublexical units. A design with four
factors was implemented: strength, phase, and position were
within-participants factors; instruction was between partici-
pants. The variable strength had four levels: strong-to-weak,
weak-to-strong, weak-to-weak, and strong-to-strong. Strong-
to-strong represented an association where the encoded strong
sublexical unit was subsequently updated with a strong cou-
plet (e.g., TR to PR).

Position had two levels: the sublexical unit could be placed
at the beginning of the trigram (1-2) or at the end (2-3). Due to
constraints of the Italian language, for the strong-to-strong
association, the sublexical unit could be only in position 1-2
and never in position 2-3. Thus, the design is not fully
randomized.

As in Experiment 1, each trial had four phases, but only
encoding (Phase 1; see Fig. 1) updating (Phase 3), and probe
recognition (Phase 5) were analyzed. The instruction factor
had two levels: disjunction or grouping.

As in Experiment 1, to make the task less predictable and
ensure participants’ engagement, we included control trials

(about 20%). Here, no updating occurred, and only mainte-
nance was required throughout the trial. These trials were not
included in further analyses but were checked to ensure that all
updating trials had longer RTs than control ones overall (p <
.05 for each comparison) consistent with the theoretical frame-
work. The three probes (positive, intrusion, negative) were
considered and analyzed separately.

The procedure replicated that of Experiment 1 exactly.
Participants were randomly assigned to one of the two instruc-
tion groups and tested individually. Afterward, each partici-
pant was presented with a practice block of eight trials to
familiarize them with the task. Two hundred and forty trials
were then presented, shared equally in four blocks. About half
of the trials presented the sublexical units in position 1-2 in the
trigram, and the other half in position 2-3. We recorded
subject-paced RT at each of the four phases as well as probe
recognition accuracy and RT at Phase 5.

Results

Accuracy and data treatment

Participants performed accurately on an average of 93.80% of
trials. We ran an ANOVA, with strength (weak-to-weak,
weak-to-strong, strong-to-weak, strong-to-strong) as a
within-participants factor, and instruction (disjunction, group-
ing) as a between-participants factor on mean accuracy rates
of positive, intrusion, and negative responses. No effect
reached significance (p > .05). Only subject-paced RTs for
trials that ended with correct probe recognition were analyzed.
Trials with RTs of less than 150 ms, or exceeding a partici-
pant’s mean RT for each condition by more than three
intraindividual standard deviations, were considered outliers
and therefore excluded from further analyses (3.70%).

RT analyses

An initial omnibus analysis was conducted to control for pos-
sible effects of position for sublexical units within the trigram.
An ANOVA, with strength (weak-to-weak, weak-to-strong,
strong-to-weak, strong-to-strong), phase (encoding, updating),
and position (1-2, 2-3) as within-participant factors, and in-
struction (disjunction, grouping) as a between-participant fac-
tor, was conducted on subject-paced processing RTs.

Results showed no main effect of position (p > .05).
Moreover, position did not interact with strength (p > .05).

After controlling for position effects (i.e., verifying these
did not interact with the task), we collapsed positions (1-2)
and (2-3) in order to run the following ANOVA, with strength,
phase, and instruction on subject-paced RTs. A main effect of
instruction reached significance, F(1, 48) = 26.84, ηp

2 = .36, p
< .001, showing shorter RTs when the disjunction strategy
was instructed.
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In addition, a main effect of strength reached significance,
F(3, 46) = 33.17, η2p = .69, p < .001. We found that, on
average, strong-to-weak associations had longer RTs, follow-
ed by the strong-to-strong associations; weak-to-strong asso-
ciations, and the weak-to-weak associations. A main effect of
Phase did not reach significance (F < 1).

The two-way interaction between phase and strength
reached significance, F(3, 46) = 20.42, ηp

2 = .57, p < .001.
Further analyses (planned comparisons, using Tukey’s meth-
od) showed no significant differences between associations at
the encoding phase (F < 1).

In contrast, at updating, all means were significantly differ-
ent (p < .001); strong associations needed longer RTs to be
updated with weak association (1,434 ms), followed by strong
associations to be updated with strong (1,322 ms), weak asso-
ciations updated with weak (1,255 ms), and weak associations
updated with strong (1,187 ms). See Fig. 4. No other effect
reached significance (p > .05).

Probe analysis

Positive probes An analysis with strength (weak-to-weak,
weak-to-strong, strong-to-weak, strong-to-strong) as a
within-participant factor and instruction (disjunction, group-
ing) as a between-participant factor was conducted on correct-
ly recognized positive probes. A main effect of instruction
reached significance, F(1, 48) = 6.69, ηp

2 = .12, p = .013,
showing shorter RTs when the disjunction strategy was
instructed. No other effect reached significance (p > .05).

Intrusion probes First, we conducted an analysis with
strength (weak-to-weak, weak-to-strong, strong-to-weak,
strong-to-strong) and probe (intrusion, negative) as within-
participant factors and instruction (disjunction, grouping) as
a between-participant factor, for intrusion probe versus nega-
tive probe RTs. We found a main effect of probe, F(1, 48) =
15.01, ηp

2 = .24, p < .001, showing longer RTs to recognize
and respond to intrusion probes.

Afterward, to test our hypotheses more specifically, we ran
an analysis on intrusions only (with strength and instruction as

factors), as these represent a measure of the ability to control
for no-longer-relevant information. Thus, these are needed to
observe potential effects of the prolonged activation of
strongly/weakly associated information. We found a main ef-
fect of instruction, F(1, 48) = 4.40, ηp

2 = .084, p = .041,
showing, on average, shorter RTs when a disjunction strategy
(1,281 ms) was instructed (relative to a grouping one, 1,471
ms).

In addition, we found a main effect of strength, F(3, 45) =
13.14, ηp

2 = .46, p < .001. Significantly longer RTs (p < .001)
were shown for recognition of an intrusion in strong-to-weak
associations (1,467 ms), compared to weak-to-weak (1,330
ms), strong-to-strong (1,325 ms) and weak-to-strong associa-
tions (1,317 ms). These latter three did not differ from each
other (p > .05). Instruction did not affect the association
strength RTs (p > .05).

Discussion

In Experiment 2, we replicated Experiment 1 in a more
fully controlled design. Indeed, we were able to analyze
recognition RTs, which were informative in testing our
hypotheses. We also included a strong-to-strong associa-
tion condition and controlled for position effects, which
were shown not to affect the task. Longer RTs were shown
to update strong association with weak, and more interest-
ingly, we also showed the reverse result. That is, a weak
association, updated with a strong one, resulted in shorter
RTs. The effect is particularly interesting as it is observable
for processing RTs (i.e., Experiment 1) but also for recog-
nition RTs, with longer latencies for recognition (and inter-
ference control) from an item with a strong LTM associa-
tion. In particular, we showed that interference control was
greater when the intruding item belonged to an initial
strong association; this, in turn, indicates the pervasiveness
of the preexisting strong LTM association; one that is more
activated and intrusive. As in Experiment 1, the disjunction
strategy consistently favored updating, but never interacted
with association strength.

600

800

1000

1200

1400

1600

updatingencoding

R
T
(
m
s
)

weak-to-weak weak-to-strong strong-to-weak strong-to-strong

294 Mem Cogn (2018) 46:285–297

Fig. 4 Experiment 2: Mean RTs for each association strength as a function of phase (encoding, updating)



General discussion

Our aim was to investigate how sublexical LTM associations
affect memory updating. Although such associations have
been studied extensively in simple WM tasks utilizing recall
(see, e.g., Gathercole et al., 1999), this is not the case with
updating tasks. Different than recall, updating entails the ac-
tive maintenance of goal-relevant information as well as the
substitution of no-longer-relevant information.

Typically, the literature shows a boosting effect for recall;
the stronger the preexisting association is in LTM, the better
the performance is in WM. For updating, we showed the op-
posite; the stronger the preexisting association, the harder it is
to dismantle it (i.e., longer RTs). In addition, when a strong
association has to be reconstructed, this is usually enhanced
(as shown by shorter RTs from weak to strong association).
The result was observed both for processing speed
(Experiments 1 and 2) and also when controlling interference
from a previously activated strong association (Experiment 2).

Initially, we have to note that slowing of RTs in updating
(i.e., relative to recall) could be related to the number of cog-
nitive operations required in the two tasks. In fact, recall main-
ly involves maintenance of information; updating, in addition,
embeds an item-substitution component. Therefore, it is rea-
sonable to assume that an additional operation will also add a
behavioral cost.

The current results appear inconsistent with findings that
have studied the substitution component of updating specifi-
cally. For example, Lendínez et al. (2011, 2014) showed that
similarity effects in the substitution process are beneficial to
updating. However, it should be noted that they focused on the
relation between old and new information. Instead, here, we
considered the relation between items at encoding that are
subsequently updated in WM. Thus, it is important to estab-
lish that these two perspectives differ in theoretical focus as
well as analyses. Both relations examined have an effect on
RT, but potentially, the underlying mechanisms are distinct.
For Lendínez and colleagues (e.g., 2011), a hypothesized
mechanism would consider substitution of nonshared features
with information involved in updating (see also Nairne, 1990).
The mechanism more likely to account for the present results
is dismantling of previous associations, and strengthening of
new associations between items maintained simultaneously
(see, e.g., Schmiedek et al., 2009).

Thus, we believe that features models do not account for
our results; instead, others, which consider the role of bind-
ings build-up and dismantling are more consistent with our
findings (e.g., Oberauer, 2005; Schmiedek et al., 2009).
Specifically, here, we show how this continuous process
of creation/dismantling of bindings during updating can be
modulated by the strength with which the items are linked.
Further, it is important to consider that Lendínez and col-
leagues manipulated similarity between digits, that is, a

different cognitive domain to letter stimuli. In fact, letters
and digits belong to two distinct systems, whose separation
is well known, from behavioral, developmental, and neuro-
psychological studies (see, e.g., Szucs, Devine, Soltesz,
Nobes, & Gabriel, 2013).

In these current experiments, we explicitly instructed par-
ticipants to use a strategy of item disjunction or item grouping.
First, we observed that strategy induction can modulate task
performance. In fact, when participants were not instructed to
use a strategy (control group, Experiment 1), they were likely
to use the grouping one, which is less functional to the task (as
it produces longer RTs). When they were instructed to disjoint
the items, their performance was enhanced. Thus, for the first
time in the literature, the effect of an explicit strategy induc-
tion (and its beneficial effect) has been demonstrated in
updating. Specifically, when participants kept items separated,
working against spontaneous/natural binding, they were faster
in dismantling associations and substituting irrelevant items
with new ones. This was not the case when a different strategy
(e.g., grouping) was applied.

We have to note, however, that although our results seem to
suggest that instruction worked effectively, we cannot be sure
our participants followed the instruction. Thus, we anticipate
introducing a more controlled procedure for future studies
(e.g., short interviews of our participants), in order to analyze
the strategies used and the regulation of strategies through the
materials used.

Accordingly, such beneficial effect for the disjunction strat-
egy seems consistent with (and supportive of) the updating
decomposition model proposed by Ecker et al. (2010).
Further, it is reasonable to assume that, in order to substitute
an item in WM (i.e., to update it), it would be helpful to
anticipate its substitution by keeping each single item distinct
rather than joining it with other items in a compound memory
representation. The strategy of reducing association between
items would then facilitate the updating process. In fact, dis-
junction would reduce the strength of associations and prepare
for the updating process.

Further, we believe this point allows explanation of the
absence of interaction between instruction and association
strength. If we take into account the preemptive intervention
of the disjunction strategy, we see how items might remain
unbound when they are encoded (and thus are coded as single
memory units), independently of the kind of LTM association
(i.e., strong or weak) with which they were activated. In addi-
tion, we acknowledge that the sublexical stimuli we adminis-
tered could be too implicit/abstract and produce a modest
modulation based on their explicitly controlled associative
strength. For this reason, future studies could consider more
explicit/overt material and related manipulations, such as
words or categorical associations.

Our data clearly demonstrate that associations/bindings are
crucial in the updating process. In fact, these results
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demonstrate that on the one hand, strong associations are
dismantled/updated with greater difficulty (i.e., they need lon-
ger RTs), and on the other, strong item associations are rein-
forced with less difficulty (shorter RTs). From this evidence,
then, we could argue that the nature of updating rests in the
interplay between breaking up and rebuilding bindings
through different memory systems such as WM (see Artuso
& Palladino, 2016; Schmiedek et al., 2009) and recollective
episodic LTM (see Boujut & Clarys, 2015).

Therefore, if we assume that item substitution in LTM as-
sociations is the distinctive updating component (in line with
Ecker et al., 2010), we believe it is also important to examine
how strongly the specific item is linked to others retained in
LTM. In fact, the quality of the association between stimuli is
likely to modulate the substitution of one of them, enhancing
or interfering with the substitution process.

In summary, we found a cost for dismantling a strong
preexisting association from LTM (see longer RTs for
strong-to-weak and strong-to-strong conditions), and a benefit
in build-up of a strong preexisting association (see shorter RT
for weak-to-weak and weak-to-strong conditions). We believe
our findings represent an original and innovative contribution
to literature. They suggest conceptualization of the updating
process as sensitive to the nature of the to-be-updatedmaterial,
and to both the LTM system contents and task-strategic ap-
proach. Specifically, this would indicate updating to be affect-
ed by the nature of the information and, more importantly
here, by the strength of association between information. In
addition, we have showed that effects of explicit instruction in
approach to an updating task are evident during updating.
Future research should focus on how more complex memory
material and different types of bindings may interact with the
updating process and potentially affect its efficiency.
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