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Abstract One of the major debates concerning the nature of
inferential reasoning is between counterexample-based strate-
gies such as mental model theory and the statistical strategies
underlying probabilistic models. The dual-strategy model pro-
posed by Verschueren, Schaeken, and d’Ydewalle (2005a,
2005b) suggests that people might have access to both kinds
of strategies. One of the postulates of this approach is that
statistical strategies correspond to low-cost, intuitive modes
of evaluation, whereas counterexample strategies are higher-
cost and more variable in use.We examined this hypothesis by
using a deductive-updating paradigm. The results of Study 1
showed that individual differences in strategy use predict dif-
ferent levels of deductive updating on inferences about logical
validity. Study 2 demonstrated no such variation when explic-
itly probabilistic inferences were examined. Study 3 showed
that presenting updating problems with probabilistic infer-
ences modified performance on subsequent problems using
logical validity, whereas the opposite was not true. These re-
sults provide clear evidence that the processes used to make
probabilistic inferences are less subject to variation than those
used to make inferences of logical validity.

Keywords Reasoning . Deductive reasoning .Mental
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The ability to make deductive inferences is one of the most
striking examples of advanced human cognition. Deductive
inferences require starting from premises that are assumed to
be true and generating conclusions that can be derived from
these premises. The standard rules of logic generally assume
that the inferences that can be derived depend only on the
syntactic structure of the premises. However, many studies
have shown that the inferences that people make vary system-
atically according to the specific content of the premises (e.g.,
Cummins, Lubart, Alksnis, & Rist, 1991; Markovits &
Vachon, 1990; Thompson, 1994). Attempting to understand
how people make deductive inferences and why these should
show such variability is one of the more urgent tasks of theo-
ries of reasoning.

Such variability underlies one of the principal debates
about the nature of inferential reasoning. On the one hand,
probabilistic theories consider that people’s inferences gener-
ate estimations of the likelihood of a given conclusion, with
such estimates reflecting stored statistical knowledge about
the premises (e.g., Evans, Over, & Handley, 2005; Oaksford
& Chater, 2007). Variability related to content can be readily
explained by the effect of stored knowledge on likelihood
estimations. In addition, such models allow for a process
whereby additional information can be used to modify these
estimates by Bayesian updating. Such models thus can easily
model both the content-related variability of human reasoning
and its nonmonotonic character. When asked to make a de-
ductive inference, people will transform their estimation of a
conclusion’s likelihood into a dichotomous judgment of
validity.

A second category of model focuses particularly on the use
of information to generate potential counterexamples. The
most influential of these is mental model theory (Johnson-
Laird, 2001; Johnson-Laird & Byrne, 2002). Although there
are variants, the basic underlying principle is that people
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construct internal models (representations) of the premises. If
there are counterexamples to a putative conclusion in these
models, this conclusion will be considered to be invalid. The
nonmonotonic character of reasoning can be explained by the
incorporation of additional information into this internal rep-
resentation, via pragmatic or semantic factors (Johnson-Laird
& Byrne, 2002; Markovits & Barrouillet, 2002). If such addi-
tional information generates a counterexample, a conclusion
that was previously considered to be valid will be considered
to be invalid. Content-related variation can be explained by
similar processes.

Although both theories have attempted to propose them-
selves as unitary frameworks for understanding both infer-
ences concerning logical validity and probabilistic inferences,
there is increasing evidence that when people are asked to
make inferences about validity, they can use a combination
of both of these strategies. Such a model was proposed by
Verschueren, Schaeken, and d’Ydewalle (2005a, 2005b), with
a counterexample strategy being conceived of as a higher-
level process requiring more working memory capacity, and
a more intuitive statistical strategy as requiring fewer cogni-
tive resources.

Recent results have confirmed and extended this model in
several important directions. First, a method to identify which
of the two strategies are used when making judgments of
logical validity was determined (Markovits, Lortie-Forgues,
& Brunet, 2012). Using this method, it has been shown that
reasoners who are asked to make an inference concerning
logical validity will preferentially use a statistical strategy
when they are time-constrained, but will change to a counter-
example strategy when allowed more time (Markovits,
Brunet, Thompson, & Brisson, 2013). This suggests that the
use of the two strategies is not only related to individual dif-
ferences, but that the strategies correspond to two differing
ways of making logical inferences that are accessible to the
same individual, depending on such factors as cognitive con-
straints and the ways that inferential problems are presented
(Markovits, Lortie-Forgues, & Brunet, 2010). The fact that a
statistical strategy is used more often under time constraint
when making logical deductions is consistent with the idea
that it is less cognitively complex than a counterexample
strategy.

Now, these studies have examined inferential reasoning
requiring deductions concerning logical validity. More con-
vincing evidence that the underlying strategies do indeed cor-
respond to fundamentally different processes would require
explicit comparisons between inferences requiring deductions
about logical validity and explicitly probabilistic inferences. A
recent study has used an inferential-updating paradigm in or-
der to make one such comparison (Markovits, Brisson, & de
Chantal, 2015). The basic paradigm of this study required
asking people to evaluate an initial abstract inference either
as being logically valid or explicitly probabilistically. A

subsequent problem presents the same inference with the ad-
ditional observational information that out of 1,000 observed
cases, 950 of these are consistent with the putative conclusion
being true, and only 50 are consistent with the conclusion not
being true. The results from this paradigm show that this in-
formation results in a significant decrease in the proportion of
conclusion acceptances when reasoners evaluate logical valid-
ity, but has no effect when reasoners make explicitly probabi-
listic inferences. In other words, updating information is treat-
ed qualitatively differently when making an inference of log-
ical validity than when making a probabilistic inference.
Combined with the previous results, this provides a strong
basis for the conclusion that the statistical and counterexample
strategies are indeed qualitatively different.

In the following studies, we examined a more specific
prediction derived from the dual-strategy model. The orig-
inal formulation of this model specifically suggested that
the statistical strategy most often used was a rapid, intui-
tive form of inference (Verschueren et al., 2005a, 2005b).
It should be noted that there is no a priori reason why this
should be the case, since it is very possible to envisage a
statistical strategy that uses a cognitively complex process
to evaluate probabilities (see, e.g., the mental model theory
of probabilistic inference: Johnson-Laird, Legrenzi,
Girotto, Legrenzi, & Caverni, 1999). The previously de-
scribed results show that when people are asked to make
an inference about logical validity but are time-
constrained, they tend to deploy a statistical strategy. If
they have more time, they tend to use a counterexample
strategy more often. This is certainly consistent with the
idea that the statistical strategy does indeed correspond to
an intuitive process. However, stronger evidence is needed
before this postulate can be accepted.

Our basic hypothesis is that statistical strategies do indeed
correspond to a rapid, intuitive form of likelihood evaluation.
Our subsequent reasoning is as follows: First, consistent with
previous results (Markovits et al., 2013), we assume that,
when making deductions about logical validity with no time
constraint, people will tend to use a relatively high proportion
of the counterexample strategy more often than an intuitive
statistical one. Similarly, we assume that when making explic-
itly probabilistic inferences, people will strongly tend to use
an intuitive statistical strategy. More specifically, we assume
that people are capable of intuitively processing the direct
kind of explicit statistical information used in the updating
problems to revise their judgment of the likelihood of a
potential conclusion being true. Such an intuitive strategy
will thus be deployed easily, with little variation. By con-
trast, updating judgments of logical validity will more
strongly rely on a counterexample strategy, which requires
a more explicit representation of the information presented
in problems, and thus is more prone to variability. We can
thus make the general prediction that reasoning about
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logical validity will exhibit more variability than explicitly
probabilistic reasoning.

Study 1

We first examined a fairly direct prediction derived from the
previously discussed study on deductive updating (Markovits
et al., 2015). Specifically, the results concerning the effects of
updated statistical information on inferences of logical validity
have shown that updated information indicating a high (but
not certain) likelihood of a conclusion being true generates a
clear decrease in such inferences. These results nonetheless
show a relatively high rate of acceptance of the logical validity
of the updated conclusion (varying from 20 % to 35 %).
Theoretically, if this kind of updated information were uni-
formly processed with a counterexample strategy, this rate
should be close to zero. One straightforward explanation for
this discrepancy is that reasoners who preferentially use a
statistical strategy when making simple logical inferences will
also tend to process the explicit statistical updating informa-
tion in the form of likelihood estimates instead of counterex-
amples. We thus presented participants with two sets of rea-
soning problems, all of which required judgments about log-
ical validity. The first was the set of AC inferences (Bif P then
Q, Q is true^) with accompanying statistical information that
had been used in previous studies to distinguish between peo-
ple using a counterexample strategy and those using a proba-
bilistic strategy (Markovits et al., 2012), which we refer to as
the assessment problems. The second set comprised two high-
probability updating problems based on the AC and DA in-
ferences, taken from Markovits et al. (2015). These presented
an initial inference, followed by an updated inference with
statistical information showing that, of 1,000 observations,
980 showed both the minor premise and the putative conclu-
sion as being true, whereas 20 had the minor premise being
true, while the putative conclusion was false. Our basic pre-
dictions rely on two sets of results from previous studies. First,
previous results had shown that people can use both counter-
example and statistical strategies, but can change strategies in
different conditions (Markovits et al., 2013). Thus, the assess-
ment method used distinguishes individual tendencies when
making inferences of logical validity. Thus, someone who has
been classified as a counterexample reasoner would have a
strong chance of using this strategy in a subsequent set of
reasoning problems, but would have some chance of using a
statistical strategy also, with the opposite pattern for someone
classified as a statistical reasoner. Second, the use of a consis-
tent counterexample strategy would result in a strong decrease
in levels of acceptance of updated conclusions, whereas the
use of a statistical strategy would generate relatively equal
levels of acceptance of updated conclusions with the parame-
ters used here (Markovits et al., 2015). Thus, we predicted

that the difference between the initial acceptance and the up-
dated acceptance rates would be greater for people classified
as using a counterexample strategy on the assessment prob-
lems than for those classified as using a probabilistic strategy.

Method

Participants A total of 107 college (Cégep) students (51
males, 56 females; average age = 21 years, 5 months) took
part in this experiment. The students were native French
speakers and volunteers.

Material Four paper-and-pencil booklets were prepared. On the
first page of each booklet, participants were asked to give basic
demographic information. Following this, they were given the
following instructions (translated from the original French):

Imagine that a team of scientists are on an expedition on
a recently discovered planet called Kronus. On the fol-
lowing pages, we will ask you to answer the question
about phenomena that are particular to this planet. For
each problem, you will be given a rule of the form if . . .
then that is true on Kronus according to the scientists. It
is very important that you suppose that each rule that is
presented is always true. You will then be given addi-
tional information and a conclusion that you must
evaluate.In the first booklet, participants were asked to
make only deductive inferences. They were given two
series of inferences, one of which presented deductive
updating problems, whereas the other series presented
the strategy assessment problems.

Deductive updating problems were presented in the follow-
ing way. On the top of the first page of these problems, the
following instructions were given, followed by the initial for-
mulation of the high-probability problem set:

For each of the following problems you must consider
the statements presented as true and you must indicate
whether the proposed conclusion can be drawn logically
from the presented information.
The scientists noted that on Kronus:
If it thardonnes then the ground will become sticky.
Consider the following statements and respond to the
question:
If it thardonnes then the ground will become sticky.
Observation: The ground is sticky.
Conclusion: It has thardonned.
Indicate whether this conclusion can be drawn logically
or not from the statements.

Participants were given a choice between a NO and a YES
response. At the top of the next page, they received the
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following information, in which updated statistical informa-
tion for the high-probability problem set was presented:

In one of their monthly communiqués, the scientists sent
the following supplementary information. They said that
they had made 1,000 observations on Kronus. From
this, they found that 980 times it had thardonned and
the ground became sticky, while 20 times it had not
thardonned and the ground became sticky.

Following this update, participants were given exactly the
same inference as had been presented previously.

One further problem set was then presented that followed
this same pattern, with the exception that the presented infer-
ence was of the (DA) form Bif P then Q. P is false.^ The
updated information showed that of 1,000 observations, 980
had not-P and not-Q, whereas 20 had not-P and Q.

The strategy assessment problems presented the set of 13
problems used by Markovits et al. (2012). Each problem de-
scribed a causal conditional relation involving a nonsense
term or relation that included frequency information
concerning the relative numbers of not-p.q and p.q cases out
of 1,000 observations. Participants were then given an infer-
ence corresponding to the affirmation-of-the-consequent in-
ference (BP implies Q, Q is true. Conclusion: P is true^), and
were asked to indicate whether or not the conclusion could
logically be drawn from the premises. The second problem set
was identical to the first set, except that the content of the
major premise was changed for each problem, while maintain-
ing the same frequency information.

Of the 13 items, five had a relative frequency of alternative
antecedents that was close to 10 % (each individual item var-
ied between 8 % and 10 %), five had a relative frequency that
was close to 50 % (each individual item varied between 48 %
and 50 %), and three had a relative frequency of alternative
antecedents that was presented as 0 % (these last were pre-
sented in order to provide greater variability in the problem
types). The following is an example:

A team of geologists on Kronus have discovered a va-
riety of stone that is very interesting, called a Trolyte.
They affirm that on Kronus, if a Trolyte is heated, then it
will give off Philoben gas.
Of the 1,000 last times that they have observed Trolytes,
the geologists made the following observations:
910 times Philoben gas was given off, and the Trolyte
was heated.
90 times Philoben gas was given off, and the Trolyte
was not heated.
From this information, Jean reasoned in the following
manner:
The geologists have affirmed that: If a Trolyte is heated,
then it will give off Philoben gas.

Observation: ATrolyte has given off Philoben gas.
Conclusion: The Trolyte was heated.

An initial booklet was constructed that presented the de-
ductive updating problems first, followed by the strategy
assessment problems. A second booklet was constructed,
which was identical to the first except that the strategy
assessment problems were presented initially, followed by
the deductive updating problems. Two further booklets were
also constructed, which were identical to the initial two except
that the order of the deductive updating problems was
inverted, with the DA inference presented first, followed by
the AC inference.

Design Strategy assessment problems were used as a
between-subjects categorization method. The inferences on
the updating problems were presented as an initial inference
followed by an updated inference, and this was a within-
subjects variable. Order effects were controlled by two
between-subjects variables. The first varied the order of the
strategy assessment problems and the updating problems
(Bupdating order^), and the second varied the order of the
two forms of inference used in the updating problems
(Binference order^). Finally, a power analysis showed that
with this design, between 90 and 100 participants would give
over a 90 % chance of detecting a moderate effect size, and
this was the general criterion used to determine the number of
participants (within the constraints imposed by using entire
classes). This criterion was also employed in the two subse-
quent studies.

Procedure Booklets were randomly distributed to entire clas-
ses. Students who wished to participate were told to take as
much time as they needed to answer the questions.

Results and discussion

We first analyzed performance on the strategy assessment
problem set. Participants who rejected all of the 10 % infer-
ences and all of the 50 % inferences were put into the coun-
terexample category. Participants whose acceptance rates on
the 10 % items were greater than their rates on the 50 % items
were put into the statistical category. All other patterns of
responses were put into the other category. We then calculated
the mean acceptance rates for the initial inference on the AC
and the DA inferences, combined, and the mean acceptance
rates after the updated information, as a function of reasoning
strategies (see Table 1).

We then compared the performance on the deductive
updating problems for participants showing a counterexample
strategy and for those showing a statistical strategy. We per-
formed an analysis of variance (ANOVA) with the number of
accepted conclusions as the dependent variable, with
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inference (initial, updated) as a repeated measure and strategy
(statistical, counterexample), updating order (updating first,
updating last), and inference order (AC first, DA first) as
between-subjects variables. This analysis showed significant
effects of strategy, F(1, 74) = 10.99, p < .001, ηp

2 = .129, and
inference, F(1, 74) = 66.87, p < .001, ηp

2 = .475, and a sig-
nificant interaction involving Strategy × Inference, F(1, 74) =
15.29, p < .001, ηp

2 = .171. None of the other effects or
interactions were significant, with the largest F(1, 95) = 1.82.

Post hoc comparisons were done using a Tukey test with p
= .05. This showed that there was no difference in the mean
numbers of conclusions accepted on the initial inferences as a
function of strategy. Both statistical and counterexample rea-
soners showed significant decreases in the extent to which the
updated conclusions were accepted. However, reasoners using
a counterexample strategy on the initial problems accepted
significantly fewer conclusions on the updated inferences than
did reasoners using a statistical strategy.

These results are thus consistent with our prediction.
Importantly, people’s initial rates of conclusion acceptance
on the first version of the updating problem sets were similar,
irrespective of reasoning strategy. This shows that the differ-
ences were uniquely related to ways that the updated statistical
information was processed. As hypothesized, reasoners using
a counterexample strategy on the diagnostic inferential prob-
lems showed a much lower rate of conclusion acceptance
following the updated statistical information, which was de-
signed to suggest a high probability of the conclusion being
true, relative to reasoners using a statistical strategy. In fact, as
can be seen from Table 1, counterexample reasoners almost
completely rejected the conclusions following the updated
information. By contrast, statistical reasoners, while also
showing a significant decrease in conclusion acceptances,
had a higher rate of conclusion acceptance than did the coun-
terexample reasoners after updating. This was precisely the
pattern predicted.

Study 2

The results of the initial study are consistent with the idea that
judgments of logical validity show a high degree of variability.
However, the complementary idea that probabilistic reasoning
should show relatively little variability has no direct empirical

basis. We examined this hypothesis initially by replicating the
first study, but using explicitly probabilistic inferences in the
updating procedure.

Method

Participants A total of 86 University students (39 males, 47
females; average age = 24 years, 2 months) took part in this
experiment. The students were native French speakers and
volunteers.

Material Four paper-and-pencil booklets were prepared.
These were identical to the booklets used in Study 1, with
one exception. The inferences used on the updating problem
sets required participants to estimate the probability that the
putative conclusion was true. The initial instructions asked
participants to Bsuppose that each rule that is presented is
always true and indicate the probability that the conclusion
is true given the presented information.^For each problem,
after the presentation of the rule and an observation, partici-
pants were asked to indicate the probability that the putative
conclusion was true on a scale from 0 % to 100 %, in incre-
ments of 10 %.

Design Strategy assessment problems were used as a
between-subjects categorization method. The inferences on
the updating problems were presented as an initial inference
followed by an updated inference, and this was a within-
subjects variable (Binference type^). Order effects were con-
trolled by two between-subjects variables. The first varied the
order of the strategy assessment problems and the updating
problems (Bupdating order^), and the second varied the order
of the two forms of inference used in the updating problems
(Binference order^).

Procedure Booklets were randomly distributed to entire clas-
ses. Students who wished to participate were told to take as
much time as they needed to answer the questions.

Results and discussion

As before, we categorized participants as using a
counterexample, a statistical, or an other strategy. We calcu-
lated the mean probability ratings for the initial inferences on
the AC and the DA inferences, combined, and the mean rat-
ings after the updated information, as a function of reasoning
strategies (see Table 2). We then compared performance on
the updating problems for participants showing a counterex-
ample strategy and those showing a statistical strategy. We
performed an ANOVA with the number of accepted conclu-
sions as the dependent variable, with inference type (initial,
updated) as a repeated measure and strategy (statistical, coun-
terexample), updating order (updating first, updating last), and

Table 1 Mean numbers of inferences accepted (of a total of two) with
standard deviations, as a function of reasoning strategy

Reasoning Strategy N Initial Inference Updated Inference

Counterexample 53 1.51 (0.82) 0.13 (0.44)

Statistical 30 1.50 (0.78) 0.97 (0.89)

Other 24 1.33 (0.70) 0.71 (0.91)
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inference order (AC first, DA first) as between-subjects vari-
ables. This showed two almost significant interactions involv-
ing inference order, F(1, 78) = 3.66, p < .06, as well as a
Strategy × Updating Order interaction, F(1, 78) = 3.67, p <
.06. Critically, none of the terms involving inference typewere
significant, Fs < 1 in all cases. In other words, consistent with
what can be observed in Table 2, participants using a counter-
example strategy responded in the same way as those using a
statistical strategy when they were asked to update explicitly
probabilistic inferences.

In order to better interpret these results, we performed a
post hoc power calculation using G*Power, version 3.1
(Faul, Erdfelder, Buchner, & Lang, 2009). Specifically, we
calculated the probability of detecting an interaction effect
having the same effect size as was observed in Study 1. The
calculated power was 99.9 %.

These results indicate that people using counterexample
and statistical strategies process statistical information in the
same way when updating explicitly probabilistic inferences.
Thus, the variability related to reasoning strategy that is ob-
served when updating inferences asking for judgments of log-
ical validity is not present when updating probabilistic
inferences.

Two additional facets of these results, although not directly
related to our specific context, are useful to note. First, there
was some evidence that reasoning strategy and problem order
might impact people’s overall probabilistic judgments, with-
out affecting the processing of updating information. Second,
it is interesting to note that these results along with those of a
previous study (Markovits et al., 2013) show that even when
given strong updating evidence that conclusions are true, peo-
ple’s updated probability estimates do not increase much over
their initial estimates. This seems somewhat paradoxical.
However, both of these results can be understood within a
broader Bayesian perspective, which we will come back to
in the conclusion.

Study 3

The results of these two studies are consistent with the idea
that when people make explicitly probabilistic inferences,
they generally use a low-level, intuitive procedure that is both
more immediate and less prone to variability than inferences

about logical validity made with identical parameters. By con-
trast, when they are asked to do the latter, people must process
problem parameters in a more complex way, leading to a high
degree of individual variability that is related to the specific
strategy used. This conclusion is consistent with the observed
results but remains indirect. A more direct measure of the
difference between the two forms of inference would make a
stronger case. We hypothesized that if people are given statis-
tical information and are asked to use this in order to make an
explicitly probabilistic inference, the intuitive strategy used on
this task would carry over to a subsequent task requiring in-
ferences of logical validity much more easily than to the op-
posite task. We specifically predicted that simply presenting
probabilistic inferences initially should make people more
sensitive to the statistical properties of the presented updated
information, which would result in a significant increase in
conclusion acceptances on the updated inferences. By con-
trast, making an inference about logical validity would require
additional cognitive processing and some transformation of
the updated information, which would have little impact on
an intuitive statistical strategy.

Method

Participants A total of 92 University students (35 males, 57
females; average age = 22 years, 7 months) took part in this
experiment. The students were native French speakers and
volunteers.

Material Two paper-and-pencil booklets were prepared. The
first booklet (logical deduction first) presented the same two
updating problems used in Study 1, with the first set using the
AC inference and the second set using the DA inference. Each
inference required a judgment as to the logical validity of the
presented conclusion. Following these problems, participants
then received two more updating problem sets with a different
content, but in the same order (AC followed by DA), and
participants were asked to indicate the probability that the
conclusion was true, with the same format as was used in
Study 2. The second booklet (probabilistic inference first)
was identical to the first one, with the exception that the two
updating problems with probabilistic inferences were present-
ed first, followed by the updating problems requiring judg-
ments of logical validity.

Design Inferences on the updating problems were presented
as an initial inference followed by an updated inference, and
this was a within-subjects variable (Binference type^). Two
forms of inference were used: explicitly probabilistic and
judgments of logical validity. Half of the participants received
the explicitly probabilistic inferences first, followed by judg-
ments of logical validity, whereas the other half received these
in the opposite order (Border^).

Table 2 Mean ratings (with standard deviations in parentheses) of
conclusion probability, as a function of reasoning strategy

Reasoning Strategy N Initial Inference Updated Inference

Counterexample 47 .789 (.22) .775 (.29)

Statistical 28 .763 (.26) .762 (.24)

Other 11 .668 (.29) .700 (.32)
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Procedure Booklets were randomly distributed to entire clas-
ses. Students who wished to participate were told to take as
much time as they needed to answer the questions.

Results and discussion

For the two problem sets involving logical validity and the
two problem sets involving ratings of the probability of con-
clusions, we calculated the mean numbers of conclusion ac-
ceptances and the mean ratings, respectively, for each of the
two conditions (see Table 3). We first examined performance
on the problems requiring judgments of logical validity. We
performed an ANOVAwith the number of conclusion accep-
tances as the dependent variable, with inference type (initial,
updated) as a repeated measure and order (logical validity
first, probabilistic inference first) as a within-subjects variable.
This showed significant effects of inference type, F(1, 89) =
18.95, p < .001, ηp

2 = .225, and a significant Inference Type ×
Order interaction, F(1, 89) = 4.45, p < .05, ηp

2 = .048.
Analysis of the interaction was performed using the Tukey
procedure with p = .05. This showed that whereas there was
no difference in the initial numbers of conclusion acceptances,
we observed a significant increase in updated conclusion ac-
ceptances when the probabilistic inferences were given first
(M = .96, SD = .88), as compared to when the judgments of
logical validity were given first (M = .53, SD = .80).

We then examined performance on the explicitly probabi-
listic inferences. We performed an ANOVAwith mean ratings
as the dependent variable, with inference type (initial, up-
dated) as a repeated measure and order (logical validity first,
probabilistic inference first) as a within-subjects variable. This
showed no significant effects. In order to better interpret these
results, we performed a post hoc power calculation using
G*Power, version 3.1 (Faul et al., 2009). Specifically, we
calculated the probability of detecting an interaction effect
having the same effect size that was observed with the deduc-
tive inferences. The calculated power was 95.9 %.

These results were again consistent with our predictions.
When people are initially asked to make updated inferences
using explicitly probabilistic judgments, this has no effect on
their initial judgments of logical validity, but produces a clear
increase in their tendency to accept the updated inferences. By
contrast, probabilistic inferences are relatively indifferent to
order. The pattern is exactly the same as that observed when

individual differences in types of reasoning strategy on judg-
ments of logical validity and explicitly probabilistic ratings
were examined.

General discussion

A major debate in the psychology of reasoning concerns the
underlying nature of inferential processes. The major models
that have been proposed, which we refer to as counterexam-
ple-based or statistical, each claim to provide a single, unitary
form of inference that can, in principle at least, account for all
types of reasoning. The dual-strategy model of reasoning, first
proposed by Verschueren et al. (2005a, 2005b), suggested that
people might use reasoning strategies that correspond to both
of these forms of reasoning. Recent studies have provided
increasing evidence for such a model (Markovits et al.,
2015; Markovits et al., 2013; Markovits et al., 2012).

One further postulate of this model suggested that the sta-
tistical strategy corresponds to an intuitive, low-cost evalua-
tion of conclusion likelihood. Although some indirect evi-
dence had suggested that this is the case, the present studies
provide much stronger evidence for this postulate. The results
of these three studies show that reasoning requiring a judg-
ment of logical validity is much more variable than reasoning
requiring an explicitly probabilistic judgment. In other words,
consistent with the dual-strategy model, the processes used for
probabilistic reasoning are more invariant than those used
when making judgments of logical validity.

Interestingly, the patterns of variation found in these studies
are also consistent with a dual-process interpretation of these
strategies (Evans, 2007; Sloman, 1996; Stanovich & West,
2000). They show that induction of a lower-level statistical
strategy clearly has an interactive effect on judgments of log-
ical validity, making them less consistent with optimal use of a
counterexample strategy. By contrast, inducing a counterex-
ample strategy has no impact on judgments of probability.
Similarly, the results of Study 1 show that reasoners using a
statistical strategy on simple problems show a decrease in
judgments of validity, although one that is clearly smaller than
the one for reasoners using a counterexample strategy. In other
words, this is exactly the pattern of variation that would be
predicted if statistical reasoning was a form of heuristic

Table 3 Mean ratings on the probabilistic judgments and mean proportions of conclusion acceptances (with standard deviations in parentheses) on
judgments of logical validity (of a total of two), as a function of order

Logical Validity Probability Ratings

Order Initial Updated Initial Updated

Logical validity first 1.40 (0.80) 0.53 (0.80) .803 (0.23) .795 (0.23)

Probability ratings first 1.33 (0.85) 0.96 (0.88) .743 (0.23) .742 (0.21)
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processing, whereas counterexample reasoning was a form of
analytic processing.

Irrespective of just how these two strategies are
interpreted, these results, along with those of previous
studies, provide strong evidence that people have access
to two qualitatively different inferential strategies.
Statistical strategies that use the statistical properties of
inferential problems to generate an estimate of the proba-
bility of a conclusion being true are low-level, intuitive,
and generally invariant. Counterexample strategies, which
construct explicit representations of premises that may or
may not include explicit counterexamples, are more
resource-intensive and much more variable. The latter
strategies are subject both to individual differences and to
the effects of context and time constraint (Markovits et al.,
2013).

Finally, it is useful to put the dual-strategy model into a
broader perspective. Although the sum of the available empir-
ical evidence clearly supports this model, these results do not
provide any indication of the nature of the processes underly-
ing each strategy. For example, as was mentioned in a previ-
ous article (Markovits et al., 2013), although the initial formu-
lation of this model identified the counterexample strategy
with the mental model theory (Verschueren et al., 2005a,
2005b), it is possible to conceive of this strategy within a
generally probabilistic approach (e.g., Oaksford & Chater,
2007). Interestingly, current formulations of probability theory
are explicitly Bayesian and consider subjective probabilities to
be the results of underlying beliefs derived from a variety of
sources. For example, one formulation uses the Ramsey test as
a basic criterion for conclusion belief (e.g., Evans, Handley, &
Over, 2003). This suggests that when people are evaluating
their confidence in a conditional statement, theywill hypothet-
ically consider a potential world in which the premises are true
and apply their knowledge about the relevant conditions. In
fact, such a formulation can explain one of the more interest-
ing results of the present studies. As we previously noted,
when people are asked to evaluate the probability of the con-
clusion based on the initial version of the updating problems,
they generally evaluate this as being much higher than 50 %.
In addition, when given explicit statistical information sug-
gesting that this conclusion is very probable, they do not mod-
ify their initial evaluation a great deal. This, in turn, is consis-
tent with the idea that the initial evaluation is done by some
form of Bayesian analysis, which does not consider specific
conditions (since these rules concern completely fictitious en-
tities), but does evaluate people’s general belief in the conclu-
sion, something that is clearly weighted more strongly than
the specific updated information.

Author note This study was financed by a Discovery Grant from
the Natural Sciences and Engineering Research Council of Canada
(NSERC) to H.M.
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