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Abstract
Punishment and extinction are both effective methods of reducing instrumental responding and may involve similar learning 
mechanisms. To characterize the similarities and differences between them, we examined three well-established recovery 
or “relapse” effects –renewal, spontaneous recovery, and reacquisition – following either punishment or extinction of an 
instrumental response. In Experiment 1a, both punished and extinguished responses renewed to similar degrees following a 
context change at test (ABA renewal). In Experiment 1b, responding spontaneously recovered to similar degrees following 
punishment or extinction. In Experiment 2, responding was rapidly reacquired when the response was reinforced again fol-
lowing extinction but not following punishment, as predicted by the idea that the reinforcer delivered in reacquisition is part 
of the context of punishment, but not extinction. The results collectively suggest that both punishment and extinction produce 
similar context-dependent retroactive interference effects. More broadly, they also suggest that punished and extinguished 
responses may be equally likely to return following a change of context despite the intuition that punishment might provide 
a more extreme and effective means of suppressing behavior. To our knowledge, this is the first direct behavioral comparison 
of response recovery after punishment and extinction within individual experiments.
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Introduction

Learning to stop responding is one of the most fundamen-
tal processes in instrumental learning. The suppression of 
behavior is commonly studied with extinction, in which a 
previously conditioned response no longer delivers the asso-
ciated outcome, such that responding declines and eventu-
ally ceases. It is now well known, however, that the absence 
of responding does not indicate an erasure of the original 
conditioning. Extinguished responding can recover under a 
variety of conditions including renewal, spontaneous recov-
ery, and reacquisition. In renewal, responding recovers when 
tested in a different physical context from the one in which 
extinction occurred (e.g., Bouton et al., 2011; Nakajima 
et al., 2000). In spontaneous recovery, responding recovers 
in a different temporal context, i.e., once a significant inter-
val of time has elapsed since extinction (see Bouton et al., 

2021; Jansen et al., 2016; Todd et al., 2012). In reacquisi-
tion, extinguished responding can recover rapidly when the 
response is reinforced again (e.g., Bullock & Smith, 1953; 
Willcocks & McNally, 2011, 2014; Woods & Bouton, 2007).

Extinction is considered a form of retroactive interfer-
ence in which initial conditioning is inhibited by subse-
quent extinction learning (e.g., Bouton, 2019; Bouton et al., 
2021). Interference is a general mechanism that is probably 
involved in behavioral change in many instrumental learn-
ing domains, including discrimination reversal learning 
(e.g., Thomas et al., 1985; Vila et al., 2002) and the switch 
between goal-direction and habit (Bouton, 2021; Steinfeld 
& Bouton, 2021). And extinction, of course, is not the only 
instance of behavior suppression via retroactive interference.

Evidence suggests that punishment – in which a rein-
forced instrumental response is suppressed when it earns an 
additional aversive stimulus such as footshock – may also 
be governed by a similar retroactive interference mecha-
nism. Specifically, relapse effects that follow extinction have 
also been observed following punishment (e.g., Bouton & 
Schepers, 2015; Estes, 1944; Krasnova et al., 2014; March-
ant et al., 2013; Panlilio et al., 2003). For example, Bouton 
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and Schepers (2015) demonstrated renewal following instru-
mental punishment: Rats learned to lever press for a food 
reinforcer in Context A before receiving punishment in Con-
text B (see also Marchant et al., 2013). There, lever presses 
occasionally delivered a brief footshock in addition to the 
reinforcer, which quickly reduced responding. When tested 
in each context, however, the punished response renewed in 
Context A (ABA renewal) as seen in instrumental extinction 
(e.g., Bouton et al., 2011). In a subsequent experiment, the 
authors also observed renewal when tested in a third, neutral 
context (ABC renewal).

Extinction-like mechanisms appear to be involved in pun-
ishment across a variety of designs and reinforcer types. 
For example, recovery after punishment has often been 
examined following training with drug reinforcers (e.g., 
Krasnova et al., 2014; Marchant et al., 2013; Panlilio et al., 
2003; Pelloux et al., 2013). Renewal has also been observed 
following negative punishment (i.e., omission or differential 
reinforcement of other behavior), where learned responding 
is suppressed when it now prevents a reinforcer that is oth-
erwise scheduled to occur (e.g., Nakajima et al., 2002; Rey 
et al., 2020). Furthermore, omission and extinction can allow 
equivalent renewal effects when the two procedures are com-
pared directly (Rey et al., 2020; cf. Kearns & Weiss, 2007). 
In other words, negative punishment appears to instill new, 
inhibitory, context-dependent learning consistent with the 
same retroactive interference mechanism at work in extinc-
tion (see Marchant et al., 2019, for a review).

The purpose of the present experiments was to compare 
the vulnerability of positive punishment and extinction 
learning to three basic recovery effects – renewal, spontane-
ous recovery, and reacquisition – while keeping the general 
parameters of response training, elimination, and testing as 
comparable as possible. We chose to contrast simple extinc-
tion with the punishment procedure used by Bouton and 
Schepers (2015) because they appear to produce reason-
ably similar patterns of response suppression with similar 
amounts of training. To our knowledge, recovery after pun-
ishment and extinction has not been examined side-by-side 
within individual experiments and with similar amounts of 
training, though the need for such a comparison has been 
noted (e.g., Jean-Richard-dit-Bressel et al., 2018; March-
ant et al., 2019). Based on previous research, we might see 
both renewal and spontaneous recovery following both pun-
ishment and extinction, so the relative magnitude of each 
effect in each group was of particular interest. However, we 
expected differences in reacquisition because punished rats 
would have learned to inhibit responding with the reinforcer 
available, encouraging transfer to the reacquisition phase. 
In contrast, extinguished rats would have learned to inhibit 
responding without the reinforcer being available, allowing 
for rapid recovery (i.e., renewal) when the reinforcer is rein-
troduced (e.g., Woods and Bouton, 2007).

Experiment 1a

Experiment 1a examined ABA renewal of instrumental 
responding following either punishment or extinction. 
Based on previous findings (e.g., Bouton & Schepers, 
2015; Bouton et al., 2011) we expected to see renewal in 
both punished and extinguished rats. We were specifically 
interested in the magnitude of this renewal effect, i.e., 
whether punishment was more or less sensitive to a context 
change than extinction. If both punishment and extinction 
are governed by a similar retroactive interference mecha-
nism, we expected to see similar degrees of renewal upon 
removal from the punishment/extinction context.

We used the punishment procedure described by Bouton 
and Schepers (2015) in which responding was punished 
by footshocks delivered on a variable interval (VI) 90-s 
schedule. We likewise included a yoked control group in 
which each rat received a noncontingent shock whenever a 
corresponding punished rat earned one. This yoking proce-
dure allowed us to determine whether the suppression seen 
in the punished group was truly due to the contingency 
between response and shock as opposed, for example, to a 
mere Pavlovian association between Context B and shock, 
which on its own could produce both behavioral suppres-
sion in B and removal of that suppression in A.

Method

Subjects The subjects were 32 naïve male Wistar rats 
(Charles River, Raleigh, NC, USA) that were approximately 
75–90 days old at the start of the experiment and individu-
ally housed in a room maintained on a 12:12-h light:dark 
cycle. Males were used in part to test the generality of our 
prior renewal-after-punishment findings, which had been 
observed in females (Bouton & Schepers, 2015; Rey et al., 
2020). Experiments took place during the light period of the 
cycle. Upon arrival, rats were allowed to acclimate to the 
colony for 8 days before being food restricted to 80% of their 
baseline body weights. Rats were maintained at this weight 
throughout the duration of the experiment.

Apparatus Two sets of four conditioning chambers housed 
in separate rooms of the laboratory served as two distinct 
contexts. Each chamber was housed in its own sound-atten-
uation chamber and was of the same design (Med Associates 
model ENV-007-VP, St. Albans, VT, USA) measuring 29.53 
cm × 23.5 cm × 27.31 cm (l × w × h). A recessed 5.1 cm × 
5.1 cm food cup was centered in the front wall approximately 
2.5 cm above the level of the floor. A retractable lever (ENV-
112CM) positioned to the left of the food cup protruded 1.9 
cm into the chamber. Each chamber was illuminated by one 
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7.5-W incandescent bulb mounted to the ceiling of the sound 
attenuation chamber approximately 43.6 cm above the grid 
floor. Ventilation fans provided background noise of 65 dBA.

Each set of conditioning chambers possessed unique 
characteristics to create separate contexts, which were 
counterbalanced to serve as Contexts A and B. In one set 
of boxes, side walls and ceilings were made of clear acrylic 
plastic while the front and rear walls were made of brushed 
aluminum. In each box, one side wall and the ceiling were 
decorated with black diagonal stripes 3.8 cm wide and 3.8 
cm apart. The floor was made of stainless-steel grids (0.40 
cm diameter) spaced 1.6 cm apart (center-to-center). A dish 
containing 5 ml of a 2% anise solution (McCormick & Co., 
Hunt Valley, MD, USA) diluted in tap water was placed 
outside each chamber near the front wall.

The second set of boxes was similar to the first except 
for the following features: In each box, the ceiling and one 
side wall were decorated with a 7 × 9 array of opaque blue 
circles, each 2 cm in diameter, spaced 3 cm apart (center-to-
center). The floor was made of alternating 0.4 cm and 0.9 cm 
stainless-steel grides spaced 1.6 cm apart. A dish containing 
5 ml of a 4% coconut solution (McCormick & Co., Hunt 
Valley, MD) diluted in tap water was placed outside each 
chamber near the front wall.

The reinforcer was a 45 mg grain food pellet (MLab 
Rodent Tablets, 5TUM; TestDiet, Richmond, IN, USA). 
Aversive stimuli consisted of 0.5 mA, 0.5-s footshocks deliv-
ered to each chamber by aversive stimulator/scrambler mod-
ules (ENV-414). The apparatus was controlled by computer 
equipment located in an adjacent room.

Procedure The procedure generally followed previous 
experiments examining renewal after instrumental punish-
ment and extinction in this laboratory (Bouton & Schep-
ers, 2015; Bouton et al., 2011; Eddy et al., 2016). In these 
procedures, a response was trained in one context (A), 
eliminated in another (B), and then tested in both in a coun-
terbalanced order. The design is summarized in Table 1. 

All experimental sessions were 30 min in duration unless 
otherwise noted, and context exposures followed a double-
alternating enclosed pattern (e.g., ABBABAABABBA, etc.)

Magazine training. On the first day of the experiment, all 
rats received magazine training in both contexts. During 
these sessions, rats were placed into conditioning cham-
bers with levers retracted, and food pellets were delivered 
on a random time (RT) 30-s schedule that arranged a 1/30 
probability of pellet delivery each second. The order of 
the sessions was counterbalanced; half the rats received 
magazine training in Context A followed by Context B, 
while the other half received training in B followed by 
A. Sessions in each context were separated by approxi-
mately 2 h.
Response training. For the next 6 days, rats received 
instrumental response training in Context A. Following 
a 2-min delay at the start of each session, the lever was 
inserted into the chamber and lever presses were rein-
forced on a random-interval (RI) 30-s schedule. No hand 
shaping was necessary. On each day of training in Con-
text A, rats received time-equivalent exposure to Con-
text B with no levers available and no reinforcers deliv-
ered. Order of context exposure was counterbalanced as 
described above.
Punishment/Extinction. Following instrumental training, 
rats were divided into either Punished (n = 12), Yoked 
(n = 12), or Extinguished (n = 8) groups. Over the next 
4 days, Group Punished underwent instrumental punish-
ment in Context B. In each session, after a 2-min delay, 
levers were inserted and responses were reinforced on 
the same RI 30-s schedule as during training. However, 
lever presses also delivered a brief footshock (0.5 mA, 
0.5 s) according to a VI 90-s schedule. The shock sched-
ule featured random selection without replacement from 
a list of five intervals: 60 s, 75 s, 90 s, 105 s, and 120 
s (see Bouton & Schepers, 2015). For Group Yoked, 
lever presses were similarly reinforced by food pellets, 

Table 1  Designs of the Experiments

Note. Designs of Experiments 1a, 1b, and 2. In all experiments, A and B denote separate physical contexts, and R denotes the response (lever-
press). R- denotes nonreinforcement (i.e., extinction). In Experiment 1, for each session-type shown, there was a corresponding session (not 
shown) that was spent in the opposite context without the lever or reinforcers available

Exp Group Response training Punishment/Extinction Test

1a Punished B: R-pellet-shock
Yoked A: R-pellet B: R-pellet / shock A: R? B: R?
Extinguished B: R-

1b Punished R-pellet R-pellet-shock R? (After 1 week)
Extinguished R-

2 Punished R-pellet R-pellet-shock R-pellet
Extinguished R-
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and shocks were received by individual rats at the same 
point in time that a master rat in Group Punished received 
them. Thus, Groups Punished and Yoked received the 
same number and distribution of shocks but differed in 
whether the shock was response-contingent. For Group 
Extinguished, lever presses merely earned no pellets and 
no shocks were delivered. On each day of training in Con-
text B, each group also received time-equivalent exposure 
to Context A with no levers available and no reinforcers 
delivered.
Renewal test. On the final day of the experiment, rats 
underwent a 10-min test of instrumental responding in 
each context. Levers were inserted following a 2-min 
delay, but presses were not reinforced. Testing order in 
each context was counterbalanced between groups, and 
sessions in each context were separated by approximately 
1.5 h.

Data analyses Response rates were evaluated with repeated-
measures analysis of variance (ANOVA) with rejection cri-
terion set to p < .05. To minimize Type 1 error rate, we 
report only those comparisons (using the error term from 
the overall ANOVA) that are orthogonal.

Results

Response training The results of all phases of the experi-
ment are summarized in Fig. 1. The rats acquired the lever 
press response without incident (left). There were no dif-
ferences between groups, confirmed by a Group (Punished, 
Yoked, Extinguished) by Session (6) ANOVA which found 
a significant effect of Session, F(5, 145) = 165.66, MSE = 
6.92, p < .001, but no other effects or interactions, Fs < 1.

Punishment/Extinction All groups reduced their response 
rates upon introduction of punishment or extinction contin-
gencies in Context B (Fig. 1, middle). However, responding 
in Group Yoked increased across the punishment/extinction 
phase and, by the final day before test, was at a rate not 
significantly different from the final day of response train-
ing, t(11) < 1. A Group (3) by Session (4) ANOVA on data 
from the response elimination phase indicated main effects 
of Group, F(1, 29) = 49.50, MSE = 95.41, p < .001, and 
Session, F(3, 87) = 4.34, MSE = 11.79, p = .007, and as 
well as a Group by Session interaction, F(6, 87) = 16.16, 
MSE = 11.79, p < .001. A separate Group (2) by Session 
(4) ANOVA isolating the Punished and Extinguished rats 
indicated a main effect of Session, F(3, 54) = 26.60, MSE 
= 6.66, p < .001, as well as Group by Session interaction, 
F(3, 54) = 3.39, MSE = 6.66, p < .025. The interaction sug-
gests that punishment and extinction progressed at different 

rates over the sessions, with extinction causing a quicker ini-
tial drop in responding, but punishment producing a deeper 
effect later.

To investigate spontaneous recovery that occurred over 
the 24 h between the successive sessions of response elimi-
nation, Fig. 1b plots response rates for Groups Punished and 
Extinguished in Context B over the last 1-min bin of each 
punishment/extinction session and the first 1-min bin of the 
next session 24 h later. A Group (Punished, Extinguished) by 
Bin (last, first) by Session Transition (Sessions 1–2, 2–3, and 
3–4) ANOVA revealed a significant main effect of Bin, F(1, 
18) = 41.90, MSE = 19.35, p < .001, a significant interac-
tion between Bin and Session Transition, F(2, 36) = 5.61, 
MSE = 6.59, p = .008, and a significant three-way interac-
tion between Bin, Session Transition, and Group, F(2, 36) = 
8.89, MSE = 6.59, p < .001. The three-way interaction sug-
gests that the groups showed different amounts of recovery 
over sessions. Consistent with this suggestion, a separate 
Group (Punished, Extinguished) by Bin (3) ANOVA for the 
first 1-min bin of each session, revealed a significant effect 
of Bin, F(2, 36) = 4.04, MSE = 33.40, p = .026, a significant 
Bin by Group interaction, F(2, 36) = 4.10, MSE = 33.40, 
p = .025, and no other effects or interactions (F = .027). 
An identical ANOVA for the last 1-min bin of each session 
revealed no significant effects or interactions (largest F = 
1.24).

Renewal test Results of the renewal test are shown in 
Fig. 1a, right; Groups Punished and Extinguished both 
responded at a higher rate in Context A than Context B, 
indicating renewal. Group Yoked response rates did not dif-
fer between contexts, t(11) < 1. A Group (Punished, Yoked, 
Extinguished) by Context (A, B) ANOVA indicated main 
effects of Context, F(1, 29) = 21.81, MSE = 10.19, p < .001, 
and Group, F(2, 29) = 32.34, MSE = 23.45, p < .001, as well 
as a Context by Group interaction, F(2, 29) = 8.63, MSE = 
10.19, p = .001. A separate Group (2) by Context ANOVA 
conducted to examine differences in renewal between 
Groups Punished and Extinguished revealed a main effect 
of Context, F(1, 18) = 28.33, MSE = 12.56, p < .001, and 
no other effects or interactions (Fs < 1), indicating similar 
renewal in both groups.

Discussion

Both punishment and extinction significantly reduced 
responding in Context B. The greater response suppression 
in Group Extinguished on Day 1 of punishment/extinction 
may be due in part to a context switch effect (e.g., Bouton 
et al., 2011): Although certain elements of the training con-
text transferred to punishment (i.e., lever presses could still 
earn pellets), the same elements did not transfer to extinc-
tion, where lever presses in Context B could not earn any 
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pellets. Thus, Group Extinguished may have experienced a 
greater context switch effect than Group Punished on the 
first day of response elimination training. Across subsequent 
sessions, however, the addition of footshock appeared to pro-
mote deeper response suppression than simple extinction. 
Group Yoked showed far less suppression over sessions, sug-
gesting that the behavior of Group Punished was influenced 
by the actual response-shock contingency (e.g., Bouton & 
Schepers, 2015; Bolles et al., 1980; Jean-Richard-dit-Bressel 
& McNally, 2015) rather than merely a developing Pavlovian 
association between Context B and shock. Moreover, at test, 
the Punished and Extinguished groups showed equivalent 
ABA renewal, responding significantly more in Context A 

than in Context B, but not differing from each other in either 
context. In contrast, yoked animals responded at equal rates 
in each context. Such results with male subjects replicate 
and extend our prior findings with females (e.g., Bouton & 
Schepers, 2015; Rey et al., 2020).

The results are consistent with previous demonstrations 
of renewal following both positive and negative punishment 
(e.g., Bouton & Schepers, 2015; Nakajima et al., 2002; Rey 
et al., 2020) as well as extinction (e.g., Bouton et al., 2011; 
Eddy et al., 2016). The fact that punishment and extinc-
tion allowed essentially equal ABA renewal further suggests 
that they are controlled by a similar mechanism. With the 
current methods, punishment and extinction did not differ 

Fig. 1  Results of Experiment 1a. a Lever-press data for each stage of 
training and test. b Responding during the last and first 1-min bins 
during the four sessions of response elimination. Spontaneous recov-

ery is suggested by an increase from last to first. Error bars depict 
the standard error of the mean and are only appropriate for between-
group comparisons
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in their sensitivity to a context switch effect after response 
elimination.

A closer look at responding in the last and first 1-min bins 
of consecutive response elimination sessions also revealed 
spontaneous recovery of responding between sessions in 
both the Extinguished and Punished groups. However, the 
pattern of recoveries differed between groups: Punished rats 
showed especially strong recovery initially, but this effect 
decreased and was weaker than the recoveries observed in 
extinction in later sessions. It is worth noting that the condi-
tions of spontaneous recovery “testing” differed between the 
groups: Punished rats could still receive response-contingent 
food pellets and shocks during the “tests,” whereas extin-
guished rats could receive neither. The fact that Group Pun-
ished was still being reinforced for responding could account 
for its greater recovery seen early in punishment training. 
This consideration led us to look at spontaneous recovery 
in punished and extinguished groups under common testing 
conditions in Experiment 1b.

Experiment 1b

The main goal of Experiment 1b was to examine sponta-
neous recovery following punishment and extinction with 
a common test procedure. Here we examined spontaneous 
recovery in a single test session under extinction conditions 
8 days after the completion of punishment/extinction train-
ing. In addition to arranging a common test, the experiment 
provided a look at spontaneous recovery after a longer reten-
tion interval.

Method

Subjects and apparatus Subjects were 16 naïve male Wistar 
rats housed and maintained under the same conditions as 
Experiment 1a. The apparatus was the same as in Experi-
ment 1a.

Procedure Magazine training, response training, and pun-
ishment/extinction proceeded as it had for the Punished and 
Extinguished groups in Experiment 1a, except all phases 
occurred in a single context (Table 1). There were no ses-
sions conducted in a second context.

Spontaneous recovery test For 7 days following the comple-
tion of the punishment/extinction phase, the rats were main-
tained in their home cages, where they received no training 
or handling besides daily weighing and feeding. After this 
retention interval, rats were returned to conditioning cham-
bers for a 30-min spontaneous recovery test during which 
levers were available but responding was not reinforced.

Results

Response training Lever-press acquisition proceeded 
without incident (Fig. 2a, left). There were no differences 
between groups, confirmed by a Group (2) by Session (6) 
ANOVA, which found a significant effect of Session, F(1, 
13) = 42.70, MSE = 10.69, p < .001, but no other effects or 
interactions (F < 1).

Punishment/Extinction One rat was excluded due to unu-
sually high responding throughout the punishment phase 
(z = 2.471). All other rats reduced responding during 
the response elimination phase, although extinction here 
appeared to progress more slowly than punishment (Fig. 2a, 
right). A Group (2) by Session (4) ANOVA revealed signifi-
cant main effects of Group, F(1, 13) = 39.42, MSE = 2.40, 
p < .001, Session, F(3, 39) = 105.39, MSE = .93, p < .001, 
and a Session by Group interaction, F(3, 39) = 12.98, MSE 
= .93, p < .001.

Spontaneous recovery test As in Experiment 1a, response 
rates from the final minute of the last day of punishment/
extinction were compared to those from the first minute of 
the spontaneous recovery test (Fig. 2b). A Group (2) by Ses-
sion (2) ANOVA revealed a significant main effect of Ses-
sion, F(1, 13) = 6.01, MSE = 11.65, p = .029, indicating 
spontaneous recovery, but neither the effect of group nor 
the group by session interaction approached significance 
(Fs < 1). Thus, spontaneous recovery appeared similar after 
extinction and punishment when the test conditions were the 
same for each group.

Discussion

Both the punished and extinguished groups exhibited spon-
taneous recovery when tested after a seven-day retention 
interval, a pattern that did not differ significantly between 
groups. This confirmed the observation of spontaneous 
recovery in both groups throughout the punishment/extinc-
tion phase in Experiment 1a. In Experiment 1a, however, 
that recovery was observed under different test conditions 
of punishment and extinction. Here, spontaneous recovery 
was studied under a common extinction test condition where 
no shocks or food pellets were delivered.

The result is consistent with previous demonstrations 
of spontaneous recovery following both punishment (e.g., 
Estes, 1944) and extinction (e.g., Rescorla, 1996), and fur-
ther emphasizes the similar degree of response recovery 
following each manipulation. Considering spontaneous 
recovery as a temporal form of renewal (e.g., Bouton, 1988, 
2002, 2004; Bouton et al., 2021), the results of Experiments 
1a and 1b suggest that instrumental responding eliminated 
by extinction or punishment remains similarly sensitive to 
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changes in both a physical and a temporal context. It is worth 
remembering that although Experiment 1b could equate the 
groups on the conditions at testing, there was no way to con-
trol for the change in conditions between response elimina-
tion and testing. There will always be underlying differences 
between extinction and punishment procedures.

Experiment 2

Rapid reacquisition when response-reinforcer pairings are 
reintroduced is another recovery effect known to occur 
after instrumental extinction. Woods and Bouton (2007; 
see also Bouton et al., 2004; Ricker & Bouton, 1996) have 
argued that rapid reacquisition is another kind of context 

effect. In free operant procedures, where rats earn repeated 
reinforcers while responding freely, the animal initially 
learns to respond in the “context” of recent reinforcement. 
When the response is extinguished, it undergoes extinc-
tion in the absence of such reinforcement. The presence 
and absence of reinforcement can thus be viewed as dis-
tinct contexts (e.g., Bouton et al., 2012; Woods & Bouton, 
2007). Following extinction, a reacquisition test – where 
responding is again reinforced – essentially constitutes an 
ABA renewal test. Correspondingly, reacquisition is typi-
cally rapid following extinction. Consistent with this view, 
the effect can be attenuated by either occasional response-
reinforcer pairings or noncontingent reinforcers delivered 
during the extinction phase (e.g., Woods & Bouton, 2007). 
Either of these manipulations would theoretically promote 

Fig. 2  Results of Experiment 1b. a Lever press rates throughout response training and punishment/extinction. b Response rates during the last 
minute of punishment/extinction and the first minute of the spontaneous recovery test. Error bars depict the standard error of the mean



269Learning & Behavior (2023) 51:262–273 

1 3

more generalization between the extinction and reacquisi-
tion phases.

Based on the results of Experiments 1a and 1b – where 
instrumental responding recovered to similar degrees fol-
lowing punishment and extinction – one might expect 
similar rapid reacquisition following both punishment and 
extinction. However, punishment learning initially occurs in 
the presence of reinforcement, so here again the response-
elimination and reacquisition phases occur in similar “recent 
reinforcer” contexts. Thus, the behavioral inhibition gen-
erated by punishment might transfer more effectively to a 
reacquisition test, potentially impairing reacquisition relative 
to extinction. This prediction was tested in Experiment 2.

Method

Subjects and apparatus Subjects were 16 male Wistar rats 
maintained under the same conditions as above. The appa-
ratus was the same as in Experiments 1a and 1b.

Procedure Rats received magazine training, response train-
ing, and punishment/extinction in parallel with the rats of 
Experiment 1b (Table 1). Again, half the rats received pun-
ishment while the other half received extinction.

Reacquisition test. Following completion of punishment/
extinction, all rats received three daily reacquisition ses-
sions. Each session was identical to original response 
training, such that lever-pressing was reinforced on an RI 
30-s schedule for 30 min and no shocks were delivered.

Results

Response training Lever-press acquisition proceeded 
without incident (Fig. 3a, left). There were no differences 
between groups, confirmed by a Group (2) by Session (6) 
ANOVA, which revealed a significant effect of Session, F(5, 
65) = 78.49, MSE = 6.79, p < .001 but no group effect or 
interaction (larger F = 2.01).

Punishment/Extinction One rat was excluded due to unusu-
ally high responding throughout the punishment phase (z = 
2.474). All other rats reduced responding throughout punish-
ment/extinction (Fig. 3a, right). A Group (2) by Session (4) 
ANOVA revealed significant main effects of Session, F(3, 
39) = 146.72, MSE = 1.21, p < .001, and Group, F(1, 13) 
= 104.38, MSE = 3.09, p < .001, and a significant interac-
tion between Session and Group, F(3, 39) = 27.44, MSE = 
33.17, p < .001.

Reacquisition test Figure 3b shows a comparison of the 
first 3 days of response training (acquisition) and the 3 days 
of reacquisition training, broken into 5-min bins. A Group 

(Punished, Extinguished) by Phase (Acquisition, Reacquisi-
tion) by Bin (18) ANOVA revealed differences in the effects 
of reacquisition after extinction and punishment. There were 
significant main effects of Group, F(1, 13) = 27.17, MSE = 
366.03, p < .001, Phase, F(1, 13) = 8.65, MSE = 264.23, p = 
.011, and Bin, F(17, 221) = 35.58, MSE = 20.32, p < .001. 
More importantly, there were significant Phase by Group, 
F(1, 13) = 22.51. MSE = 264.23, p < .001, Bin by Group, 
F(17, 221) = 3.78, MSE = 20.32, p < .001, and Phase by 
Bin by Group, F(17, 221) = 4.56, MSE = 17.17, p < .001, 
interactions. The interactions suggest, as depicted in Fig. 3b, 
that while reacquisition was rapid after extinction, it was 
not so fast after punishment learning. Consistent with this 
characterization, a separate Phase (Acquisition, Reacquisi-
tion) by Bin (18) ANOVA for Group Extinguished revealed 
significant main effects of Phase, F(1, 119) = 65.00, MSE 
= 10.76, p < .001, and Bin, F(17, 119) = 28.23, MSE = 
10.76, p < .001, and a significant Session by Bin interaction, 
F(17, 119) = 76.96, MSE = 10.76, p < .001. In contrast, 
an identical ANOVA for Group Punished revealed only a 
main effect of Bin, F(17, 102) = 15.38, MSE = 24.65, p < 
.001, and no other effects or interactions (largest F = 1.19). 
After extinction, reacquisition was fast, but after punish-
ment, reacquisition was neither fast nor slow relative to the 
initial conditioning.

Discussion

Consistent with previous research (e.g., Bouton et  al., 
2012; Bullock & Smith, 1953; Willcocks & McNally, 2011, 
2014; Woods & Bouton, 2007), extinguished rats showed 
reacquisition at a rate that was significantly faster than ini-
tial response training. Punished rats, however, reacquired 
responding at a much slower rate that was not significantly 
different than the first 3 days of response training. In other 
words, rapid reacquisition of instrumental responding 
occurred following extinction, but not punishment.

Slower reacquisition following punishment than extinc-
tion might seem consistent with the intuition that punish-
ment causes a deeper or stronger level of response suppres-
sion. However, that intuition was strongly challenged by the 
similarity of renewal and spontaneous recovery following 
the present punishment and extinction procedures in Experi-
ments 1a and 1b. Instead, the results may highlight another 
difference between punishment and extinction: The two 
response-suppression paradigms entail learning to inhibit 
responding in the presence versus absence of the reinforcer, 
respectively. Although the difference in reacquisition rate 
between punished and extinguished animals appears to 
contrast with the similar renewal and spontaneous recov-
ery seen in Experiments 1a and 1b, all three results illus-
trate the same fundamental point: Extinction and punish-
ment both promote a form of context-dependent inhibitory 
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learning (see General discussion). However, this inhibitory 
learning is acquired in different contexts during punishment 
and extinction: the presence and absence of the reinforcer, 
respectively. Thus, a reacquisition test following extinction 
involves a greater context change than a reacquisition test 
following punishment, promoting rapid reacquisition follow-
ing extinction but not punishment.

General discussion

The present experiments examined three recovery effects 
– renewal, spontaneous recovery, and reacquisition – of an 
instrumental response eliminated by either punishment or 
extinction. Collectively, the results are consistent with the 
idea that punishment and extinction are similar examples of 

context-dependent learning, although this conclusion should 
not be taken to imply that there are no interesting differences 
between them.

In Experiment 1a, punished and extinguished groups 
exhibited nearly identical degrees of ABA renewal. 
Although this renewal effect has previously been demon-
strated separately in punishment (e.g., Bouton & Schepers, 
2015; Marchant & Kaganovsky, 2015) and instrumental 
extinction (e.g., Bernal-Gamboa et al., 2017; Bouton et al., 
2011; Todd, 2013), this is – to our knowledge – the first 
direct comparison within a single experiment. Although 
the results with punishment may depend on the parameters 
used here, the results extend prior research suggesting that 
punished and extinguished responses are similarly sen-
sitive to changes in physical context. They also parallel 
previous results suggesting that extinction and omission 

Fig. 3  Results of Experiment 2. a Lever press rates throughout 
response training and punishment/extinction. Error bars depict the 
standard error of the mean. b Comparison of reacquisition and ini-

tial response acquisition, broken into 5-min bins. Error bars depict the 
standard error of the mean recommended for within-group compari-
sons (Cousineau & O’Brien 2014)
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learning (negative punishment) can create response sup-
pression that is equally sensitive to ABA renewal (Rey 
et al., 2020).

Experiment 1a also produced results suggesting that pun-
ished and extinguished responding spontaneously recovered 
between sessions, even though, as we noted, the conditions 
of testing differed between the groups. Experiment 1b then 
tested spontaneous recovery under the same test conditions 
(extinction) and demonstrated similar spontaneous recovery 
following punishment and extinction. The results are gener-
ally consistent with prior evidence of spontaneous recovery 
following both punishment (e.g., Estes, 1944) and extinction 
(e.g., Rescorla, 1996), and again extend these findings to 
suggest a similar degree of recovery in a direct compari-
son within a single experiment. The findings also extend 
the results of Experiment 1a to suggest that punished and 
extinguished responses are similarly sensitive to changes in 
temporal – in addition to physical – context.

Experiment 2 showed rapid reacquisition following 
extinction but not punishment. The result after extinction 
is well known (e.g., Bouton et al., 2012; Bullock & Smith, 
1953; Willcocks & McNally, 2011, 2014; Woods & Bouton, 
2007). The punishment result, however, is new. Although it 
suggests that the effects of punishment and extinction are 
not perfectly equivalent, it is nonetheless consistent with a 
contextual analysis of reacquisition, as a reacquisition test 
following punishment features less context change between 
the punishment and reacquisition phases (that is, the rein-
forcer was available and even earned early in punishment 
training). It is also reminiscent of Rey et al.’s (2020) obser-
vation that presenting reinstating food pellets at test had a 
greater effect on responding following extinction than fol-
lowing omission. Thus, the difference in reacquisition rates 
is likely due to extinction and punishment being learned in 
different contexts.

The present results suggest that both punishment and 
extinction generate a form of context-specific inhibitory 
learning. In Experiments 1a and 1b, this was evident in a 
context-switch effect at test; in Experiment 2 it was evident 
in a context-switch effect between response elimination and 
retraining. It is important to note that these similarities exist 
despite real differences in punishment and extinction learn-
ing. Such differences were apparent in the response elimina-
tion phase, where punishment and extinction progressed at 
significantly different rates in all experiments. Over sessions, 
extinction appeared to progress more slowly than punish-
ment, and punishment ultimately promoted more rapid and 
more complete response suppression (see especially Experi-
ments 1b and 2). Thus, the arrangement of instrumental con-
tingencies in extinction and punishment does indeed guide 
behavior in distinct ways (Marchant et al., 2019), but these 
differences do not necessarily affect the context sensitivity 
of punishment and extinction learning.

The context-sensitivity of punishment and extinction 
raises the question of how context operates in punishment. 
A classical perspective from Pavlovian extinction suggests 
that the context might function as a negative occasion-
setter by signaling the presence of an inhibitory R-O asso-
ciation (e.g., Holland, 1992). However, recent data suggest 
that the role of context in instrumental extinction may be 
to directly inhibit the response, perhaps in the form of an 
S-R association (e.g., Bouton et al., 2016; Todd, 2013; see 
Trask et al., 2017). Bouton and Schepers (2015) demon-
strated response-specific punishment effects in a design 
that equated punishment history in two contexts: When R1 
was trained in A and punished in B while R2 was trained 
in B and punished in A, only R1 subsequently renewed in 
A and only R2 renewed in B. The pattern was essentially 
the same as prior studies of extinction rather than punish-
ment (Todd, 2013). The results are arguably inconsistent 
with an occasion-setting account, which predicts transfer 
of negative occasion-setting between similarly trained 
responses (i.e., context would act as a negative occasion-
setter for all responses performed there). Instead, they sug-
gest the involvement of response-specific inhibition in the 
context of punishment or extinction, furthering the parallel 
between punishment and extinction. The present results 
contribute to this parallel by demonstrating an equally 
powerful role of context in modulating behavior follow-
ing punishment and extinction.

Finally, the results may have clinical implications. Pun-
ishment has generated interest as a potential alternative to 
extinction in clinical settings, and as a more ecologically 
valid model of human behavior change in general (March-
ant et al., 2019). For example, abstinence from undesir-
able behaviors – e.g., drug-taking, smoking, gambling, 
overeating, etc. – is typically motivated by avoidance of 
the adverse (and thus punishing) consequences of those 
behaviors (e.g., Downey et al., 2001) rather than extinc-
tion. Such behaviors are rarely emitted without reinforce-
ment, the defining feature of extinction, and abstinence 
rarely occurs in the total absence of reinforcement. Rather, 
patients must learn to inhibit responding when the rein-
forcer is available (as in punishment). As seen in Experi-
ment 2, subtle differences between punishment and extinc-
tion can have meaningful effects when the subject is later 
re-exposed to the response-reinforcer contingency. How-
ever, Experiments 1a and 1b confirm that, in either case, a 
change in context can bring about relapse, and punishment 
may not be any better than extinction in preventing this.

Acknowledgments We thank Noëlle Michaud, Callum Thomas, and 
Eric Thrailkill for their comments on the manuscript.

Funding This research was supported by NIH grant R01 DA 033123 
to MEB.



272 Learning & Behavior (2023) 51:262–273

1 3

References

Bernal-Gamboa, R., Nieto, J., & Uengoer, M. (2017). Effects of extinc-
tion in multiple contexts on renewal of instrumental responses. 
Behavioural Processes, 142, 64–69.

Bolles, R. C., Holtz, R., Dunn, T., & Hill, W. (1980). Comparisons of 
stimulus learning and response learning in a punishment situation. 
Learning & Motivation, 11, 78–96.

Bouton, M. E. (1988). Context and ambiguity in the extinction of 
emotional learning: Implications for exposure therapy. Behaviour 
Research and Therapy, 26(1), 137–149.

Bouton, M. E. (2002). Context, ambiguity, and unlearning: Sources 
of relapse after behavioral extinction. Biological Psychiatry, 52, 
976–986.

Bouton, M. E. (2004). Context and behavioral processes in extinction. 
Learning & Memory, 11, 485–494.

Bouton, M. E. (2019). Extinction of instrumental (operant) learning: 
interference, varieties of context, and mechanisms of contextual 
control. Psychopharmacology, 236, 7–19.

Bouton, M. E. (2021). Context, attention, and the switch between 
habit and goal-direction in behavior. Learning & Behavior, 49(4), 
349–362.

Bouton, M. E., & Schepers, S. T. (2015). Renewal after the punishment 
of free operant behavior. Journal of Experimental Psychology: 
Animal Learning and Cognition, 41(1), 81–90.

Bouton, M. E., Woods, A. M., & Pineño, O. (2004). Occasional rein-
forced trials during extinction can slow the rate of rapid reacquisi-
tion. Learning and Motivation, 35(4), 371–390.

Bouton, M. E., Todd, T. P., Vurbic, D., & Winterbauer, N. E. (2011). 
Renewal after the extinction of free operant behavior. Learning 
& Behavior, 39(1), 57–67.

Bouton, M. E., Winterbauer, N. E., & Todd, T. P. (2012). Relapse 
processes after the extinction of instrumental learning: Renewal, 
resurgence, and reacquisition. Behavioural Processes, 90(1), 
130–141.

Bouton, M. E., Trask, S., & Carranza-Jasso, R. (2016). Learning to 
inhibit the response during instrumental (operant) extinction. 
Journal of Experimental Psychology: Animal Learning and Cog-
nition, 42(3), 246–258.

Bouton, M. E., Maren, S., & McNally, G. P. (2021). Behavioral and 
neurobiological mechanisms of Pavlovian and instrumental 
extinction learning. Physiological Reviews, 101, 611–681.

Bullock, D. H., & Smith, W. C. (1953). An effect of repeated condi-
tioning-excitation upon operant strength. Journal of Experimental 
Psychology, 46(5), 349–352.

Cousineau, D., & O’Brien, F. (2014). Error bars in within-subject 
designs: a comment on Baguley (2012). Behavior Research Meth-
ods, 46, 1149–1151.

Downey, L., Rosengren, D. B., & Donovan, D. M. (2001). Sources of 
motivation for abstinence: A replication analysis of the Reasons 
for Quitting Questionnaire. Addictive Behaviors, 26(1), 79–89.

Eddy, M. C., Todd, T. P., Bouton, M. E., & Green, J. T. (2016). Medial 
prefrontal cortex involvement in the expression of extinction and 
ABA renewal of instrumental behavior for a food reinforcer. Neu-
robiology of Learning and Memory, 128, 33–39.

Estes, W. K. (1944). An experimental study of punishment. Psychologi-
cal Monograph, 57, i–40.

Holland, P. C. (1992). Occasion setting in Pavlovian conditioning. In 
D. Medin (Ed.), The psychology of learning and motivation (pp. 
69–125). Academic Press.

Jansen, A., Schyns, G., Bongers, P., & van den Akker, K. (2016). From 
lab to clinic: Extinction of cued cravings to reduce overeating. 
Physiology & Behavior, 162, 174–180.

Jean-Richard-Dit-Bressel, P., & McNally, G. P. (2015). The role of 
the basolateral amygdala in punishment. Learning & Memory, 
22, 128–137.

Jean-Richard-Dit-Bressel, P., Killcross, S., & McNally, G. P. (2018). 
Behavioral and neurobiological mechanisms of punishment: 
Implications for psychiatric disorders. Neuropsychopharmacol-
ogy, 43, 1639–1650.

Kearns, D. N., & Weiss, S. J. (2007). Contextual renewal of cocaine 
seeking in rats and its attenuation by the conditioned effects of 
an alternative reinforcer. Drug and Alcohol Dependence, 90, 
193–202.

Krasnova, I. N., Marchant, N. J., Ladenheim, B., McCoy, M. T., Pan-
lilio, L. V., Bossert, J. M., Shaham, Y., & Cadet, J. L. (2014). 
Incubation of methamphetamine and palatable food craving after 
punishment-induced abstinence. Neuropsychopharmacology, 39, 
2008–2016.

Marchant, N. J., & Kaganovsky, K. (2015). A critical role of nucleus 
accumbens dopamine D1-family receptors in renewal of alcohol 
seeking after punishment-imposed abstinence. Behavioral Neuro-
science, 129(3), 281–291.

Marchant, N. J., Khuc, T. N., Pickens, C. L., Bonci, A., & Shaham, Y. 
(2013). Context-induced relapse to alcohol seeking after punish-
ment in a rat model. Biological Psychiatry, 73, 256–262.

Marchant, N. J., Campbell, E. J., Pelloux, Y., Bossert, J. M., & Sha-
ham, Y. (2019). Context-induced relapse after extinction versus 
punishment: similarities and differences. Psychopharmacology, 
236, 439–448.

Nakajima, S., Tanaka, S., Urushihara, K., & Imada, H. (2000). Renewal 
of extinguished lever-press responses upon return to the training 
context. Learning and Motivation, 31(4), 416–431.

Nakajima, S., Urushihara, K., & Masaki, T. (2002). Renewal of oper-
ant performance formerly eliminated by omission or noncontin-
gency training upon return to the acquisition context. Learning 
and Motivation, 33, 510–525.

Panlilio, L. V., Thorndike, E. B., & Schindler, C. W. (2003). Reinstate-
ment of punishment-suppressed opioid self-administration in rats: 
an alternative model of relapse to drug abuse. Psychopharmacol-
ogy, 168, 229–235.

Pelloux, Y., Murray, J. E., & Everitt, B. J. (2013). Differential roles 
of the prefrontal cortical subregions and basolateral amygdala in 
compulsive cocaine seeking and relapse after voluntary abstinence 
in rats. European Journal of Neuroscience, 38, 3018–3026.

Rescorla, R. A. (1996). Spontaneous recovery after training with mul-
tiple outcomes. Animal Learning & Behavior, 24, 11–18.

Rey, C. N., Thrailkill, E. A., Goldberg, K. L., & Bouton, M. E. (2020). 
Relapse of operant behavior after response elimination with an 
extinction or an omission contingency. Journal of the Experimen-
tal Analysis of Behavior, 113(1), 124–140.

Ricker, S. T., & Bouton, M. E. (1996). Reacquisition following extinc-
tion in appetitive conditioning. Animal Learning & Behavior, 24, 
423–436.

Steinfeld, M. R., & Bouton, M. E. (2021). Renewal of goal direction 
with a context change after habit learning. Behavioral Neurosci-
ence, 135(1), 79.

Thomas, D. R., McKelvie, A. R., & Mah, W. L. (1985). Context as a 
conditional cue in operant discrimination reversal learning. Jour-
nal of Experimental Psychology: Animal Behavior Processes, 
11(2), 317–330.

Todd, T. P. (2013). Mechanisms of renewal after the extinction of 
instrumental behavior. Journal of Experimental Psychology: 
Animal Behavior Processes, 39(3), 193–207.

Todd, T. P., Winterbauer, N. E., & Bouton, M. E. (2012). Contextual 
control of appetite. Renewal of inhibited food-seeking behavior in 
sated rats after extinction. Appetite, 58(2), 484–489.



273Learning & Behavior (2023) 51:262–273 

1 3

Trask, S., Thrailkill, E. A., & Bouton, M. E. (2017). Occasion setting, 
inhibition, and the contextual control of extinction in Pavlovian 
and instrumental (operant) learning. Behavioural Processes, 137, 
64–72.

Vila, J., Romero, M., & Rosas, J. M. (2002). Retroactive interference 
after discrimination reversal decreases following temporal and 
physical context changes in human subjects. Behavioural Pro-
cesses, 59(1), 47–54.

Willcocks, A. L., & McNally, G. P. (2011). The role of context in re-
acquisition of extinguished alcoholic beer-seeking. Behavioral 
Neuroscience, 125(4), 541–550.

Willcocks, A. L., & McNally, G. P. (2014). An extinction retrieval 
cue attenuates renewal but not reacquisition of alcohol seeking. 
Behavioral Neuroscience, 128(1), 83–91.

Woods, A. M., & Bouton, M. E. (2007). Occasional reinforced 
responses during extinction can slow the rate of reacquisition of 
an operant response. Learning and Motivation, 38(1), 56–74.

Open practices statement Data are available upon request. The 
experiments were not preregistered.

Publisher’s note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds 
exclusive rights to this article under a publishing agreement with the 
author(s) or other rightsholder(s); author self-archiving of the accepted 
manuscript version of this article is solely governed by the terms of 
such publishing agreement and applicable law.


	A comparison of renewal, spontaneous recovery, and reacquisition after punishment and extinction
	Abstract
	Introduction
	Experiment 1a
	Method
	Results
	Discussion

	Experiment 1b
	Method
	Results
	Discussion

	Experiment 2
	Method
	Results
	Discussion

	General discussion
	Acknowledgments 
	References


