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Abstract

The extent to which the six basic human facial expressions perceptually differ from one another remains controversial. For
instance, despite the importance of rapidly decoding fearful faces, this expression often is confused with other expressions, such
as Surprise in explicit behavioral categorization tasks. We quantified implicit visual discrimination among rapidly presented
facial expressions with an oddball periodic visual stimulation approach combined with electroencephalography (EEG), testing
for the relationship with behavioral explicit measures of facial emotion discrimination. We report robust facial expression
discrimination responses bilaterally over the occipito-temporal cortex for each pairwise expression change. While fearful faces
presented as repeated stimuli led to the smallest deviant responses from all other basic expressions, deviant fearful faces were well
discriminated overall and to a larger extent than expressions of Sadness and Anger. Expressions of Happiness did not differ
quantitatively as much in EEG as for behavioral subjective judgments, suggesting that the clear dissociation between happy and
other expressions, typically observed in behavioral studies, reflects higher-order processes. However, this expression differed
from all others in terms of scalp topography, pointing to a qualitative rather than quantitative difference. Despite this difference,
overall, we report for the first time a tight relationship of the similarity matrices across facial expressions obtained for implicit
EEG responses and behavioral explicit measures collected under the same temporal constraints, paving the way for new
approaches of understanding facial expression discrimination in developmental, intercultural, and clinical populations.
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Introduction

Facial expressions are important communicative cues, guiding
behavior and social interactions. To be able to reliably and
quickly interpret these signals, humans have evolved complex
systems to successfully categorize facial expressions, i.e., Vvi-
sually discriminate among different expressions and general-
ize these differences across other facial variations, for
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instance, face identity. In humans, since the pioneering work
of Ekman and colleagues, six categories of facial expressions
(Fear, Anger, Disgust, Happiness, Sadness, Surprise), also
known as the “basic emotions” (Ekman & Friesen, 1971;
Ekman, 1993), have been suggested to be effectively transmit-
ted and decoded (Smith et al., 2005), and thus universally
recognized (Matsumoto, 2001; Izard, 1994; Elfenbein &
Ambady, 2002 for meta-analysis; but see also Jack, Sun,
Delis, Garrod, & Schyns, 2016, revealing only four universal-
ly recognized expressions).

One of the most common methods for measuring human
expression categorization is by asking participants to select a
given label for a static displayed facial picture (Calvo &
Lundgvist, 2008; Ekman, 1993; Palermo & Colheart, 2004;
Russell, 1993, 1994; Tottenham et al., 2009). A common
finding of these studies is that these six expressions are rec-
ognized well above chance level and many of them even
above 70% (Calvo & Lundqvist, 2008; Ekman, 1993;
Palermo & Colheart, 2004; Russell, 1993, 1994; Tottenham
et al., 2009). Fear is generally the least accurate and the
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slowest expression identified in explicit behavioral categori-
zation tasks (e.g., for a review Calvo & Lundqvist, 2008),
while the categorization of Happiness outperforms all other
expressions. Yet, not all expressions are as easily recognized
as Happiness: Fearful facial expression often is misjudged as
Surprise. Similarly, disgusted faces often are perceived as an-
gry and vice versa. This confusion among the facial expres-
sions could be partly due to overlapping signals used to trans-
mit them, thus making some expressions perceptually more
similar to one another. For example, for both Fearful and
Surprised expressions, the upper lids of the eyes are widely
pulled and the mouth often is open. A common signal for
Disgust and Anger is the wrinkling around the nose.

Often this simplified method of studying facial expression
categorization has been criticized (Barrett, Adolphs, Marsella,
Martinez, & Pollak, 2019; Russell, 1993). For instance, par-
ticipants’ performance varies depending on the task format.
Providing the participants with a label to choose from can
increase the recognition performance compared with a free
labeling task (for a review Russell, 1993). In particular cir-
cumstances, it also can lead to high agreement rates despite
the presented expression not being correctly labeled (Russell,
1993). For example, in a forced-choice experiment, when par-
ticipants were shown an angry expression they categorize it as
Anger on average 12.5%, and more often as Frustration (on
average 40%) or Determination (on average 31.7%) (Russell,
1993). Furthermore, only modest correlations have been
found between a perceptual matching task in which a partici-
pant has to leave an odd expression and an explicit labeling
task (Palermo et al., 2013), suggesting at least partial indepen-
dence of labeling and discrimination of facial expressions.

Finally, when facial expressions are presented briefly and
backward masked, precluding further processing of the stim-
ulus (Maxwell & Davidson, 2004, Milder et al., 2008, Neath
& Itier, 2014), a different pattern of observations emerges. In
these conditions, Happiness is still the expression that is
categorized the fastest, but the differences found in the
free-viewing literature between the other facial expressions
are not observed (Milders et al., 2008). In fact, in some cases,
the categorization of fearful faces is performed better than
the categorization of angry faces (Maxwell & Davidson,
2004) and can be as good as the categorization of happy
faces.

The short review of the literature above indicates that an
important and unresolved issue is the extent to which these
laboratory observations obtained during explicit categoriza-
tion tasks truly reflect visual discrimination among facial ex-
pressions. Indeed, the findings of rapidly presented facial ex-
pressions suggest that performance at facial categorization in
explicit behavioral tasks when images are presented for fairly
long periods of time might not only be influenced by visual
similarities between facial expressions but also by higher-
order conceptual or decisional factors. For instance, a happy

expression may not be particularly distinctive in terms of
physical information, but because it is the only clearly positive
expression, it may be systematically judged as being more
distinctive than others in explicit behavioral tasks, especially
when observers can make their judgments over several sec-
onds. Alternatively, most of the basic emotions are negative,
their categorization might be more difficult as the perceiver
needs to exclude more options as a possible answer, thus
making Happiness categorization the easiest.

To clarify the extent to which the facial expressions of the
basic emotions are different from one another at the percep-
tual level, researchers have asked human observers to rate
pairs of expressions on similarity (Adolphs, 1999; Hamann
& Adolphs, 1999). Participants tend to perceive as more
similar expressions that are often confused with each other,
such as Fear and Surprise; Disgust and Anger; Sadness and
Neutral (e.g., the control group in Adolphs, 1999). Recent
studies have further advanced this topic by comparing re-
sponses within face-selective areas and the perceived simi-
larity among the expressions by using functional magnetic
resonance imaging (fMRI) to estimate the similarity struc-
ture of the neural representation of the basic emotions with
multivariate pattern analysis (MVPA; Haxby et al., 2011;
Kriegeskorte et al., 2008). The results of these studies have
suggested that pairs of expressions that are categorized as
more similar to one another show similar neural patterns
within face-selective temporal cortices (Said et al., 2010;
Saariméki et al., 2015; Sormaz et al., 2016). The resulting
classification accuracies are frequently interpreted as evi-
dence for a discrete signature of the particular expression
(Saariméki et al., 2015; Said et al., 2010). However, classi-
fication performance—i.e., discrimination of facial
expressions—in such studies is often very low (slightly sig-
nificant above chance, where chance level could be as low as
16.66% when all six basic expressions are considered) and is
distributed across several brain structures, challenging the
interpretation that these neural patterns are fingerprints of
discrete representations of facial expressions (Clark-Polner
et al., 2017). More generally, the slow accumulation of indi-
rect neural activity in the visual cortex as measured in fMRI
can be influenced by feedback from higher-order regions and
is thus not well suited for isolating responses reflecting vi-
sual discrimination.

In light of the above considerations, it should be clear
that the extent to which the six basic human facial expres-
sions differ perceptually remains unknown. To shed light
on this issue, we quantified humans' discrimination of the
six basic facial expressions under tight temporal con-
straints with an implicit and highly sensitive electrophys-
iological measure. In the main experiment of our study,
participants were first presented with a given facial iden-
tity expressing an emotion (e.g., a happy face) at a rapid
rate of 12 Hz (i.e., 83.33 ms stimulus onset asynchrony).
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This stimulation sequence was presented while directly
recording neural activity with high-density scalp electro-
encephalography (EEG) to isolate perceptual facial ex-
pression discrimination without a potentially confounding
explicit facial expression discrimination task. Critically,
changes in facial expression (e.g., from happy to sad)
were inserted periodically—here every nine images (1.33
Hz). In these conditions of fast periodic visual stimulation
(FPVS), the brain synchronizes its activity to this presen-
tation rate, generating neural responses at 12 Hz and
1.33 Hz and their harmonics that can be observed in the
EEG spectrum exactly at these frequency rates (Regan,
1966, 1989; Norcia et al., 2015; Dzhelyova et al., 2017).
Critically though, the 1.33 Hz response is observed only if
the two expressions are discriminated from one another.
This response can then be objectively (i.e., at predefined
frequencies) identified and quantified in the EEG frequen-
cy domain. Hence, we are in a position to isolate and to
quantify the contrast between basic facial expressions in
the context of brief changes occurring in a continuous
perceptual flow, without any explicit task. Using such a
paradigm previously validated by contrasting neutral to
expressive faces (Dzhelyova et al., 2017; see also Leleu
et al., 2018), we contrasted the changes between the 6
universal facial expressions against each other (e.g.,
Disgust to Fear, etc.), i.e., 30 two-by-two discriminations
while recording EEG. In doing that, we were able to ob-
jectively measure visual discrimination between facial ex-
pressions and evaluate if this discrimination is context-
dependent (i.e., contingent on the expression presented
as a common face). We expected that facial expressions
that are often misjudged as others due to perceptual sim-
ilarity would lead to a weaker discrimination response
than a contrast between perceptually distinct expressions.
In addition, we compared the similarities of the discrimi-
nation response obtained with FPVS-EEG and the percep-
tual similarities as measured by explicit behavioral tasks.
In comparing these two measures, we were able to assess
perceptual and neural similarities among brief changes in
facial expressions.

Methods
Participants

Fifteen right-handed volunteers (9 males, 22.87 £2.774 years)
participated in the study. They had no prior history of neuro-
logical or psychiatric problems and had a normal or corrected-
to-normal vision. All participants provided signed and in-
formed consent and were paid an amount according to their
testing time. The study was approved by the Biomedical
Ethical Committee of the University of Louvain.
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Stimuli

Sixteen identities (8 males) from the Karolinska database
(Lundqvist et al., 1998), displaying the six basic emotions
(Anger, Disgust, Fear, Happiness, Sadness, and Surprise)
were used as stimuli. The faces were in a frontal view with
forward eye gaze. They were colored photographs with glob-
al luminance equalized during the presentation. The image
size was set to 4.81° (width) x 7.19° (height) with external
features, such as ears and hair, placed against a grey back-
ground (RGB: 153, 153, 153, examples in Fig. 1). To esti-
mate the image similarities, a physical dissimilarity index for
each expression contrast was calculated. Expressive faces
were first converted to greyscale images. Then, pixel-wise
correlations between every two expressive faces were com-
puted and averaged across individual faces. By subtracting
these correlations from 1 and multiplying by 100, a physical
dissimilarity index was obtained for each expression contrast
(Leleu et al., 2018). The results for this image similarity
measure can be found in the supplementary material: Pixel
Similarity Measure.

Procedure

The experiment consisted of two separate sessions: an EEG
session followed by a behavioral session, conducted a week
apart for all participants. The EEG session was always record-
ed first, because having the participant performed expression
related tasks might influence their performance during the
EEG recording session. The behavioral session is reported
first.

Behavioral session

Participants were comfortably seated at Im distance to the
screen and performed three explicit behavioral tasks: a
forced-choice face-labeling task, an expression similarity rat-
ing task, and an expression change detection task. The forced-
choice face labeling and expression similarity rating tasks
were similar to the tasks used in previous studies, which gen-
erally demonstrated the lowest discrimination and categoriza-
tion performance for fearful faces (Calvo & Lundqvist, 2008;
Ekman, 1993; Palermo & Coltheart, 2004; Russell, 1993,
1994; Tottenham, et al., 2009). The order of the tasks was
counterbalanced across participants. Participants performed
the tasks at their own pace and were allowed to take breaks
between them. The duration of the whole behavioral session
lasted approximately 1.5 hours.

Forced-choice face labeling task All facial expression stimuli
(16 identities x 6 basic expressions) were randomly presented
four times, resulting in 384 trials in total. Repetitions were
used to guarantee data reliability and as the performance did
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Fig. 1 Stimuli examples and experimental design of the FPVS
experiments. A) The combination of all facial expressions, resulting in
30 pairwise contrasts. Note that the same expressions (e.g., Happy and
Happy, hence the blank grids) are not contrasted in the EEG design. B)
[llustration of the fast periodic visual stimulation (FPVS) paradigm dur-
ing EEG recording. Facial images of one identity with one of the basic
expressions (e.g., Happiness - common emotional face) are sinusoidally
presented at 12 Hz, reaching full contrast halfway through the cycle.
Every ninth image is the same identity but with a different expression
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(e.g., Disgust — deviant emotional face or change of expression to dis-
gust). The trial duration is 54 sec, including a sequence of 50 sec and 2 sec
of gradual fading in and fading out of the images. C) Expression change
detection task in FPVS. An expressive face (e.g., happy) is presented at
12 Hz (~ 83 ms). Fifteen times during the 54-sec trials pseudo-randomly
separated at least 2-sec apart, the same individual appears with a different
expression (e.g., disgusted). The participants’ task is to detect changes in
facial expressions
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not differ among them, F (3, 285) = 0.836, p = 0.462, data
were averaged across the repetitions. In each trial, one facial
image was centrally presented on the screen along with six
emotion labels (1. Happiness; 2. Fear; 3. Surprise; 4. Sadness;
5. Disgust; 6. Anger), appearing below the facial stimulus.
Participants were instructed to choose the label that best
matched the given facial expression by pressing the corre-
sponding number on the computer keyboard. Each display
was presented until the participants responded. Once the re-
sponse was given, a blank screen was shown for a random
period, varying between 50 to 150 ms.

Expression similarity rating task Each trial started with a black
fixation cross, centrally shown for a period varying between 50
and 150 ms, followed by a pair of facial stimuli. The pair of
stimuli was made of two different identities, displaying either
the same or different expressions, presented on each side of the
fixation cross. A 7-point scale was shown below the faces (1 =
identical, and 7 = extremely different), on which the partici-
pants rated the similarity of the given facial expressions.
Participants were explicitly instructed to provide their ratings
not based on the identity of the faces, which differed at every
trial, but solely based on the emotional expression. All possible
combinations, including the combinations of the same expres-
sions, were examined in this task, thus resulting in 36 expres-
sion contrasts. The gender of facial stimuli was counterbalanced
by presenting the following four gender combinations for each
emotion contrast: a male with a male; a female with a female; a
male with a female; a female with a male. Moreover, each
combination of an emotional contrast and gender combination
was repeated twice, resulting in 288 trials in total: 36 expression
contrasts x 4 gender combinations x 2 repetitions. The perfor-
mance on the two repetitions was not significantly different
from each other for all emotion conditions across the 15 partic-
ipants, ¢ (143) = 1.453, p = 0.149, indicating consistency of the
data between the first and the second repetition.

Expression change detection task A last behavioral task de-
signed based on the EEG experiment also was implemented.
In this task, for each participant, the same facial stimuli as in
the EEG session were presented. In a given sequence, an in-
dividual displaying one of the facial expressions (e.g., fearful
face) from the 30 pairwise expression contrasts was repeatedly
presented at a rapid 12 Hz rate by means of sinusoidal contrast
modulation (Dzhelyova et al., 2017, Experiment 2) for 54
seconds, including 2 seconds of fade in and fade out. The
image of the same individual but with another facial expres-
sion (i.e., Happiness) appeared at nonperiodic intervals 15
times in a sequence. The distance between the changes to a
different expressive face varied between 2 and 6 sec. All par-
ticipants were instructed to look at the fixation cross and to
press the space key as soon as they detect the change in emo-
tional expression.
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EEG session

Participants were seated comfortably in a dimly illuminated
room at a distance of 1 m from the computer screen. Fifteen
pairs of facial expressions were used in the experiment com-
bined by grouping each of the facial expressions with the
remaining five facial expressions (e.g., Happiness with
Sadness, Happiness with Fear, etc.). Each expression from
the 15 pairs was used once as a deviant face (measuring
changes in an expression) and once as a common face,
resulting in 30 pairwise contrasts (Fig. 1A). Therefore, there
were 60 stimulation sequences in total (each contrast was pre-
sented with 1 female and 1 male individual), the order of
which was fully randomized for each participant. Each partic-
ipant saw only one of the female and male facial identities for
all of the expression contrasts. A different combination of two
facial identities was selected and displayed for every partici-
pant. Each sequence started with a fixation cross displayed for
2-5 s, followed by 2 s of gradual stimulus fade in, 50 s of
stimulation sequence, and 2 s of gradual stimulus fade out
(Fig. 1). Thus, the EEG session lasted around 1.5 hours in-
cluding breaks. The stimulation fade in and fade out were set
to avoid abrupt eye-movements or blinks at the beginning or
near the end of a sequence. Matlab 7.8 (R2009a) with
PsychToolbox was used for stimulus display. Stimuli were
presented through a sinusoidal contrast modulation as in many
previous studies (e.g., Alonso-Prieto et al., 2013; Rossion &
Boremanse, 2011). A practical advantage of this mode of
stimulation is that it is a smoother stimulation mode than the
square wave stimulation, thus making the experiment more
comfortable for the participant. In addition, the visual stimu-
lation was presented almost all the time, creating a continu-
ously changing percept.

In each sequence, an emotion contrast (e.g., Fear and
Happiness) was randomly selected. The common emotional
face of the contrast was repeated throughout the whole se-
quence at a periodic frequency rate of 12 Hz (F). A presenta-
tion rate above 10 Hz for face stimulation should evoke re-
duced activity over occipito-temporal regions, with a maxi-
mum at medial occipital sites (Alonso-Prieto et al., 2013), thus
spatially separating better the general visual response (i.e. on-
set of the face against the background) from the expression
change response. The deviant emotional face (change of emo-
tion) was presented at fixed intervals of every nine faces (i.e.,
F/9, 1.33 Hz). Moreover, as in our previous study (Dzhelyova
etal., 2017), facial images randomly changed in size (between
90% and 110%, 4% steps) at every cycle to avoid facial ex-
pression discrimination based on low-level image properties
(Fig. 1B). In order to maintain the attention of the participants
high and constant during the experiment, they were asked to
press a response key when a fixation cross randomly changed
its color from black to red, 10 times within every sequence.
The duration of the color change was 300 ms. The fixation
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cross was presented in the center of the face stimuli, just below
the eyes, which is the optimal fixation point for face percep-
tion (Peterson & Eckstein, 2012). Participants also were
instructed to pay attention to the faces, which appeared on
the screen. The performance of the color change detection of
the fixation cross task was averaged across conditions with the
same change of expression independently of the facial expres-
sions used as common faces (e.g., fearful face as deviant and
all other facial expressions as a common emotional face).
Thus, the accuracy (ACC) rates and correct response times
(RTs) of the color change detection task were calculated for
each of the six basic emotions presented as deviant facial
expressions (Expression Change: Anger, Fear, Disgust,
Happiness, Sadness, Surprise). No significant differences
were found for the accuracy rates, F (5, 70) = 1.192, p =
0.32, or RTs for correct trials, F' (5, 70) = 0.269, p = 0.929.

EEG acquisition

EEG activity was recorded via a BIOSEMI Active two ampli-
fier system (Biosemi, Amsterdam, Netherlands), with 128 Ag/
AgCl electrodes at 512 Hz. The electrodes include standard
10-20 system locations as well as additional intermediate po-
sitions. Eye movements were monitored with four electrodes
placed at the outer canthi of the eyes (HEOG) and above and
below the right eye (VEOG).

EEG preprocessing and statistical analysis

Preprocessing All EEG pre-processing steps were per-
formed using Letswave 5 (http://nocions.webnode. com/
letswave) and Matlab 7.8 (R2009a) (The Math works) and
were almost identical to our previous study (Dzhelyova
etal.,2017). EEG data were segmented to include 2 s before
and after each sequence, resulting in 58 s segments (—2 to
56 s). Then, it was digitally band-pass filtered at 0.10—
100 Hz with a Butterworth filter (4™ order). Artifact-
ridden or noisy channels were replaced using linear inter-
polation of the three neighboring channels; less than 5% of
all channels were interpolated for a given sequence. After
that, a common average reference computation was applied
to all channels.

Frequency analysis Preprocessed data segments were
cropped to an integer number of 1.33 Hz cycles beginning
4 s after the onset of the sequence until approximately 52 s
(~48 sec, 64 expression change cycles, 24576-time bins in
total). The first 4 s of each sequence were excluded to avoid
any contamination by the initial transient responses. The two
sequences were averaged for each of the 30 emotion con-
trasts. A Fast Fourier Transform (FFT) was then applied to
these averaged segments, and amplitude spectra were ex-
tracted for all channels (square root of the sum of squares

of the real and imaginary parts divided by the number of data
points). Thanks to the long time-window (48 s), frequency
analysis yielded spectra with a high-frequency resolution of
0.021 Hz (1/48), thus increasing SNR (Regan, 1989) and
allowing unambiguous identification of the response at the
frequencies of interest (i.e., 1.33 Hz and its harmonics for the
oddball rate; 12 Hz and its harmonics for the base rate). To
identify the presence of statistically significant responses at
the frequency of deviant stimuli presentation and its har-
monics, Z-scores were calculated (the difference between
amplitude at the frequency of interest and mean amplitude
of 20 surrounding frequency bins divided by the standard
deviation of the 20 surrounding bins; Rossion et al., 2012;
Dzhelyova et al., 2017). Only significant responses were
taken for analysis (Z-score > 1.64, p < 0.05 one-tailed).
First amplitude spectra across subjects separately for each
condition were averaged (i.e. grand averages), and then the
resulting grand-averaged spectra were pooled across all 128
channels. The majority of the 30 pairwise emotion contrasts
were significant for the first eleven harmonics of the expres-
sion change frequency (up to 14.66 Hz). For each partici-
pant, those harmonics (excluding the 12 Hz, corresponding
to the general response) were included in the quantification
of the discrimination response to changes in expression. This
summed baseline-corrected amplitudes response accounted
for 95.70 + 2.68 percent of the response of the 20 harmonics
(up to 26.67 Hz) for the 30 emotion contrasts. The 12 Hz
response showed significant 8 harmonics (up to 96 Hz),
which decreased in magnitude with increasing harmonic fre-
quencies. The first four harmonics were characterized by a
similar middle occipital topography and thus were included
in the quantification of the 12 Hz response.' To quantify
these responses, the baseline-corrected amplitudes were cal-
culated by subtracting the average amplitude of the 20 sur-
rounding bins (10 on each side, excluding the immediately
adjacent bin and the bins containing the highest and lowest
amplitudes).

General visual response — 12 Hz

We pooled the data across all conditions having the
same change of expression, independently of the facial
expression presented as a common stimulus (e.g., Anger
among Disgust was combined with Anger among Fear,
Anger among Happiness, etc.). This resulted in 6 aver-
ages, for which we could analyze separately the 12 Hz
rate.

The 12 Hz response focused over the medial occipital re-
gion, a distribution typical for stimulation rates above 10 Hz
(e.g., Alonso-Prieto et al., 2013; Dzhelyova et al., 2017).

! The pattern of results for the base rate did not change after the inclusion of
the second harmonic (24 Hz).
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Based on previous studies (Dzhelyova et al., 2017) and the
scalp distribution obtained when combining all facial expres-
sions, the medial occipital region was defined to contain chan-
nels POz, POOz, Oz, Oiz, and Iz. The extracted summed
baseline-corrected amplitudes over the MO region were eval-
uated with repeated measures ANOVA with factors
Expression Change (Anger, Fear, Disgust, Happiness,
Sadness, Surprise).

Response to deviant expressions (change in expression) —
1.33 Hz

The change in expression response was characterized by a
bilateral occipito-temporal response, a response characteristic to
high-level processing of visual stimuli (Alonso-Prieto et al.,
2013; Liu-Shuang et al., 2014; Lochy et al., 2016) particularly
for faces. To evaluate any hemispheric differences, two regions
of interest, ROIs (left and right occipital-temporal region) were
defined. The summed baseline-subtracted amplitudes were av-
eraged across five electrodes for each ROI: left occipito-
temporal (LOT): PO7, PO9, PO11, P7, P9; right occipital-
temporal (ROT): PO8, PO10, PO12, P8, P10. To assess the
response to deviant faces, we performed three types of analyses.

First, we analyzed differences in the amplitude of the expres-
sion change response (Anger, Fear, Disgust, Happiness,
Sadness, Surprise) independently of the facial expressions pre-
sented as a common stimulus. The extracted summed baseline-
corrected amplitudes were subjected to repeated-measures
ANOVA with factors Expression Change (Anger, Fear,
Disgust, Happiness, Sadness, Surprise) and RO/ (left, right).

Second, following this initial analysis, each of the six
facial expressions was evaluated separately to examine
any differences in the amplitude of the discrimination re-
sponse due to a specific contrast. Because there were no
significant hemispheric differences (see Results section) in
the response to deviant expressions (expression change),
the summed baseline-corrected amplitudes were averaged
over LOT and ROT ROIs and were subjected to repeated-
measures ANOVA with a factor Common Expression (the
remaining 5 expressions).

Lastly, we compared the two contrasts with the same pair
of expressions to evaluate whether the amplitude varied as a
function of the facial expression presented as a common stim-
ulus. To adjust for multiple comparisons, a sequential Holm-
Bonferroni correction (Hochberg & Tamhane, 1987) was ap-
plied to this additional analysis. A Greenhouse-Geisser cor-
rection for degrees of freedom was applied if Mauchly’s test
of sphericity was significant for all ANOVAs.

Individual analysis

To analyze the response at an individual level, individ-
ual’s FFT spectrum for each of the basic emotion
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expressions presented as deviant stimuli independently
of the expression presented as a common stimulus was
cropped, centered at the presentation of a deviant emotion
(1.33 Hz and the subsequent harmonics until 14.66 Hz,
excluding the response at 12 Hz), surrounded by the 20
neighboring bins, representing the noise level. Then, we
summed the spectrum, including the response and the
noise level and calculated a z-score for each frequency
bin. In the absence of a signal at the central bin of inter-
est, the value at this bin has 1 chance out of 21 (i.e., p <
0.05) to be the highest in the spectrum. To determine the
participants’ hemispheric dominance for each expression,
we calculated a lateralization index (RH-LH/RH+LH).
The lateralization index was subsequently classified as
left if it was < —0.2; as bilateral, if it was between —0.2
and 0.2, and as right-lateralized if it was > 0.2 (Centeno
et al., 2014; Trimmel et al., 2017).

Brain topographical analysis

Brain topographical analysis was performed to clarify
whether there were scalp distribution differences among the
six facial expression changes. In previous studies, a brief
change from neutral to happy expression was found to elicit
a more dorsal response over posterior electrodes compared
with the other expressions (Dzhelyova et al., 2017; Leleu
et al., 2018). Consequently, to evaluate qualitatively whether
the response among the basic human expressions differed,
normalization (McCarthy & Wood, 1985) of the individual
baseline-corrected amplitudes was applied. For each partici-
pant, the baseline-corrected spectrum for each condition was
first scaled by dividing the value at each electrode by the
scalp-wide root-mean-square value (i.e. the square root of
the sum of squares for all 128 electrodes) (McCarthy &
Wood, 1985). The normalized amplitudes were summed for
the significant expression change frequency and its harmonics
and then analyzed with repeated measures ANOVAs with
Expression Change (Anger, Disgust, Fear, Happiness,
Sadness, Surprise) and Electrode at anterior (66 electrodes)
and at posterior (62 electrodes) sites. Importantly, a significant
interaction between Expression Change and Electrode would
indicate topographical differences among the expressions.

Perceptual and neural similarity measures

To estimate the relationship between the perceptual and
neural similarity among the expressions, we compared the
expression change detection efficiency score (ES = ACC (pro-
portion correct)/RT (in sec) (Townsend & Ashby, 1978, 1983)
and the discrimination amplitudes. This comparison allowed
us to explore the 30 contrast and thus investigate whether the
asymmetries observed in the behavioral response matched the
ones found in the neurophysiological one (see Results). For
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each expression contrast, we averaged across trials and sub-
jects ES and the baseline-corrected amplitudes and z-
transformed them. These z-scores were arranged into similar-
ity matrices (Fig. 6A). We performed the analysis at a group
and at an individual level. A group r value was calculated by
correlating the perceptual similarity based on the expression
detection task and the neural similarity based on the discrim-
ination response, averaged across all participants. The individ-
ual relationship was estimated by applying, a linear mixed
model (function “lmer” in R; Bates, Maechler, Bolker, &
Walker, 2015) predicting the behavioral performance as a
function of the discrimination response over the PO region.
The explanatory variables were: Condition (within-partici-
pant, categorical fixed factor), baseline-corrected amplitudes
of the Expression Change (within-participant, continuous
fixed covariate), and Participant (random factor). These two
types of analyses were performed for both the 15 contrasts
resulting from averaging the contrasts with the same pairs of
expressions as well as for all 30 contrasts. Finally, to control
for the image characteristics of the stimuli we re-estimated the
correlation between the perceptual and neural similarity con-
trolling for the dissimilarity index of the images. Results with
the other behavioral tasks can be found in Supplementary
material: Perceptual and neural similarity measures.

Results
Behavioral tasks
Forced-choice face labeling test and expression similarity test

Both explicit behavioral tasks, requiring to match facial expres-
sions to labels or to relate/dissociate facial expressions con-
firmed the types of confusions that are typically observed in
such tasks (Adolphs, 1999; Calvo & Lundqvist, 2008;
Palermo & Coltheart, 2004; Tottenham, et al., 2009). Fear
was the least distinguishable expression, by far, and often was
misjudged as Surprise or Disgust and also the slowest expres-
sion matched to its label. In contrast, Happiness was the most
distinguishable expression. In addition, disgusted and angry
faces often were confused as each other and perceived to be
more similar. A detailed description of the results can be found
in the Supplementary material: Behavioral Results.

Expression change detection task

We performed three types of analyses. First, we evaluated the
behavioral performance on the task, independently of the ex-
pression presented as a common face. This allowed us to
compare the results of this novel task to the other two explicit
tasks. Second, we evaluated the confusability among the ex-
pressions by evaluating the accuracy rates and reaction time

latencies necessary to detect changes for each facial expres-
sion depending on the expression presented as a common
face. Finally, contrasts with the same pair of expressions were
compared to evaluate whether behavioral performance dif-
fered as a function of the expression presented as a common
face. For all post hoc tests, we applied sequential Holm-
Bonferroni correction for multiple comparisons.

Analysis independent of the common expression First, we
collapsed the accuracy (ACC) and correct response times
(RT) data of each expression presented as deviant stimuli
across the facial expressions used as common faces. A
repeated-measures ANOVA with a within-subject factor
Expression change (Fear, Anger, Disgust, Happiness,
Sadness, Surprise) revealed that the RTs were significantly
different among the basic emotions used as a deviant expres-
sion, F' (5, 70) = 10.683, p < 0.0001, nzp = 0.433. The dis-
crimination of Happiness and Surprise was performed the
fastest. After applying Holm-Bonferroni correction for multi-
ple comparisons, results revealed that Happiness was detected
significantly faster than all other expressions (ps < 0.007)
except Surprise, whereas changes to Surprise were detected
faster than changes to Anger and Sadness (ps < 0.0001). In
addition, changes to Disgust were detected faster than changes
to Anger (p = 0.014).

Comparable results were found when evaluating the accu-
racy and efficiency scores data and can be found in the
Supplementary material—Expression change detection task:
accuracy and efficiency scores.

Analysis depending on the common face To evaluate whether
the perceptual similarity of the expressions affected the dis-
crimination among the expressions in the explicit task, we
conducted additional analysis on response times and accuracy
scores for each expression separately dependent on the facial
expression used as a common face.

The response time data showed significant differences for
changes to fearful /F'(2.138,29.935)=6.982, p =0.003, nzp =
0.333], happy /F (4, 56) = 5.480, p = 0.001, nzp =0.281], sad
[F (4, 56) =10.078, p < 0.001, nzp = 0.419], and surprised /F
(1.975, 27.644) = 9.738, p = 0.001, nzp = 0.410] faces.

When present among angry and disgusted faces, fearful
faces were faster discriminated than when presented among
faces with happy, sad, or surprised expression (ps < 0.048).
Similarly, the discrimination of sad and surprised faces took
longer when present among fearful faces compared with their
discrimination among the other expressions (ps < 0.013).

The fastest discrimination of happy faces was among sad
expression (ps < 0.017). Additionally, the discrimination of
happy faces among surprised expression resulted in a signifi-
cantly shorter time than the discrimination of happy faces
among disgusted faces (p = 0.038; Table 1A). The lowest
accuracy for angry faces was observed when the common face
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Table 1. Results for the expressions change detection task. Response time in ms (A) and accuracy (B), score for all expression contrasts

Anger Disgust Fear Happiness Sadness Surprise

A Deviant expression

Common Expression Anger - 528.33 476.75 485.88 519.54 470.54
Disgust 567.99 - 481.36 493.99 510.07 478.26
Fear 551.31 523.81 - 495.56 593.50 547.27
Happiness 534.84 491.29 514.01 - 502.01 465.48
Sadness 536.58 539.80 515.59 451.88 - 489.97
Surprise 508.26 502.71 561.58 480.47 528.18 -
MEAN 539.79 517.19 509.86 481.55 530.66 490.30

B Deviant expression

Common Expression Anger - 0.77 0.84 0.89 0.71 0.92
Disgust 0.66 - 0.87 0.85 0.79 0.94
Fear 0.70 0.81 - 0.82 0.54 0.71
Happiness 0.77 0.87 0.83 - 0.83 0.94
Sadness 0.76 0.80 0.82 091 - 0.88
Surprise 0.79 0.86 0.62 091 0.78 -
Mean 0.73 0.82 0.80 0.87 0.73 0.88

was disgusted, reaching significance compared with the accu-
racy score when presented among happy (p = 0.049), sad (p =
0.016), and surprised (p = 0.009) faces. Additionally, the ac-
curacy dropped when angry faces were presented among fear-
ful faces than among surprised faces (p = 0.033).

The discrimination of fearful faces was least accurate when
they were presented among surprised (ps < 0.001).

In addition to these expressions: fearful /F (4, 56) =
11.851, p < 0.001, nzp = 0.458], happy [F (4, 56) = 3.158, p
=0.021,1°, = 0.184], sad /F (4, 56) = 14.122,p < 0.001,1%, =
0.502], and surprised /F'(2.192, 30.682) = 19.6, p < 0.001, nzp
= 0.583] faces, the evaluation of the accuracy data added
significant differences in the accuracy performance for chang-
es to angry faces [F (4, 56) = 2.742, p = 0.037, nzp =0.164].

Analogously to the low accuracy for the discrimination of
fearful faces among surprise expression, the lowest accuracy
for surprised faces was found when they were presented
among fearful faces (ps < 0.028). Additionally, the discrimi-
nation of surprised faces when presented among happy faces
led to less accurate discriminations than the discrimination of
surprised faces when presented among sad faces (p = 0.017).

The lowest accuracy scores when fearful faces acted as a
common face also were observed for sad expressions (ps <
0.007). Additionally, a difference in the accurate detection of
sad faces was found among happy and angry faces (p =
0.042). Finally, the discrimination of happiness among fearful
faces produced lower accuracy scores than among sad (p =
0.026) or surprised (p = 0.015) faces (Fig. 1S).

Analysis of expressions contrasts with the same pairs of ex-
pressions The final analysis evaluated if the explicit
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discrimination performance was affected whether the expres-
sion acted as a deviant or common face (e.g., context-depen-
dent). To this end, we compared all contrasts with the same
pairs of expressions. Five contrasts (Fear vs. Anger, Fear vs.
Sadness, Anger vs. Happiness, Happiness vs. Sadness, and
Surprise vs. Sadness) revealed significant differences for both
accuracy rate and response time latencies (ps < 0.023). The
Anger versus Surprise and Disgust versus Fear pairs differed
only in the response time latencies (ps < 0.005), whereas the
Anger versus Disgust and Disgust versus Surprise pairs dif-
fered only in the accuracy score (ps < 0.01).

In summary, the behavioral discrimination task under tight
temporal constraints confirmed Happiness as the most distin-
guishable expressions from the other five basic expressions.
Nonetheless, Surprise also was efficiently discriminated from
the other expressions, except when compared to Fear.
Interestingly, discriminating a deviant expression from com-
mon fearful faces often was associated with the lowest per-
formance. However, when Fear was used as a deviant ex-
pression, it was not the most difficult to discriminate; Sadness
and Anger were much more difficult to discriminate overall.
Compared with the other two behavioral tasks, the discrimi-
nation of Fear reached a better performance in the expression
change detection task. Regarding the two-by-two compari-
sons, Sadness, Disgust, and Fear were easily confused with
each other and resulted in low accuracy and long response
time for detection. Importantly, we also observed
asymmetries in the responses depending on whether the ex-
pression was presented as a common or as deviant face,
highlighting the importance of context when studying expres-
sion processing.
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EEG data
Frequency domain analysis

General response (12 Hz) and its harmonics Grand-averaged
SNR spectra showed clear responses at the 12 Hz base
stimulation frequency and its harmonics (24 Hz, 36 Hz,
etc.) (Fig. 2). The analysis of this response, which should
not differ across the different conditions, because it mere-
ly reflects the contrast between the facial images and the
background, focused over MO ROI. The repeated mea-
sures ANOVA on the summed baseline-corrected ampli-
tudes for the 4 harmonics of the 12 Hz response (12 Hz,
24 Hz, 36 Hz, 48 Hz) over the middle occipital ROI in-
dicated no difference in the amplitude among the basic
emotions presented as deviant expressions, Expression
change, F (1, 14) = 1.574, p = 0.179.

Expression change response (1.33 Hz) and its harmonics
Figure 3A shows clear facial expression discrimination re-
sponses for each of the six facial expressions presented as
deviant emotions. As found in previous studies (Dzhelyova
etal., 2017; Leleu et al., 2018), the discrimination response to
changes of Happiness was characterized by a dorsal-parietal
response over the right hemisphere. The weakest responses
were found for Sadness and Anger, followed by Fear,

whereas Surprise resulted in the largest contrast response.
The baseline-corrected amplitudes, summed for the significant
harmonics (1.33 Hz and the 11 consecutive harmonics exclud-
ing the 9™ harmonic, corresponding to the general visual re-
sponse), were analyzed over the left and right ROIs where the
maximal discrimination responses were found. The same pat-
tern of results was found when the response to deviant emo-
tion was evaluated over the whole scalp (averaged of the 128
channels), providing an unbiased measurement of the strength
of the discrimination response (see Supplementary material:
EEG results over the whole scalp).

Similarly to the behavioral task, we analyzed differ-
ences in the amplitude of the expression change response
(Anger, Fear, Disgust, Happiness, Sadness, Surprise) in
three ways. First, we evaluated the response independent-
ly of the facial expressions presented as a common stim-
ulus. The extracted summed baseline-corrected amplitudes
were subjected to repeated-measures ANOVA with fac-
tors Expression Change (Anger, Fear, Disgust,
Happiness, Sadness, Surprise) and ROI (left, right).
Second, following this initial analysis, each of the six
facial expressions was evaluated separately in order to
examine any differences in the amplitude of the discrim-
ination response due to a specific contrast. Because there
were no significant hemispheric differences (see Results
section) in the response to deviant expressions (expression
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change), the summed baseline-corrected amplitudes were
averaged over LOT and ROT ROIs and were subjected to
repeated-measures ANOVA with a factor Common
Expression (the remaining 5 expressions). Last, we com-
pared the two contrasts with the same pair of expressions
in order to evaluate if the amplitude varied as a function
of the facial expression presented as a common stimulus.

Analysis independent of the common expression
Repeated measures ANOVA with factors ROI (LOT
and ROT) and Expression change (Anger, Disgust, Fear,

Happiness, Sadness, Surprise) revealed no hemispheric
differences in the processing of the facial expressions, F
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harmonics (1.33 Hz and its harmonics to 14.66 Hz, excluding the base
rate 12 Hz) for each of the basic expressions. SNR = 1 indicates noise
level. B) Summed baseline-corrected amplitudes for each of expression
changes across left and right OT (occipito-temporal) ROIs

(1, 14) = 0.018, p = 0.89 (Fig. 3B). The main effect of
Expression change was significant, F' (2.53, 35.39) =
4.356, p = 0.014, np2 = 0.237. The discrimination re-
sponse to sad faces led to the weakest discrimination re-
sponse, which was significantly weaker than the discrim-
ination of happy (p = 0.005), surprised (p = 0.011), dis-
gusted (p = 0.041), and only demonstrated a trend to be
smaller than the response to changes to fearful (p = 0.058)
faces. The discrimination of Anger also produced low
discrimination response, significantly lower than the dis-
crimination of Disgust (p = 0.024) and Surprise (p =
0.005). In contrast, the strongest response was obtained
from changes to surprised faces, followed by changes to
disgusted and happy faces. In addition to being stronger
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Table 2. Summed baseline-corrected amplitudes for the discrimination of each deviant facial expression (expression change) from the other common
expressions across left and right OT ROIs. Common stimuli: A — anger; D — disgust; F — Fear; H— Happiness; SAD — sadness; SUP — surprised

Common expression

A D F H SAD SUR
Oddball expression Anger 0.561 0.847 0.654 0.712 0.803
Disgust 0.643 1.186 0.884 1.110 1.453
Fear 1.165 1.175 0.847 0.516 0.461
Happiness 1.076 0.794 0.828 1.018 1.307
Sadness 0.622 0.746 0.363 0.649 0.701
Surprise 1.530 1.615 0.387 1.160 1.019
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than the response to changes to sad and angry faces, the
expression change response to Surprise was stronger than
expression change response to Fear (p = 0.033). The in-
teraction between the ROI and Expression Change did not
reach significance, F (5, 70) = 0.86, p = 0.51.

Analysis depending on the common face

The additional analysis conducted to investigate the re-
sponse to each facial expression separately depending on the
facial expression used as a common face showed differences
for changes to fearful /F (4, 56) = 5.598, p = 0.001, nzp =
0.277], surprised /F (2.325, 32.550) = 8.122, p = 0.001, nzp =
0.367], disgusted [F' (2.367, 33,143) =4.276, p = 0.017, nzp =
0.234], and happy /F(2.615,36.608) = 3.057, p = 0.047, nzp =
0.179] faces (Fig. 4; see Table 2 for amplitude data).

When presented among sad and surprised faces, fearful
faces elicited a smaller discrimination response than when
presented among faces with any of the other expressions.
Applying Holm-Bonferroni correction revealed a significant
difference in the magnitude of the discrimination response
when fearful faces were presented among surprised and sad
faces compared with when fearful faces were presented
among disgusted (p = 0.004 among surprised and p = 0.007
among sad) and among angry (p = 0.019 among surprised and
p = 0.027 among sad) and reached only a trend to be signifi-
cantly smaller than the discrimination response to fearful faces
among happy faces (p = 0.047 fear among surprise and p =
0.032 fear among sadness). In addition, fearful faces among
disgusted faces resulted in a larger discrimination response
compared with fearful among happy faces (p = 0.035).

Analogously to the decreased amplitudes for the dis-
crimination response for fearful faces among surprised
faces, when presented among fearful expressions, sur-
prised faces led to the smallest discrimination response,
significantly smaller than the response when presented
among faces displaying any of the other basic emotions:
Disgust (p = 0.002), Sadness (p = 0.024), Anger (p =
0.005), or Happiness (p = 0.013). Moreover, the discrim-
ination of surprised faces among sad faces revealed the
second lowest response, which was significantly lower
than that of discriminating surprised faces among disgust-
ed faces (p = 0.016) and tended to be smaller than the
discrimination among angry faces (p = 0.047).

The discrimination of disgusted faces among angry faces
revealed the lowest response, which was significantly smaller
than the discrimination of disgusted faces among sad (p =
0.018) and surprised (p = 0.019) faces and tended to be small-
er than among fearful (p = 0.031). The discrimination of dis-
gusted faces among happy faces also elicited a lower response
than the other discrimination responses, which also was sig-
nificantly smaller than the discrimination of disgusted faces
among surprised faces (p = 0.009).

@ Springer

The last discrimination response that varied contingent on
the expression presented as a common face was the discrimi-
nation response to happy faces, due to smaller response to
changes to happiness when presented among fearful and dis-
gust faces compared with the other expression, significantly
smaller than when presented among surprise faces (p = 0.015
for fearful faces, p = 0.036 for disgust faces). A decreased
response to changes in another expression among fearful ex-
pressions also could be observed for sadness and surprise.
Specifically, response to changes to surprise when presented
among fear was significantly smaller than when presented
among anger (p = 0.005), disgust (p = 0.002), and happiness
(p =0.013).

Analysis of expressions contrasts with the same pairs
of expressions

Finally comparing the contrast with the same expressions,
we found that there were no consistent differences for the
majority of the contrasts with the same pair of expressions
when they appeared as a common or deviant face (expression
change) except for two contrasts: sad-happy and angry-
surprised that survived Bonferroni-Holm correction ps >
0.024 while the contrast happy-angry tended to differ (p =
0.032) depending on the position of the two expressions.

Individual response

At an individual level (Fig. 5A), significant responses (z >
1.64, p < 0.05) were observed for all expressions in 14 of 15
participants (1 participant did not show a significant response
for changes to disgusted faces). Restricting the response to the
left and right occipito-temporal region, again most participants
showed at least one significant electrode from all ten elec-
trodes. Participant 15 did not show a significant response for
changes to Disgust and Happiness (the topography of the re-
sponses was not specific to the frequencies of interest), and
participant 4 did not show a significant response for changes
to Fear (distributed over the MO region) and Sadness (distrib-
uted over the parietal region). The bilateral distribution at a
group level could be explained by the strong variation of in-
dividual topographies across the different expressions (Fig.
5B).

Scalp topography analysis

Scalp topography analysis was performed to examine the
scalp distribution differences among the responses to changes
to angry, disgusted, fearful, happy, sad, and surprised faces,
separately for the anterior and posterior half of the scalp split
along the midline. Normalized (McCarthy & Wood, 1985)
amplitudes were evaluated with repeated measures ANOVA
with Expression change and Electrode as factors. Importantly,
a significant interaction between Expression change and
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Electrode would indicate differences in the topographies,
hinting at a contribution from different sources. The interac-
tion was significant for posterior channels, F (305, 4270) =

T
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response over the ROIs in the left and the right hemisphere < +0.2 uV are
considered as bilateral and highlighted in grey. Note: S15’s lateralization
index for Disgust and Happiness discrimination is missing, S4
lateralization index for Sadness discrimination also is not displayed on
the figure due to low/absent responses within the ROIs

1.403, p < 0.001, nzp =(0.091, but not for anterior channels, F
(325, 4550)=1.110, p = 0.091, indicating that the topograph-
ical differences were mostly driven by posterior sites, possibly
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due mainly to the specific topographical distribution for dis-
crimination of Happiness compared with the discrimination of
the other expressions.

Based on the scalp distributions of Happiness discrimina-
tion and previous findings (Dzhelyova et al., 2017; Leleu
et al., 2018), we tested first specifically for topographical dif-
ferences for Happiness. Indeed, discrimination of Happiness
produces different topographies compared with all other ex-
pressions (ps < 0.002 happy vs. angry, F (61, 854) = 1.690, p
= 0.001, n2p = 0.108; happy vs. disgusted, F' (61, 854) =
1.654, p = 0.002, nzp = 0.106; happy vs. fearful, F (61, 854)
=1.727, p = 0.001, nzp = (.110; happy vs. sad, F' (61, 854) =
2.741, p < 0.001, nzp =0.164; happy vs. surprised, £ (61, 854)
=1.641, p = 0.002, nzp =0.105).

Additionally, topographical differences were found for
Anger versus Surprise (F (61, 854) = 1.423, p = 0.021, T]zp =
0.092), Fear versus Sadness (F (61, 854) = 1.529, p = 0.007,
nzp = 0.098), and Sadness versus Surprise (F (61, 854) =
1.786, p < 0.001, 1%, = 0.113).
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Fig. 6 Comparison of the perceptual similarity measures and the
discrimination response similarity. A) Similarity matrix for ES of the
expression detection task and the discrimination response over the PO
region. Scores and amplitudes are z-transformed. B) Correlations
between the perceptual similarity as measured by the ES of the
expression change detection task and the discrimination response over
the PO region, providing a direct measure of neural similarity between
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Summary of the EEG data

In summary, we found clear responses to brief changes (at a
single fixation, SOA = 83 ms) from an expressive face to
another expressive face, as indexed by a robust discrimination
response in the EEG, for all basic emotion. This response was
generally distributed over bilateral occipito-temporal sites,
typical of face perception, although, notably, there was no
right hemispheric advantage, unlike when contrasting a facial
expression to neutral faces (Dzhelyova et al., 2017; Leleu
et al., 2018). The amplitude of the response to changes of
expressions was contingent on the expression that needed to
be recognized; more subtle expressions, such as Sadness led to
a weaker discrimination response compared with more distin-
guishable expressions, such as Happiness, Disgust, and
Surprise. Furthermore, the magnitude of the discrimination
response depended on the expression used as a common stim-
ulus. The magnitude of the discrimination response was re-
duced when the common expression was perceptually similar

ANGER
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HAPPINESS
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SURPRISE

(v}

ES expression discrimiantion task

2 -1 0 1 2
Mean discrimination response (pV)

the 15 pairs of expressions over the left and right occipito-temporal re-
gions of interest. The positive correlations indicate that perceptually more
similar expressions (i.e., lower ES) lead to weaker EEG discrimination
responses. C) Individual estimates of the relationship between perceptual
and neural similarity among the expressions. ES = efficiency score (ES =
Accuracy (proportion)/RT(in sec)), PO = occipito-temporal region aver-
aged over the 10 electrodes of interest within the left and right hemisphere
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to the expression change observed in the sequence. For in-
stance, changes to fearful faces produced weak discrimination
responses when presented among sad and surprised faces.
Similarly, changes to disgusted faces elicited a weaker re-
sponse when presented among angry facial expressions than
among any of the other expressions. Interestingly, when fear-
ful faces were the common faces, they led to the weakest
discrimination response, not only for the perceptually similar
expressions, such as Sadness and Surprise but also for
Happiness. Importantly, these variations of the discrimination
response were not observed in the general visual response at
12 Hz and harmonics, suggesting that they highlighted higher-
level processing of facial expressions.

Relationship between the perceptual and neural
similarity among the six basic emotions

The pattern of results for facial expression discrimination re-
sponses was very similar to the behavioral performance,
hinting that perceptual similarity among the expressions could
explain the behavioral confusability among them as well as
the strength of the neural response (Fig. 6A). Happiness was
the most distinguishable facial expression across three behav-
ioral tasks. It was faster and more effectively identified and
detected than any of the other expressions. Similarly, changes
to Happiness elicited a large EEG discrimination response,
which was characterized by specific scalp topography, distrib-
uted dorsally compared with the other basic emotions. On the
contrary, Sadness and Anger were easily confused with other
expressions and resulted in low accuracy and long detection
time. These results agreed with the findings of the lowest
discrimination response for changes of Sadness and Anger.
It is noteworthy that Fear was the most confusable expression
in the forced-choice face labeling task and the expression sim-
ilarity rating task. The discrimination of Fear, however,
reached a better performance in the expression change detec-
tion task and a relatively large discrimination response for
changes to fear in EEG recording. In addition, when fearful
faces masked the other expressions, these led to decreased
expression discrimination responses. The z-transformed
values for the ES and baseline-corrected amplitudes for each
expression pair (averaged across trials and subjects) are ar-
ranged into a similarity matrix (Fig. 6A).

To directly test the relation between the perceptual and
neural similarity among the different expressions, we calcu-
lated the correlations between the ES of the expression detec-
tion change task and the neural similarity response measured
as the discrimination response among the 15 contrasts over the
averaged occipito-temporal ROIs. There was a strong correla-
tion between the neural and perceptual similarity of the basic
expressions (group » = 0.81, N = 15, p < 0.0001, confidence
interval [CI]=[0.51; 0.93], Fig. 6B, LMM estimate = 0.43, SE
=0.08, = 5.65, p < 0.001, Fig. 6C). These high correlations

indicate that when the perceived similarity of the six basic
expressions increases, as indicated by smaller ES, the FPVS-
EEG discrimination response is weaker. To exclude the pos-
sibility that this relationship was due to image characteristics,
we also evaluated the relationship between the indexes of
perceptual and neural similarity controlling for the image
physical dissimilarity index. The strong relationship between
the visual and perceptual similarities was still observed (group
r=0.79, p = 0.001).

Similarly, to account for the asymmetries found in both
responses behavioral performance and neural expression dis-
crimination we calculated the correlations among the 30 con-
trasts. The relation between the perceptual and neural similar-
ity remain strong (group » = 0.78, N = 30, p < 0.001, CI =
[0.58; 0.89], LMM estimate = 0.36, SE = 0.06, 1 =598, p <
0.001).

Discussion

We examined discrimination among the six basic facial emo-
tions both with behavioral and neurophysiological measures.
We collected implicit and explicit measures of facial expres-
sion discrimination by using FPVS while recording EEG or
behavioral responses. Three different behavioral tasks re-
vealed similar patterns of expression discrimination, suggest-
ing that expression misjudgments could be at least partially
explained by the perceptual similarity among them. During
the implicit discrimination response, different deviant facial
expressions were interleaved into a series of identical expres-
sive faces at regular intervals (12/9 Hz). Consequently, a ro-
bust discrimination response specific to the change in expres-
sions in the EEG spectrum was identified beyond explicit
behavioral requirements. This response was precisely local-
ized at the frequency rate of the expression change and was
distributed bilaterally over occipito-temporal regions.
Obvious expressions such as Happiness, Surprise, and
Disgust led to higher discrimination responses than subtle
expressions, such as Sadness and Anger, which produced the
weakest discrimination response. Furthermore, the response to
specific expressions was modulated by the common expres-
sion among which they were presented with more similar
expressions leading to weaker discrimination responses.
Interestingly, fearful faces showed an asymmetry in the re-
sponse with high discrimination response when needed to be
distinguished among most of the other basic emotions (e.g.,
Anger, Disgust, and Happiness). Yet, when presented as a
common face, fearful expression led to weak discrimination
response not only for perceptually similar expressions:
Surprise and Sadness, but also for perceptually dissimilar ex-
pressions (e.g., Happiness). Similar results were obtained with
the behavioral data. These observations were confirmed by a
correlational analysis revealing that the perceptual similarity
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among the expressions was highly correlated (r > 0.80) with
the discrimination response in the EEG, with a larger response
for expression contrasts which were more distinct (less
similar).

A robust and sensitive index of brief expression
changes

Behavioral evidence

In both behavioral and neutral FPVS measures, clear and ro-
bust expression discrimination responses were reliably found
across participants even at a short face stimulus SOA (83.33
ms). The short presentation of the stimuli forces the detection
of expression change to be done at a single glance. The target
expression is backward- and forward-masked by other expres-
sive faces in FPVS, which could impair elaborate processing
of the stimuli and further isolate the detection procedure from
general perceptual and cognitive functions (Dzhelyova et al.,
2017). Despite discrepancies found in previous behavioral
studies regarding the time necessary to process facial expres-
sions, 50 ms presentation or longer could guarantee the effec-
tive distinguishable discrimination performance for different
expressions (Neath & Itier, 2014). In agreement with these
findings, during our expression detection task, participants
show high accuracy for the detection of all expression con-
trasts, with an average ACC of 80.59%. Most importantly,
none of the contrasts showed accuracy lower than chance
level. Yet, although we observed high correlations with ex-
plicit tasks measuring the similarity among expressions fre-
quently used in the literature—similarity rating task and the
labeling of expressions (Adolphs, 1999; Calvo & Lundqvist,
2008; Hamann & Adolphs, 1999; Palermo & Coltheart, 2004;
Tottenham, et al., 2009), compared with standard behavioral
findings, there were some clear differences in the discrimina-
tion of fearful and happy faces. The discrepancy in the dis-
crimination of these two expressions could be accounted for
by several factors. In the explicit behavioral tasks, all emo-
tional stimuli were presented isolated until an explicit forced
evaluation is provided. The unlimited presentation duration
can provide enough time to process in-depth the perceived
stimuli rather than just to rely on perceptual encoding.
Therefore, the superiority effect for happiness could be ex-
plained not only due to its distinctiveness of physical features
(e.g., open mouth, Leppénen & Hietanen, 2004, 2007) but
also due to the influence of other cognitive processes, such
as a higher frequency of happy expressions occurrences than
the other negative expressions in everyday life (Ohman et al.,
2001) or an increased difficulty to discriminate among the
other negative expressions (Leppinen & Hietanen, 2004).
On the contrary, the fast presentation of serial stimuli in
FPVS could effectively rule out the possible influence of elab-
orate processing on emotion perception. Alternatively, it is
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possible that the tasks are tapping into different levels of ex-
pression categorization and hence different neural processes.
Admittedly, the discrimination of the facial expression does
not necessarily require expression recognition, while the ex-
pression labeling task, for example, requires recognizing the
expression and retrieving the emotional label. Yet, language
can have an impact on the explicit categorization of facial
expressions: A meta-analysis revealed that despite all expres-
sions being recognized well above chance, the recognition rate
varied substantially as a function of the language that the
participants spoke, with higher recognition rates for Indo-
European languages compared to non-Indo-European
(Nelson & Russell, 2013). This evidence raises questions
about what is facial expression recognition and does recogni-
tion require a verbal label? Given these findings, the results
could challenge the traditional understanding of expert expres-
sion processing and open a window to evaluate human exper-
tise in expression perception under tight temporal constraints.

Neural evidence

In addition to the explicit discrimination and detection of
changes in facial expressions among the basic emotions, we
provided a robust implicit measure of expression discrimina-
tion. Despite the high interest in the topic and the discovery of
common (Haxby et al., 2000) and separable (Damasio et al.,
2000; Blair et al., 1999) neural mechanism for processing the
facial expressions associated with the six basic emotions, cur-
rently, there is little consensus whether the six basic expres-
sions have a clear “brain marker” (see Barrett & Wager, 2006
and for opposing view Vytal & Hamann, 2010). Finding a
specific pattern of activation for each expression that distin-
guishes among the basic emotions is challenging using typical
neuroscience approaches (e.g., fMRI; EEG in response to
transient events, i.e., event-related potentials). Here with
FPVS coupled with EEG, we were able to provide for the first
time sensitive neural discrimination responses between all fa-
cial expressions, at both the group and individual level. This
success is due to several factors: the high sensitivity of the
FPVS-EEG approach, the objective quantification of the re-
sponse in the frequency-domain, but also because, rather than
measuring separately the response to each of these expressions
(against a uniform visual field), the fact that the paradigm
directly contrasts two facial expressions, isolating their differ-
ence. Due to its high sensitivity and objectivity, this approach,
therefore, opens an avenue to investigate difficult to test pop-
ulations, such as infants, young children, patients with
socioemotional dysfunctions (see Leleu et al., 2019; Van der
Donck et al., 2019, 2020), or cross-cultural samples where
language barriers could account for at least some of the dis-
crepancies observed in expression perception.

The periodic changes of the expressions led to a robust
discrimination response distributed over bilateral occipito-
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temporal sites. Hemispheric specialization for facial expres-
sions has been a topic of debate for several decades (Borod,
1998; Etcoff, 1984; Davidson, 1992; Gazzaniga & Smylie,
1990; Gur, Skolnicj & Gur, 1994; Harris et al., 2012;
Mandal, Tandon & Asthana, 1991; Sato et al., 2004;
Tsuchiya et al., 2008). Indeed, the right hemisphere involve-
ment in processing of facial expressions as evidenced by le-
sion studies and neuroimaging (Borod, et al., 1998; Etcoff,
1984; Gazzaniga & Smylie, 1990; Harris et al., 2012; Sato
et al., 2004; Tsuchiya et al., 2008) has been challenged if the
onset of injury is controlled (Abbott et al., 2014). In our study,
we observed changes in the hemispheric specialization for the
different expressions but also within participants, the pattern
of hemispheric dominance varied depending on the discrimi-
nated expression, which can partially explain the absent
lateralization.

One might ask, which are the structures responsible for
coding of the facial expressions? Admittedly, it is difficult to
estimate the neural sources leading to the occipito-temporal
distribution due to the inversion problem characteristic for the
EEG method. Yet, a distributed pattern of activation within
face-selective regions, particularly the pSTS (Said et al., 2010;
Sormaz et al., 2016) has been linked to the perceptual similar-
ity among expressions. The distributed representation of facial
expression, however, also might extend beyond this region.
Using intracerebral recordings, facial expressions can be
decoded in the fusiform face area (FFA), yet evidence that
the perceptual similarity is linked to the activation within the
FFA is lacking (Sormaz et al., 2016), possibly due to low
sensitivity of fMRI decoding approaches.

The occipito-temporal distribution was common to all ex-
pressions, except for changes to Happiness, which had a spe-
cific distribution spreading dorsally. This particular spatial
signature on the scalp for Happiness hints at least at partially
separated neural population coding for this expression and
was previously observed in the studies investigating changes
of expression from neutral to expressive faces (Dzhelyova
etal.,2017; Leleu et al., 2018). These findings are found using
two data sets of posed expressions (KDEF and stimulus set
used in Durand et al., 2007; Leleu et al., 2018 ), yet in future
studies, it is important to assess their generalizability to more
natural sets of stimuli such as subtle and/or dynamic facial
expressions.

The relation between perceptual and neural similarity

The amplitude of the discrimination response to changes
in expressions varied depending on the perceptual simi-
larity among the expressions which need to be discrimi-
nated. Both behavioral tasks and EEG measurements sug-
gested that the subtle expressions produced weaker re-
sponses than more explicit expressions. Generally, the
discrimination of changes to Happiness, Disgust, and

Surprise elicited the largest oddball response in EEG
and implied a quicker detection compared with the other
expressive faces, possibly due to larger perceptual dis-
crepancy (e.g., open mouth, Leppdnen & Hietanen,
2004, 2007). On the contrary, Sadness and Anger, which
were easily confused with other expressions (Bombari
et al., 2013; Calvo & Lundqvist 2008; Palermo &
Coltheart, 2004), were related to decreased neural dis-
crimination response. Fearful expressions fell somewhere
in between. Interestingly, Fear did not produce the
smallest discrimination response often observed in behav-
ioral studies. From an evolutionary perspective, fearful
expressions are crucial for survival and thus attention
grabbing expression (Ohman et al., 2001; Wilson &
MacLeod, 2003; Yiend & Mathews, 2001).

Most importantly, the neural measures of expression
discrimination were highly correlated with their corre-
sponding detection performance in a fast presentation
nonperiodic oddball paradigm. This relation could not be
explained solely by the image characteristics, because the
image dissimilarity indices were not related to the EEG or
behavioral responses obtained with the FPVS paradigm.
Furthermore, we observed asymmetries in some pairs of
expressions depending on whether they were presented as
common or deviant stimuli. Compared with earlier studies
investigating the relationship between the perceptual and
neural measures, our results revealed stronger correlations
possibly since the neural similarity was estimated directly
by comparing the discrimination response between a pair
of expressions without any post calculations. For a com-
parison purpose, the correlation between the neural simi-
larity extracted through decoding approaches of the basic
expressions and the mean similarity rating of behavioral
tasks reached only moderate relationships in previous
studies (e.g., Said et al., 2010, r = 0.36; Saariméki et al.,
2015, r = 0.43). In addition, the high correlation found
here could be explained by the similar structure of the
tasks relying predominantly on perceptual discrimination,
while in previous studies neural similarities are compared
to perceptual similarities based on behavioral tasks (e.g.,
similarity ratings), which might be influenced not only
perceptual similarity but also other higher cognitive
processes.

Asymmetries in facial expression processing

The last important finding of our study is that we observed
context-dependent modulation of the responses depending on
the expression presented as a common or a deviant face. These
asymmetries were present both at the behavioral and the neu-
ronal levels. Yet, it seemed that participants were more affect-
ed at a behavioral level than the implicit neuronal response,
suggesting that these asymmetries are probably based on
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higher-order conceptual or decisional factors reflected in the
explicit judgments.

Particularly strong asymmetries were observed for fear-
ful faces. Fearful faces were well discriminated when pre-
sented as a deviant face. Yet, when presented as a com-
mon face, they led to reduced discrimination not only for
perceptually similar expressions but also for perceptually
different expressions. This finding is well-aligned with a
recent study that used repetition suppression design and
observed that fearful expression was the expression pro-
ducing the strongest repetition suppression responses
(Turano et al., 2017). In line with the evolutionary expla-
nation of the importance of quick detection of fearful ex-
pression, this facial signal also leads to delayed attention
disengagement (Georgiou et al., 2005) even in young in-
fants (Peltola et al., 2008). Some evidence supporting this
delayed disengagement hypothesis could be found in our
discrimination measures: when fearful faces were present-
ed as common face stimuli, a decreased discrimination
response was obtained not only to the perceptually similar
expressions but also to expressions that are more distinct
such as happiness for example.

In addition to fear, other expressions also produced asym-
metrical responses when they were presented as a deviant or a
common face. Happiness, for example, also was detected
faster among negative expressions in explicit behavioral tasks.
This could be a result of a “pop-out effect” of this clearly
positive expression, a finding often reported in visual search
or discrimination tasks (e.g., Calvo & Marrero, 2009; Calvo &
Nummenmaa, 2008). Taken together, this evidence highlight-
ed the importance of context in perceiving facial expressions
(e.g., Aviezer, Bentin, Dudarev, & Hassin, 2011; Barrett,
Mesquita, & Gendron, 2011; Carroll & Russell, 1996) and
emphasized its importance for interpreting and decoding facial
expressions.

Conclusions

With a few minutes of recordings, we provided a robust and
sensitive discrimination response for each expression of the
basic emotions over occipito-temporal sites. In contrast to be-
havioral studies, expressions of Happiness did not differ quan-
titatively as much in EEG as behavioral subjective judgments
suggest, but it differed from all other expressions in terms of
scalp topography. Fearful faces showed an asymmetry in the
response with high discrimination response when needed to
be recognized among the other basic emotions; however,
when presented as a common face led to weaker discrimina-
tion response even for perceptually dissimilar expressions.
Despite these differences with behavioral studies, we found
a tight relationship of the similarity matrices across facial ex-
pressions obtained for implicit EEG responses and behavioral
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explicit measures collected under the same tight temporal con-
straints. Given the implicitness of the task, the short recording
time, and the robustness of the results, applying this new ap-
proach in developmental, intercultural, and clinical popula-
tions could pave the way for more thoroughly understanding
facial expression discrimination.
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