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Abstract
The present study attempts to better identify the neurophysiological changes occurring during flow experience and how this can
be related to the mobilization of attentional resources. Self-reports of flow (using a flow feelings scale) and attention (using
thought probes), autonomic activity (heart rate, heart rate variability, and breathing rate), and cerebral oxygenation (using near-
infrared spectroscopy) in two regions of the frontoparietal attention network (right lateral frontal cortex and right inferior parietal
lobe) were measured during the practice of two simple video games (Tetris and Pong) played at different difficulty conditions
(easy, optimal, hard, or self-selected). Our results indicated that an optimal level of difficulty, compared with an easy or hard level
of difficulty led to greater flow feelings and a higher concentration of oxygenated hemoglobin in the regions of the frontoparietal
network. The self-selected, named autonomy condition did not lead to more flow feelings than the optimal condition; however,
the autonomy condition led to greater sympathetic activity (reduced heart rate variability and greater breathing rate) and higher
activation of the frontoparietal regions. Our study suggests that flow feelings are highly connected to the mobilization of
attentional resources, and all the more in a condition that promotes individuals’ choice and autonomy.

Keywords Flow experience . Attention . Psychophysiology . Parasympathetic-sympathetic systems . NIRS . Frontoparietal
network

It is crucial to understand what happens in the brain when
individuals perform an activity and feel at their best. The

concept of flow has been introduced to describe this typical
psychological state occurring when a person produces an opti-
mal performance in a task and experiences feeling of enjoyment
(Csziksentmihalyi, 1975, 1990). Another central aspect of the
flow state is the subjective experience of heightened concentra-
t ion and absorption in the ongoing performance
(Csziksentmihalyi, 1990; Moneta & Csziksentmihalyi, 1996).
However, the relation of flow with attention has not been the
subject of a specific investigation. Moreover, the flow state has
also the particularity to be defined as a peculiar state of attention
as it would requires no mental effort (Ullén, de Manzano,
Theorell, & Harmat, 2010) in contrast to most attentive states
that typically require mental effort (see Kahneman, 1973;
Posner, 1990). So, it is still unknown if flow really mobilizes
the physiological and neural resources commonly related to
attention. Using psychological, physiological, and neurophysi-
ological indexes of attention during a task performance, the
present study attempts to answer this question.

The term of sustained attention is used to describe the sit-
uation where heightened concentration is maintained when
performing a specific task. Traditionally, such attentive state
has been linked to the mobilization of resources (Kahneman,
1973). This engagement of resources can be seen at a physi-
ological level as sustained attention during a task performance
typically leading to a state of high arousal, suggesting a
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positive sympathovagal balance (Pribham & McGuiness,
1975). In other words, the autonomic system is altered in a
way that the sympathetic branch is activated and the parasym-
pathetic branch is down-regulated during sustained attention,
which can be observed through many peripheral indices such
as cardiac or respiratory measures (e.g., Richards, 1987;
Zanstra, Schellekens, Schaap, & Kooistra, 2006). At a neural
level, sustained attention in a task also mobilizes resources as
it is related to the activation of a large network of cortical
structures, called the frontoparietal attention network. This
network includes regions that are mainly located in lateral
parts of the frontal and parietal cortices, such as the dorsolat-
eral prefrontal cortex, the inferior frontal gyrus, the inferior
parietal lobe, or the intraparietal sulcus. Also, it has been fre-
quently reported that this frontoparietal attentional network
has a right lateralized dominance (Cabeza & Nyberg, 2000;
Coull, 1998; Lim et al., 2010; Ogg et al., 2008; Paus et al.,
1997). Interestingly, this network has often been shown to
work in an anticorrelated fashion with the default mode net-
work (Fox, Zhang, Snyder, & Raichle, 2009; Greicius,
Krasnow, Reiss, &Menon, 2003). The default mode network,
also composed of frontal and parietal structures but located
closer to the medial line, is thus rather activated during atten-
tional lapses, when individuals are mind wandering and have
self-preoccupations (Esterman, Rosenberg, & Koonan, 2014;
Gusnard, Akbudak, Shulman, & Raichle, 2001).

Previous experimental studies attempting to characterize
the state of flow have provided preliminary evidence as to
whether the flow state corresponds to the physiological and
neurophysiological markers of the attentive states.
Physiological studies have shown an effect of flow on the
autonomic system, showing for example a larger respiratory
depth and an increase in low-frequency/high-frequency rate in
heart rate variability (HRV), which suggest a positive sympa-
thovagal balance (de Manzano, Theorell, Harmat, & Ullén,
2010). Other studies have suggested a positive sympathovagal
balance by noticing a general decrease in HRV (Chanel,
Rebetez & Bétrancourt, 2011; Keller, Bless, Blomann, &
Kleinböhl, 2011). This deviation of the sympathovagal bal-
ance seemedmostly driven by the activation of the sympathet-
ic branch as studies have shown increased heart rate (HR), (de
Manzano et al., 2010; Gaggioli, Cipresso, Serino, & Riva,
2013) during flow. The deviation to a positive sympathetic
predominance is common during effortful attentive states
(Richards, 1987; Zanstra et al., 2006).

Only few studies have examined brain activity during flow.
In a functional magnetic resonance imaging (fMRI) study,
flow was associated with increased activation in the lateral
frontal cortex (inferior frontal gyrus) and decreased activation
in the medial prefrontal cortex (Ulrich, Keller, Hoenig, Waller,
& Grön, 2014). In another fMRI study, Klasen, Weber,
Kircher, Mathiak, and Mathiak (2012) examining flow by
monitoring the brain activity associated with some defined

aspects of flow that could be objectively measured during a
video game (balance between ability and challenge, concen-
tration and focus, clear goals, control, and feedback of action
results). Observing concentration and focus by comparing ac-
tive and passive phases of the game indicated that focus was
associated with activations in the cerebellum, occipital lobe,
precuneus, and motor areas, but also with deactivations in the
intraparietal sulcus and the medial frontal cortex. However,
only the activations in the parietal lobe, motor areas, and cer-
ebellum were related to the other observable aspects of flow
(Klasen et al., 2012). Monitoring the changes in oxygenated
hemoglobin (O2Hb) concentrations in the prefrontal cortex
(PFC) using near-infrared spectroscopy (NIRS), Yoshida
et al. (2014) showed that the flow condition (optimal level
of difficulty) led to an increased activity (elevated O2Hb) in
lateral areas of the PFC, whereas a general PFC deactivation
was reported during the easy condition. These results fit well
with the hypothesis of mobilization of attentional resources
during flow as the lateral PFC is part of the attentional net-
work. However, another NIRS study monitoring cerebral ox-
ygenation changes in the PFC did not observe any changes
during flow (Harmat et al., 2015).

The present study attempts to better understand how flow is
related to the mobilization of attentional resources. A secondary
objective was to test a new experimental induction of flow.
Previous flow experiments have typically exploited the skills–
challenge balance aspect to induce flow (Moller,Meier, &Wall,
2010). Simple video games were often used because the diffi-
culty level can be easily manipulated. Typically, participants
report greater flow feelings in an optimal level of difficulty
(i.e., a difficulty that is slightly more difficult than their actual
level) compared with an easy or a hard condition (Chanel et al.,
2011; Harmat et al., 2015; Keller & Bless, 2008; Keller et al.,
2011; Keller & Blomann, 2008; Rheinberg &Vollmeyer, 2003;
Yoshida et al., 2014). Using a self-selected level of difficulty
could be a good opportunity to include another condition of
flow in this paradigm. This condition would provide partici-
pants with choice and autonomy, and this factor has been sug-
gested to be an important determinant of flow (Moller et al.,
2010) since flow is an autotelic experience typically occurring
in contexts where individuals have a high degree of self-
determination over their actions (Kowal & Fortier, 1999).
Therefore, an Bautonomy condition^was added to the tradition-
al easy, optimal, and hard conditions where the level of the
game was not imposed but self-selected. In order to improve
the reliability of our findings, we also assessed the effects of
these manipulations in two different video games: Tetris, which
has been traditionally used in previous studies, and Pong, an-
other simple video game that also provide an easy way to ma-
nipulate the difficulty level.

Cardiac and respiratory measurements were monitored
continuously to quantify the contribution of the sympathetic
and the parasympathetic systems during flow. We used NIRS
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to monitor brain activity during the games. Changes in O2Hb
derived from the NIRS optical signal have been shown in
relation to the mobilization of attentional resources
(Durantin, Dehais, & Delorme, 2015; Harrivel, Weissman,
Noll, & Peltier, 2013; Stevenson, Russell, & Helton, 2011).
Given that this noninvasive technique is limited to monitor
brain regions located at the cerebral surface (depth sensitivity
~20 mm), (Haeussinger et al., 2011), we selected regions of
interest (ROIs) that are accessible by NIRS and that are main
regions of the frontoparietal attention network (i.e., right dor-
solateral PFC and right inferior parietal lobe).

Method

Subjects

Twenty adult volunteers (seven females; three left-handed;
age: 26.45 ± 4.83 years) without a history of brain injury were
included in the experiment. All participants gave their written
informed consent and were free to withdraw from the exper-
iment at any time. The protocol of the study was approved by
the Scientific Council of the Sports Science faculty of the
Université de Nice Sophia Antipolis and was performed in
accordance with the ethical standards of the declaration of
Helsinki and American Psychological Association.

General procedure

Participants were first equipped with the NIRS head cap and
the belt collecting cardiac and respiratory measures. The ex-
periment consisted of playing two simple video games (Tetris
and Pong). Tetris is a popular game where falling pieces of
various geometrical shapes have to be arranged to form lines.
Pong is another popular game where a short line representing
a racket has to be moved on an axis to intercept a moving ball.
In both games, the participants played by pressing keyboard
buttons with their right-hand fingers. The order of the games
was counterbalanced across participants. For each game, the
participant started with a level determination phase followed
by four different playing sessions (easy, optimal, hard, and
autonomy). E-Prime software (Version 2.0, Psychology
Software Tools, Sharpsburg, USA) was used to present the
four playing sessions in a randomized order and to ensure
the correct timing of the events of the study. Each playing
session started with 1-minute rest period. Then, the partici-
pants were told which level they would play (depending on
the experimental condition) and played at the specific level of
difficulty for 3 minutes. At the end of this time, the session
was terminated, and the participant had to fill out a psycho-
logical questionnaire assessing flow feelings and the subjec-
tive difficulty of the task in this last session. Figure 1 provides
an illustration of the protocol and photographs of the setup).

Level determination procedure

For the level determination phase in Tetris, the number of lines
for 30 pieces was recorded at five different difficulty levels by
changing the falling speed of the pieces. A linear regression of
the scores obtained at these five levels was used to infer the
Boptimal^ level, defined as the level where four lines would be
made with 30 pieces (Chanel et al., 2011). For the Beasy^
condition, the minimal level of the game was used. For the
Bhard^ condition, the falling speed determined in the
Boptimal^ level was doubled.

Given that participants played against a virtual opponent in
the Pong game, we used both the ball speed and velocity of the
virtual opponent to manipulate game difficulty. Velocity of the
virtual opponent was, however, always adjusted in response of
the ball speed so that the virtual opponent was always able to
cope with the ball speed. As such, ball speed was the only
critical factor to manipulate task difficulty. The participants
played 20 balls against the computer in five different difficulty
levels. A linear regression was used to infer the Boptimal^
level, defined as the level where the participant would lose
by 4 points against the virtual opponent. This challenging
situation where task difficulty slightly exceeds individuals’
skills is associated with the greatest flow feelings (Ceja &
Navarro, 2012). The minimal and the maximal ball speed of
the game were used to create the Beasy^ and Bhard^ condi-
tions, respectively.

The experimenter vocally announced the speed levels
when changing the difficulty levels in the determination
phases so that the participants could have a sense of the diffi-
culty levels. At the end of each game determination phase,
participants were asked to indicate the level of difficulty at
which they would prefer to play. This level was used as the
difficulty level in the Bautonomy^ conditions. Table 1 presents
the actual level played by each participant in the two games.

Measures

Experienced difficulty In order to ensure that the manipulation
was successful, experienced difficulty was measured at the
end of each playing session in each condition. As done in
previous studies (e.g., Engeser & Rheinberg, 2008), a single
itemwas used to evaluate participants’ perceptions of the level
of difficulty using a Likert scale from 1 (too easy) to 7 (too
hard).

Subjective flow experienceAt the end of each playing session,
participants answered the Flow Short Scale (Engeser &
Rheinberg, 2008; Rheinberg, Volmmeyer, & Engeser, 2003).
The French translations of the nine following items were used:
1. I felt just the right amount of challenge; 2. My thoughts/
activities did run fluidly and smoothly; 3. I didn’t notice time
passing; 4. I had no difficulty concentrating; 5. My mind was
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completely clear; 6. I was totally absorbed in what I was do-
ing; 7. The right thoughts/movements did occur of their own

accord; 8. I knew what I had to do each step of the way; 9. I
felt that I had everything under control (Cronbach α = 0.685).

Table 1 Actual level of difficulty played by each participant in each condition for the two games

TETRIS PONG

participant Easy level Hard level Optimal level Autonomy
choice level

participant Easy level Hard level Optimal level Autonomy
choice level

1 1 64 32 32 1 1 15 11 11

2 1 64 32 32 2 1 15 4 4

3 1 68 34 34 3 1 15 5 5

4 1 68 34 34 4 1 15 9 9

5 1 52 26 26 5 1 15 7 7

6 1 38 19 19 6 1 15 5 5

7 1 48 24 24 7 1 15 4 4

8 1 148 74 50 8 1 15 11 11

9 1 20 10 12 9 1 15 4 6

10 1 82 41 30 10 1 15 13 13

11 1 34 17 17 11 1 15 4 7

12 1 64 32 32 12 1 15 13 13

13 1 28 14 18 13 1 15 4 9

14 1 28 14 18 14 1 15 4 9

15 1 66 33 33 15 1 15 5 7

16 1 56 28 28 16 1 15 10 9

17 1 84 42 36 17 1 15 5 9

18 1 136 68 42 18 1 15 10 10

19 1 90 45 46 19 1 15 11 11

20 1 28 14 18 20 1 15 7 7

Fig. 1 Experimental protocol (a) and photographs of participants during the play period in Tetris (b) and Pong (c). (Color figure online)
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One item of the original scale was not used (BI am completely
lost in thoughts^) because we had difficulty to find a valid
translation in French.

Attentional focalization To accurately evaluate attentional fo-
calization during the task, we used the random probes proce-
dure (e.g., Christoff et al., 2009; Smallwood, Beach, Schooler,
& Handy, 2008). At three moments during each playing times,
a sound probe arrived at a random time point ranging from 40
to 80 s after the beginning of the playing session or after the
last probe. The participants were asked to indicate whether or
not their attention was focused on the game immediately be-
fore the sound probe. If focused on the game, participants had
to say Bon-task,^ and if thinking about something else, they
had to say Boff-task.^

Physiological measures All physiological measures (HR,
HRV, and BR) were collected using the BioHarness thoracic
belt (BH3, Zephyr Technology, Annapolis, USA). The elec-
trocardiographic signal was sampled at 2000 Hz through con-
ductive silver fabric electrodes that are relayed to the transmit-
ter. HR (beats per minute, BPM) were automatically derived
from the ECG signal by the transmitter signal. The breathing
rate (cycle per minute, CPM) was measured at 25 Hz by mon-
itoring thoracic expansion using a strain gauge sensor. It
should be noted that the reliability of the BioHarness has been
adequately demonstrated for such cardiac (Kim, Roberge,
Powell, Shafer, & Williams, 2013) and respiratory
(Hailstone & Kilding, 2011) measurements. After removing
extreme values using the outlier labelling rule, an average
score was computed for HR and BR in epochs corresponding
to the different playing sessions of each individual. HRV de-
rived from the root mean square of successive differences
(RMSSD) of beat-to-beat interval was calculated on these
same epochs. RMSSD is associated with short-term, rapid
changes in heart rate and can therefore be reliably assessed
in a short duration (Laborde, Mosley, & Thayer, 2017; Munoz
et al., 2015). RMSSD has been previously found to be highly
associated to the vagal component of HRV (e.g., Otzenberger
et al., 1998; Stein, Bosner, Kleiger, & Conger, 1995). HR,
RMSSD-HRV, and BR were then simply averaged (with no
additional filtering and artifact reduction techniques) from the
values provided by the internal algorithm of the BioHarness.

Cerebral oxygenation measure Cerebral hemodynamics were
measured using a continuous-wave eight-channel NIRS system
(Oxymon Mk III, Artinis Medical Systems, Zetten,
The Netherlands). Optodes were placed into thermoplastic
shells and mounted on a head cap (Easycap, Herrsching,
Germany) to facilitate the positioning of the optodes on the
head. To maintain pressure, elastic bands inserted on the probe
holders were used to push the probes into the holders. The area
measured between the emitter and detector probes was defined

as a channel. NIRS sensitivity to gray matter depends on the
source-detector distance and head region (Quaresima, Bisconti,
& Ferrari, 2012; Strangman, Zhang, & Li, 2014). Since pene-
tration of light is elevated in the frontal region because of the
absence of hair, the distance between the source and detector
was fixed at 4.0 cm for frontal channels in order to maximize
the NIRS sensitivity to gray matter. However, in order to in-
crease the penetration of NIRS light into cortical tissue and
ensure a sufficient amount of NIRS light reaching the detector
(around 15% according to Strangman et al., 2014), the distance
was fixed at 3.0 cm for parietal channels. The positioning of the
probes was arranged to cover a large part of the right dorsolat-
eral frontal cortex and a large part of the inferior parietal lobe.
Figure 2 presents the localization of each channel on their ste-
reotaxic coordinates recorded after digitalization (Patriot,
Polhemus, Colchester, VT, USA). The concentrations (in μm)
of oxyhemoglobin (O2Hb) were provided with an age-specific
differential path length factor obtained using the modified
Beer–Lambert equation (Obrig & Villringer, 2003). Data were
sampled at 10 Hz and acquired with Oxysoft (Version 3.0.43,
Artinis Medical Systems, Zetten, The Netherlands). After data
collection, noisy channels were removed based on the variance
level. Specifically, the channel variances were z transformed,
and the channels with a variance above one standard deviation
were removed (Fekete, Rubin, Carlson, & Mujica-Parodi,
2011). On remaining channels, the NIRS signals was denoised
using the motion artifact reduction algorithm (Scholkmann,
Spichtig, Muehlemann, & Wolf, 2010) and filtered with a
low-pass Butterworth filter (0.1 Hz cutoff) to remove peripheral
influences (Huppert, Diamond, Franceschini, & Boas, 2009).
Data were averaged for each playing session of each game and
normalized to express the magnitude of changes from the base-
line period preceding the playing period (representing 0 μm).

Statistical analysis

The normality of the distribution of all dependent variables was
determined by visual inspection and Shapiro–Wilk tests.Mixed
models were conducted to take into account the nonindepen-
dence of the repeated measures grouped within participants. It
should be noted that this approach is highly recommended for
repeated-measures analysis (Baayen, Davidson, & Bates,
2008). If the distribution of the dependent variables did not
follow a normal distribution, a generalized mixed model was
used. The mixed model included fixed factors representing the
type of game, the type of playing sessions, and the interaction
between these two factors. For the mixed model on O2Hb, a
channel factor with its interactions were also entered as fixed
factors. The mixed models were also controlled for time effect
by entering variables representing game order, playing session
order, and time of measurements within the playing sessions
(not reported in the Results section). The intercept was defined
as a random factor that could vary for each participant. Effects
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were considered significant at an alpha level of .05. Pairwise
comparisons with Sidak adjustments were carried out to ex-
plore the effects of the fixed factors. For exploratory purposes,
Pearson’s correlations between self-reports and physiological
and cerebral hemodynamics measures were also performed
using data obtained for each condition in each game for each
participant (4 × 2 × 20 = 160 data points). To explore specific
patterns within the frontoparietal attention network, we also
correlated each individual channel with self-reports of flow
and attentional focalization.

Results

Psychological measures

Concerning experienced difficulty, the mixed model revealed
a main effect of condition, F(3, 1251) = 1366.514, p < .001,
indicating that for both games, the easy condition was per-
ceived as less difficult than optimal, which was perceived as
less difficult than autonomy, which was also perceived as less
difficult than the hard condition (see Fig. 3). The model also
revealed an interaction between condition and game. In Tetris,
the significant effect of condition, F(3, 6160) = 1,068.346, p <
.001, indicated that while autonomy and optimal conditions
led to similar experienced difficulty, the easy condition led to
less experienced difficulty than the other conditions, and hard
led to greater experienced difficulty than the other conditions
(see Fig. 3). In Pong, the significant effect of condition, F(3,
6160) = 578.946, p < .001, indicated that the easy condition
was perceived as less difficult than optimal, which was per-
ceived as less difficult than autonomy, which was also per-
ceived as less difficult than hard (see Fig. 3).

Concerning subjective flow experiences, the mixed model
revealed a main effect of condition, F(3, 1310) = 14.091, p <
.001, indicating that for both games combined, the optimal
and autonomy conditions showed similar flow feelings scores,
which were greater than the flow feelings reported in the easy
and hard conditions (see Fig. 3).

For attentional focalization, a generalized mixed model
with a logistic function was used to deal with the binary nature
of the data. The model revealed a main effect of condition,
F(3, 4660) = 32.215, p < .001, indicating that for both games,
attentional focusing was less important in easy than in the
three other conditions (see Fig. 3).

Physiological parameters

The mixed model on HR revealed a main effect of condition,
F(3, 1180) = 6.592, p < .001. For both games, HR was signif-
icantly lower in the easy and significantly higher in the hard
than in the other conditions (see Fig. 4).

For HRV, the mixed model revealed a main effect of condi-
tion, F(3, 994) = 9.105, p < .001, indicating that for both games,
the easy condition led to higherHRV than in the other conditions.
HRV was smaller in autonomy than in the other conditions (see
Fig. 4). Themodel also revealed an interaction between condition
and game, F(3, 942) = 3.430, p = .020. In Tetris, the significant
effect of condition, F(3, 463) = 3.102, p < .036, indicated that the
autonomy condition led to lower HRV than in the other condi-
tions (see Fig. 4). In Pong, the significant effect of condition,F(3,
590) = 9.080, p < .001, indicated that the easy condition showed
higher HRV than all the other conditions (see Fig. 4).

For BR, the mixed model revealed a main effect of game,
F(1, 1289) = 8.960, p = .003, indicating a higher value for
Pong (M = 18.553, SE = 0.535) than for Tetris (M = 17.756,
SE = 0.535). A main effect of condition was also found, F(3,

Fig. 2 Cortical projection of the location of NIRS channels (a) and MNI coordinates of the NIRS channels (b). (Color figure online)
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1287) = 32.333, p < .001, indicating that BR was smaller in
the easy than in the other three conditions. BR was also small-
er in the optimal than in the autonomy condition (see Fig. 4).

Brain hemodynamic parameters

After exclusion of noisy channels (19% of the data), the mixed
model showed a main effect of game, with a higher O2Hb
concentration in Tetris than in Pong, F(1, 2948) = 3.901, p =
.048. A channel effect was found, indicating regional varia-
tions in O2Hb,F(7, 2064) = 7.295, p < .001. A condition effect

was also revealed, F(3, 3056) = 15.457, p < .001, with higher
O2Hb concentrations during the autonomy condition than in
all other conditions, and higher concentrations during the op-
timal condition than in the easy condition. Importantly, the
interaction between channel and condition was also found,
F(21, 3056) = 2.785, p < .001, indicating regional variations
in the condition effect. Figure 5 illustrates the spatial localiza-
tion of O2Hb concentration changes as a function of the con-
dition and displays the significant pairwise comparisons. As
observed, while a condition effect was present on most chan-
nels (all channels except Channel 7), the pattern of the

Fig. 3 Perceived difficulty (a), flow experience (d), and attention (e) as a
function of the condition (easy, hard, optimal, or autonomy). Results of
perceived difficulty are also shown separately for Tetris (b) and Pong (c)

because a significant interaction indicated a different pattern in the two
games. *p < .05. **p < .01. Error bars represent standard errors. (Color
figure online)
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condition effect was not homogeneous. In most cases
(Channels 1, 2, 3, 5, 6 and 8), an inverted-U pattern could
be seen as a function of the level of difficulty, with the highest
concentrations in the autonomy condition and the lowest con-
centrations for the easy and hard conditions. A different pat-
tern was seen on the most medial channel of the frontal area
(Channel 4) as the relation between O2Hb and the level of
difficulty was instead linear there, with the lowest value in
the easy condition and the highest value in the hard condition.

Correlation between psychological and physiological
parameters

The correlation matrix (see Table 2) indicated that flow feel-
ings were strongly associated to self-reports of attention.
Experienced difficulty was positively associated with self-
reports of attention, and with breathing rate. Self-reports of
attention were also positively correlated with breathing rate.
Both flow feelings and attention were also positively

Fig. 4 Heart rate (HR) (a), heart rate variability (HRV) (b), and breathing
rate (BR) (e) measured by condition. Results of HRV are also showed
separately for Tetris (c) and Pong (d) because a significant interaction

indicated a different pattern in the two games. *p < .05. ** p < .01.
Error bars represent standard errors. (Color figure online)
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associated with the average O2Hb concentration of all chan-
nels of the right frontoparietal areas. As indicated by Table 3,
flow feelings were specifically correlated to all channels of the
frontal area at the exception of the most medial channel
(Channel 4) and correlated to the two most inferior/lateral
channels of the parietal area. Attentional focalization was only
correlated to the two most lateral channels of the frontal area.

Discussion

In the present study, we examined the neurophysiological re-
sponses associated with the flow state in two video games in
order to examine if these responses are linked to the mobilization
of attentional resources. Having two different game tasks in the
same protocol allowed us to distinguish general effect from task-

Fig. 5 Effects of the experimental conditions (easy, optimal, autonomy
and hard) on oxyhemoglobin (O2Hb) concentration changes to the resting
periods preceding the playing sessions (representing 0 μm), in all
measured channels and combined games. Average signal in all areas
measured (a) and in each individual channels (b). *p < .05. **p < .01.

***p < .001. Error bars represent standard errors. In the lower panel,
oxyhemoglobin concentrations are then projected on the cortical surface
depending on the spatial location of each individual NIRS channel (c).
(Color figure online)

Table 2 Correlation matrix between all dependent variables of the
study

Flow Difficulty Attention HR BR HRV O2Hb

Flow 1

Difficulty −.063 1

Attention .413** .519** 1

HR −.139 .039 −.072 1

BR .086 .339** .257** .029 1

HRV −.013 .101 −.075 −.076 .100 1

O2Hb .286** .086 .200* −.108 .149 −.016 1

Note. *p < .05. **p < .01

Table 3 Correlation matrix between self-reports of flow, attentional
focalization, and oxyhemoglobin (O2Hb) concentration at each individual
NIRS channel

Flow Attention

O2Hb concentration change

Channel 1 .221** .259**

Channel 2 .229** .264**

Channel 3 .320** .132

Channel 4 .046 .021

Channel 5 .112 .041

Channel 6 .181* .127

Channel 7 .083 −.056
Channel 8 .234** .145

Note. *p < .05. **p < .01
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specific effects. In addition, while flow is always manipulated
through the variation of the difficulty level, which is problematic,
as each difficulty level is associated with a different amount of
information processing, we also wanted to compare this standard
manipulation of flow with another type of flow induction, that is,
by providing participants with autonomy in the task.

The results on experienced difficulty confirmed that our
manipulation of the level of difficulty was effective, as partic-
ipants perceived the easy condition as easier and the hard con-
dition as harder than the optimal condition. As participants
often chose a more challenging difficulty level in the Pong
game in the autonomy condition than in the optimal condition
(see Table 1), they perceived the autonomy condition as slightly
more difficult than the optimal condition in this game. On the
other hand, the majority of participants chose the same level
detected as optimal condition level to play in autonomy condi-
tions (11 in Tetris, 13 in Pong), and there was no significant
difference between the level of difficulty played in the optimal
and autonomy conditions, what characterized a workload not
very different in both conditions. Importantly, the optimal and
autonomy conditions induced greater flow feelings than the
easy and hard conditions. This result is in agreement with the
results of previous studies which showed that an optimal level
of difficulty elicits greater flow feelings than an easy or hard
level of playing difficulty (Chanel, et al., 2011; Keller & Bless,
2008; Keller et al., 2011; Keller & Blomann, 2008; Yoshida
et al., 2014). It is interesting to note that this pattern was differ-
ent for attentional focusing, as the optimal and autonomy con-
ditions had greater attentional focus compared with the easy
condition but were not different from the hard condition.
Even if flow and attentional focusing are strongly related (see
Table 2), a dissociation can thus be observed between flow and
attentional focusing because, in spite of attentional focusing, the
participants did not achieve flow in the hard condition. The
observation that participants were focused on the task in the
hard condition can, however, be related to a lack of precision
of our measure. Hard conditions where the level of difficulty
exceeds the player’s ability typically are known to elicit worries
about the performance and ego-related concerns (Moneta &
Csikszentmihalyi, 1996). Thus, it is possible that the partici-
pants indicated that they were thinking about the task when
they experienced this type of thoughts and worries.
Unfortunately, our measure was not precise enough to deter-
mine if participants thought about their negative performance in
the task or if they stayed focused and tried to cope with the
difficulty of the game during the hard condition.

In line with previous research, we wanted to examine how
the autonomic system responded during flow. HR increase, an
index of the prevalence of the sympathetic system (Thijssen
et al., 2014), was significantly affected by the manipulation of
the difficulty level, displaying a linear pattern with the difficulty
of the task. While HR was similar in optimal and autonomy
gaming conditions, the easy condition led to a lower HR and

the hard condition led to a higher HR. As indicated by other
studies (de Manzano et al., 2010; Harmatt et al., 2015; Peifer,
Schulz, Schächinger, Baumann, & Antoni, 2014; Tozman,
Magdas, MacDougall, & Volmeyer, 2015), this result could
suggest that there was a sympathovagal balance controlling
HR related to significantly higher flow in optimal and autono-
my conditions. Concerning HRV (RMSSD), which predomi-
nantly reflects the vagal tone, or in other words, the activity of
the parasympathetic system (Goldberger, Challapalli, Tung,
Parker, & Kadish, 2001; van Ravenswaaij-Arts, Kollee,
Hopman, Stoelinga, & van Geijn, 1993), it was higher on easy
sessions than in all other conditions, and it was lower in the
autonomy condition than in all other conditions. Previous find-
ings have similarly observed a decrease in HRV during flow
(e.g. Chanel et al., 2011; Keller et al., 2011; Tozman et al.,
2015). Interestingly, it should be noted that a decrease in
HRV has typically been found in conditions of mental effort
and effortful attentive state (Hjortskov et al., 2004; Mukherjee,
Yadav, Yung, Zajdel & Oken, 2011; Taelman, Vandeput,
Vlemincx, Spaepen, & Van Huffel, 2011). As for BR, another
index of the sympathetic system, it was lower on the easy than
on the other conditions and it was higher on the autonomy
compared with the optimal condition. It should be noted that
if HR, HRV, and BR were not correlated with flow, BR were
significantly associated with the attentional focus.

In sum, in the optimal and autonomy conditions, participants
displayed a high level of flow feelings on the task, which was
accompanied by a high level of attention compared with easy
condition, by a medium-balance of HR, by a balanced level of
BR in the optimal condition, and by an increase of BR and by a
reduction of HRV in the autonomy condition. Accordingly,
these results could suggest rather a medium vagal-sympathetic
balance in the optimal-high-flow condition, and a positive sym-
pathovagal balance in the autonomy-high-flow condition.

Several studies have shown that engagement of attentional
resources is intimately linked to the positive sympathovagal
balance (e.g., Zanstra et al., 2006). In fact, this close corre-
spondence may be explained by the fact that attention and
sympathetic activity share the same regulatory mechanism,
relying both on the locus coeruleus and the noradrenergic
pathway (Aston-Jones & Cohen, 2005; Sara & Bouret, 2012).

An important objective of our study was to examine cere-
bral activity in the regions of the frontoparietal attentional
network. We monitored changes in O2Hb concentrations as
they can be interpreted as changes in brain activity since O2Hb
is presumed to increase as a metabolic adjustment in response
to neural firing (Obrig & Villringer, 2003). The significant
positive correlation we observed between the self-reported
measure of attention and the average O2Hb concentration in
the frontoparietal regions measured in this study indicated that
this neurophysiological index was adequate to monitor the
engagement of attentional resources. Nevertheless, when
looking at correlations of individual channels (see Table 3),
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only the most lateral channels of the frontal area (right dlPFC)
were significantly associated to self-reports of attentional fo-
calization. Previous NIRS studies also reported significant
activations in this area during the mobilization of attentional
resources (Durantin et al., 2015; Harrivel et al., 2013;
Stevenson et al., 2011). The different playing conditions of
our study led to significant differences in the average O2Hb
concentration of the frontoparietal regions recorded. It should
also be noted that no interaction effect was found with the type
of game, which suggests that the pattern of results obtained on
this average O2Hb index was not task dependent. Specifically,
we found that, in the optimal and hard conditions, the average
O2Hb concentration was higher than in the easy condition,
which suggests a higher activity of the frontoparietal attention-
al network in these conditions. It should be noted that no
significant difference was found between the overall O2Hb
concentrations in the optimal and hard conditions, suggesting
that the frontoparietal attentional network was similarly active
in these two conditions. However, whereas the average O2Hb
concentration was of similar amplitude, the localization of the
signal within the different regions suggested a different spatial
pattern between these two conditions for the PFC area. As can
be seen in Fig. 5, an inverted-U pattern could be seen in most
channels with the level of difficulty, and this was particularly
salient on the channels located in the lateral part of the
frontoparietal network. In these channels, both the autonomy
and optimal conditions led to higher activations than in the
hard conditions. Because the lateral part of the frontoparietal
network is often viewed as being primarily involved during
top-down attention (Corbetta & Schulman, 2002) and
sustained attention in a task (Esterman et al., 2014), these
results, in fact, can be interpreted as an active engagement of
attentional resources during flow. But the optimal and auton-
omy conditions not only led to strong activations in lateral
PFC, these also led to a deactivation in medial PFC compared
with the previous rest periods, in contrast to what happened in
the hard condition. Given that the medial PFC has been fre-
quently related to mind wandering and self-preoccupations
occurring during a task (Esterman et al., 2014; Gusnard
et al., 2001), it could support the hypothesis that the hard
condition led participants to worry about their performance
in the task. The deactivation during the optimal and autonomy
difficulty conditions on medial PFC could explain the com-
monly related effortless attention (Ullén et al., 2010) as a lack
of mind wandering and worries, as it can provide support to
the hypothesis about a state of localized hypofrontality
(Dietrich, 2003) during flow.

We also found that the autonomy condition led to greater
average O2Hb concentration in the frontoparietal regions than
did the easy and hard conditions but also that it also did in the
optimal conditions. When comparing regional differences be-
tween the optimal and autonomy conditions, significant differ-
ences were observed in both frontal and parietal areas.

Specifically, more activation was found in the lateral posterior
part of the inferior frontal cortex and in the lateral part of the
frontal cortex. These locations typically represent the core re-
gions involved in the engagement of voluntary attention
(Corbetta & Schulman, 2002). In sum, while no significant dif-
ference emerged between optimal and autonomy gaming con-
ditions on the reports of flow feelings, these two conditions led
to different results for several variables. It was related to greater
activation of the frontoparietal attentional network concerning
the use of an autonomy condition to induce a flow experience.

The results on the self-selected condition could be ex-
plained by the self-choice bringing an enhancement of impor-
tance on the task, firing an engagement of attentional re-
sources. Perhaps with the autotelic parameter of flow arising
through the autonomic free choices (e.g., Moller et al., 2010),
and suggesting flow experiences for the participants in a dif-
ferent way compared with the condition that considered only
an optimal skill-challenge balance.

Some limitations of the present study are worth mentioning.
Firstly, the increasing learning effect throughout the playing
sessions could have affected our manipulation. For example,
the hard condition would be less hard if played as the last than
as the first block. In addition, because some participants chose a
different difficulty level in the autonomy condition than in the
optimal difficulty condition, it is possible that some differences
found could be explained by the workload and not by the level
of autonomy. For this reason, we encourage further research
with a more controlled manipulation of autonomy, in order to
really establish the capacity of autonomy to induce flow. We
also encourage future studies to use a frequency analysis of
HRV in order to more accurately estimate the sympathovagal
balance (Berntson et al., 1997; Task Force of The European
Society of Cardiology and The North American Society of
Pacing and Electrophysiology, 1996). Last, the use of subjec-
tive measures of effort could also be beneficial to distinguish
states of effortless from states of effortful attention.

In conclusion, our study shows flow is tightly linked to
attention. We observed that flow feelings were highly corre-
lated with self-reports of attention and with a neurophysiolog-
ical index accounting for the activity of the neural attention
network. Interestingly, we also found that even if flow is char-
acterized as a state of effortless attention (Bruya, 2010; Ullén
et al., 2010), the neurophysiological changes occurring during
flow are very similar to those occurring during effortful atten-
tive states, mostly in autonomy conditions. In line with the
regional pattern of neural activations found, an experience of
flow could possibly, due to the concurrent activation of the
lateral frontoparietal attention network (Corbetta & Schulman,
2002) and deactivation of the medial PFC, suggest an absence
of worry and self-concern about one’s performance.
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