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Abstract It has been suggested that mental rehearsal activates
brain areas similar to those activated by real performance.
Although inhibition is a key function of human behavior, there
are no previous reports of brain activity during imagined re-
sponse cancellation. We analyzed event-related potentials
(ERPs) and time–frequency data associated with motor exe-
cution and inhibition during real and imagined performance of
a stop-signal task. The ERPs characteristic of stop trials—that
is, the stop-N2 and stop-P3—were also observed during co-
vert performance of the task. Imagined stop (IS) trials yielded
smaller stop-N2 amplitudes than did successful stop (SS) and
unsuccessful stop (US) trials, but midfrontal theta power sim-
ilar to that in SS trials. The stop-P3 amplitude for IS was
intermediate between those observed for SS and US. The re-
sults may be explained by the absence of error-processing and
correction processes during imagined performance. For go
trials, real execution was associated with higher mu and beta
desynchronization over motor areas, which confirms previous
reports of lower motor activation during imagined execution
and also with larger P3b amplitudes, probably indicating in-
creased top-down attention to the real task. The similar pat-
terns of activity observed for imagined and real performance
suggest that imagination tasks may be useful for training in-
hibitory processes. Nevertheless, brain activation was gener-
ally weaker duringmental rehearsal, probably as a result of the

reduced engagement of top-down mechanisms and limited
error processing.
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Inhibition is the ability to suppress, withhold, or interrupt on-
going and planned actions in response to changes in the envi-
ronment or in our own impulses, and is crucial for controlling
cognitive and motor events (Ramautar, Kok, & Ridderinkhof,
2006). Enhanced inhibitory ability has been related to better
performance in several sports (Alves et al., 2013; Verburgh,
Scherder, van Lange, & Oosterlaan, 2014; Wang et al., 2013),
whereas deficits in this function can lead to the execution of
inappropriate responses and are usually associated with disor-
ders such as hyperactivity or addictive and compulsive behav-
ior (Chamberlain, Fineberg, Blackwell, Robbins, & Sahakian,
2006; Lawrence, Luty, Bogdan, Sahakian, & Clark, 2009;
Lijffijt, Kenemans, Verbaten, & van Engeland, 2005).

Mental practice implies rehearsal of an action without ex-
ecution of any overt physical movement and may be useful for
enhancing performance when active movement training is not
feasible (Driskell, Copper, & Moran, 1994). It has been sug-
gested that neuronal changes in motor networks also occur
during mental rehearsal, providing an argument for the effec-
tiveness of combined physical and mental practice (Cisek &
Kalaska, 2004). The functional equivalence and neural over-
lapping of action execution and action simulation have also
been suggested (Carrillo-de-la-Peña, Galdo-Álvarez, &
Lastra-Barreira, 2008; Galdo-Álvarez & Carrillo-de-la-Peña,
2004; Grèzes & Decety, 2001; Jeannerod & Frak, 1999).
Although covert training in inhibitory skills may be useful
for treating several deficits, especially when an overt response
is not feasible, the brain activity associated with imagined
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inhibition has not yet been explored. In the present study, we
investigated the brain electrical activity associated with real
and imagined movement execution and movement cancella-
tion occurring during the performance of a stop-signal task.
Given the increasing use of brain–computer interfaces, study
of the neural activity associated with imagined performance of
inhibition may also be of interest for developing new commu-
nicating systems for such devices.

The stop-signal task is one of the main paradigms for mea-
suring inhibitory control. It consists of the presentation of a
stream of Bgo^ stimuli that request execution of an action
(e.g., pressing a button), and some of the Bgo^ signals are
followed by a Bstop^ signal, indicating that the action must
be cancelled. Given the delayed presentation of the Bstop^
signal, some of the processes involved in the execution of the
response have already started, and therefore an inhibitory reac-
tive response is required for correct performance. Thus, this
experimental paradigm requires greater inhibitory pressure on
response-related processes than do other inhibition tasks, such
as the go/no-go task, in which participants must respond quick-
ly to most of the stimuli and withhold the response to the
remaining ones (Aron, 2011; Kok, Ramautar, De Ruiter,
Band, & Ridderinkhof, 2004). The horse-race model illustrates
the factors mediating inhibitory performance. According to this
model, the processes involved in the go response race against
the processes associated with the stop response. If the go re-
sponse finishes the race first, it will be executed; on the con-
trary, if the stop response manages to rectify the go response
prior to its execution, the outcome will be a successful inhibi-
tion (Band, van der Molen, & Logan, 2003; Logan, 1994).

Electroencephalographic (EEG) recording is a valuable
tool for investigating the neural processes involved in re-
sponse inhibition, because it does not require any overt re-
sponse to observe modulations and has excellent temporal
resolution. Event-related potentials (ERPs) provide detailed
information about the moment at which the brain detects the
stop signal and Bdecides^ to stop ongoing actions. Because
ERPs can be distorted if the latencies of the components vary
across trials, thus reducing or cancelling their average ampli-
tudes (Müller & Anokhin, 2012; Schmiedt-Fehr & Basar-
Eroglu, 2011), the complementary use of time–frequency
analysis provides additional information about the power of
each frequency at each time point.

In the psychophysiological study of inhibition, one of the
most characteristic ERPs is the stop-N2, a fronto-central nega-
tive wave that peaks at around 200–300 ms after a stop signal.
Although there is some controversy about the functional signif-
icance of this potential, it is mainly thought to reflect conflict
monitoring (Huster, Enriquez-Geppert, Lavallee, Falkenstein, &
Herrmann, 2013). The amplitude of the stop-N2 increases with
differences in the actual and desired responses, even without the
need for response inhibition (Enriquez-Geppert, Konrad,
Pantev, & Huster, 2010; Randall & Smith, 2011). This wave is

usually modulated by correctly or incorrectly inhibited re-
sponses, with larger amplitudes for unsuccessfully stopped
(US) than for successfully stopped (SS) responses (Dimoska,
Johnstone, & Barry, 2006; Kok et al., 2004; Ramautar et al.,
2006). Time–frequency data have shown that the N2 is associ-
ated with theta oscillations (around 4–7 Hz) over fronto-central
scalp areas, an activity also related to conflict detection and error
processing (Harmony, Alba, Marroquín, & González-
Frankenberger, 2009; Harper, Malone, & Bernat, 2014;
Kirmizi-Alsan et al., 2006; Luu, Tucker, & Makeig, 2004;
Müller & Anokhin, 2012). The neural generator of the N2 is
presumed to be located around the dorsal portion of the anterior
cingulate cortex (Botvinick, Cohen, & Carter, 2004; Braver,
Barch, Gray, Molfese, & Snyder, 2001; Nieuwenhuis, Yeung,
van den Wildenberg, & Ridderinkhof, 2003).

Another classical ERP evoked with the stop-signal task is
the stop-P3, a P3a-like wave with maximum amplitude at
central electrodes. Although this potential was initially
interpreted as motor inhibition (Enriquez-Geppert et al.,
2010; Randall & Smith, 2011), given its delayed latency with
respect to reaction times (RTs), it is now viewed as the cogni-
tive evaluation of this motor inhibition (Huster et al., 2013).
Contrary to the stop-N2, the amplitude of the stop-P3 is usu-
ally higher in SS than in US trials (Dimoska et al., 2006). The
onset of this component is highly correlated with the RT of
stopping, so it is a good indicator of response inhibition
(Wessel & Aron, 2015), although it seems to be dependent
on earlier processes of inhibition (Huster, Plis, Lavallee,
Calhoun, & Herrmann, 2014). Several neural sources, such
as the mid-cingulate cortex and the inferior frontal cortex,
appear to be involved in generating the stop-P3 wave (e.g.,
Huster, Westerhausen, Pantev, & Konrad, 2010; Rubia, Smith,
Taylor, & Brammer, 2007; Schall, Stuphorn, & Brown, 2002).

The main objective of the present study was to test whether
imagined performance of the stop-signal task evokes a pattern
of brain electrical activity associated with stop trials similar to
that observed during overt performance of the task. In this
report, we used sounds as the stop signals, a modality that
has been associated with faster inhibitory responses than vi-
sual stop signals (Ramautar et al., 2006). Because neural ac-
tivity may be modulated by the outcome of the inhibition, we
separated SS and US trials, and compared both with imagined
stop (IS) trials. To better clarify the possible differences across
conditions and to analyze the EEG activity specifically related
to inhibition (ruling out the contribution of exogenous poten-
tials associated with processing of the go and stop signals), we
applied Laplacian spatial filtering and temporal principal com-
ponent analyses (tPCA) to identify the main components, and
we also performed complementary time–frequency analyses.

We expected that covert performance of the stop-signal
task would produce a pattern of EEG activity similar to that
found during the task’s real execution, including stop-N2 and
stop-P3. We also hypothesized that the brain activity should
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be different for failed and correct inhibition, thus producing
larger stop-N2 amplitude and midfrontal theta power for US,
and a larger stop-P3 for SS, as has previously been reported.
We also expected lower conflict levels and less inhibitory
pressure in IS trials, which should be reflected in smaller
stop-N2 and stop-P3 amplitudes and theta power around
midfrontal locations.

A second aim was to replicate previous data on the func-
tional equivalence between action execution and motor imag-
ery, by comparing ERPs and time–frequency data obtained
from go trials across performance conditions. We expected
to confirm previous findings about mu (9–13 Hz) and beta
(18–24 Hz) power reductions over the Rolandic areas during
both motor performance and imagery (McFarland, Miner,
Vaughan, & Wolpaw, 2000; Pfurtscheller & Neuper, 1997).
To unravel the possible role of attention in the differences
between conditions, we also studied the go-P3—a parietal
positivity peaking around 300 ms, the amplitude of which is
modulated by attention levels or task demands (Kok, 2001).

Method

Participants

Twenty-six healthy volunteers (12 women, 14 men) were re-
cruited from the University of Santiago de Compostela: 23 were
undergraduate students, and three were postgraduate students.
The ages of the volunteers ranged from 20 to 38 years (mean =
22.8 years, SD = 4.9 years). All had normal or corrected-to-
normal vision and were right-handed, according to the
EdinburghHandedness Inventory. None of them had any history
of neurological or psychiatric disorders, nor drug abuse. The
data from two participants were rejected because of problems
during the EEG recording and insufficient numbers of trials.

We obtained approval from the University of Santiago de
Compostela Research Ethics Committee before undertaking
the project.

Stimuli and apparatus

Participants were seated comfortably on an armchair in a dim-
ly lit, sound-attenuated room. They were instructed to fix their
gaze on a plus sign that was projected on a computer screen
during execution of the task. The stop task was conducted in
real and imaginedmodes. Arrows were presented in the center
of the screen pointing to the left or the right side, with a
duration of 500 ms and an interstimulus interval of 2 s.
Participants were instructed to either press or imagine pressing
a button with their right or left thumb, in response to the
direction of the arrow. In the unpredictable and infrequent stop
trials, the arrows were followed by a sound (1000 Hz and
80 dB) signaling that the motor responses had to be stopped.

In the real condition, the time interval between the go-
signal and stop-signal onsets started at 300 ms, although this
varied during the task, depending on the participant’s perfor-
mance (ranging from 160 to 400 ms, with 40-ms steps). A
staircase tracking algorithm was used to adjust the interval
between the go and stop signals in some trials, depending on
the results of the previous stop trial (Band & van Boxtel,
1999). This algorithm yields around half successful and half
unsuccessful response-inhibited trials. If the response in the
previous stop trial was correctly inhibited, the interval be-
tween the go and stop signals in the next stop trial was longer,
also increasing the difficulty of successful inhibition; if the
participant had made a response in the previous stop trial,
the interval between the signals in the next stop trial was
shorter (Logan & Cowan, 1984).

In the motor imagery condition, participants were
instructed to imagine as vividly as possible responding with
the hand on the same side indicated by the arrow, and with-
holding the response when they heard the sound. They had to
keep their hands on the response box. In this condition, the
stop signal was always presented 300 ms after the go signal.

Each task consisted of 280 trials: 70 % go and 30 % stop.
The total number of go trials was 196 (98 for each direction).
The total number of stop trials was 84 (42 for each direction).
The task was designed and presented with the STIM program
(Neuroscans Labs) on a 15-in. screen at a distance of 1 m from
the participant. Participants completed some practice trials
before the real-condition task. The order of the tasks was al-
ways the same: first overt execution, and then covert perfor-
mance. This procedure was used to ensure more effective
mental rehearsal after real practice. Participants were allowed
a 5-min rest between the two tasks.

Psychophysiological recording

EEG recordings were obtained from 28 Ag/AgCl scalp elec-
trodes (10–20 International System) inserted in an electrode
cap (ElectroCap International) and referenced to the left and
right mastoids. Four additional surface electrodes placed 1 cm
above and below and in the canthus of the eyes were used to
monitor ocular movements. The AFz electrode was used as
the ground. Impedance was maintained below 10 kΩ. The
EEG signal was sampled at 500 Hz and amplified 10,000
times (using a Synamp Neuroscan amplifier) before being
filtered with a 0.1- to 100-Hz online band-pass filter and a
50-Hz notch filter. For exclusion of trials with muscle activity
during the imagination task, electromyogram (EMG) activity
was recorded with two cup electrodes (1-cm diameter) on the
ventral side of each forearm, trisecting the wrist–elbow dis-
tance, to record the activity of the flexor digitorum profundis,
the flexor digitorum superficialis, and the flexor pollicis
longus of both arms.
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Offline processing

The EEG data were analyzed using the EEGlab 12.02 toolbox
(Delorme & Makeig, 2004). The data were resampled to
250 Hz and re-referenced to an average reference. The data
from poorly recording channels were replaced using
spherical-spline interpolation. EEG segments containing large
ocular or other artifacts were rejected after visual inspection.
The data were filtered using a low-pass 30-Hz FIR filter. Then
3-s epochs were extracted, from 1 s prestimulus to 2 s post-
stimulus. For extraction, go epochs were time-locked to the go
stimuli (arrows), and stop epochs were time-locked to the stop
stimuli (tones). An independent component analysis algorithm
was applied to remove components related to ocular artifacts.
We also performed a current source density transformation
based on the spherical-spline surface Laplacian, using the
MATLAB code provided by Kayser and Tenke (2006)
(smoothing constant = 10–5). This type of filter removes spa-
tially broad features of the data while leaving local features
unmodified, and produces sharper topographies of the ERPs
and time–frequencymodulations, while reducing their overlap
due to volume conduction. The ERPs obtained were baseline
corrected from –200 to 0 ms.

Interpretation of the EEG data in a stop-signal task is com-
plicated by the overlap between the electrical activity associ-
ated with the go signal and that associated with the following
stop stimulus. To solve this issue, time-shifted go trials were
subtracted from the stop trials in each participant using the
following procedure. Go trials with the fastest RTs were
subtracted from US trials, whereas trials with the slowest
RTs were subtracted from SS trials. For this purpose, the pro-
portions of US and SS trials were first calculated for each stop
signal delay (SSDs = 160, 200, 240, 280, 320, 360, or
400 ms). Go epochs were then divided into fast go and slow
go epochs on the basis of this proportion and were averaged;
that is, if the proportion of US trials for each SSD was .55, the
fastest 55 % of go trials were selected to apply the US-minus-
go correction, whereas the slowest 45 % were used for the SS-
minus-go correction. The fast-go average was then multiplied
by the proportion [trials in the current SSD/total number of US
trials], shifted in time to match the current SSD and then
subtracted from the US epochs. The same procedure was ap-
plied to the SS trials, but using the slow-go epochs. For IS, at a
fixed SSD of 300 ms, the go ERP was averaged, shifted
300ms, and then subtracted from the IS epoch. This procedure
enabled comparison of the stop trials while restricting the
influence of the go signal. Similar procedures were applied
elsewhere (Kok et al., 2004; Krämer, Knight, & Münte,
2011; Krämer et al., 2013; Ramautar et al., 2006).

To avoid including data on real handmovements during the
IS task, we calculated the root mean square of the EMG data.
Epochs in which the maximum value of the root mean squared
EMG data (from 100 to 1,000ms poststimulus) was more than

twice the maximum point at baseline (from –400 to –100 ms)
were rejected. Figures 1c and 2c show the rectified EMG
activity for the stop and go trials, respectively. The rectified
EMG was obtained by high-pass filtering the signal at 20 Hz;
all time points were then converted to absolute values and
finally low-pass filtered at 50 Hz. The final number of trials
for each condition was as follows: go real, mean = 182, SD =
8; go imagined, mean = 189, SD = 5; SS, mean = 46, SD = 10;
US, mean = 37, SD = 10; and IS, mean = 80, SD = 2.

Principal component analysis After ERP averaging, we
found that the stop-N2 appeared to overlap with the auditory
N1 evoked by the stop tone (see Fig. 1a). To solve this prob-
lem—in addition to the previously commented Laplacian spa-
tial filter—we applied a tPCA to the ERP data by using the
ERP PCA toolkit (Dien, 2010). The tPCA enables temporally
overlapping components to be separated (Dien & Frishkoff,
2005). The combination of a Laplacian filter and tPCA has
been described in depth by Kayser and Tenke (2006). A scree
test was used to select from among the eight temporal factors
(TFs) extracted using the covariancematrix (Promax rotation).
Three of the TFs were identified as specific components be-
cause of their latency, polarity, and topography: TF6 (which
peaked at 108 ms in C3/C4 and explained 7.5 % of the vari-
ance) was identified as the N1; TF7 (which peaked at 152 ms
in FCz and explained 7.2 % of the variance) was identified as
the stop-N2; and TF1 (which peaked at 228 ms in Cz and
explained 16 % of the variance) was identified as the stop-
P3. The remaining factors were not included in the analyses
because they were not related to the components of interest,
given their latencies and topographies. See Fig. 1b.

Factor loadings, reconstructed to microvolts per square
centimeter (μV/cm2) and measured at the electrode at which
each factor peaked, were analyzed for every participant and
condition (SS, US, and IS).

The tPCA was also applied to go trials, with the same
parameters. In this case, we extracted eight TFs and identified
one factor as the P3b (TF1, with a peak at 396 ms in Pz
electrode, explaining 24 % of the variance) (see Fig. 2b).
Differences in the factor loadings between real versus imag-
ined conditions were analyzed.

Time–frequency analyses Time–frequency analyses were
performed by convolving the EEG data with a family of com-
plexMorlet wavelets that ranged in frequency from 3 to 30 Hz
in 20 logarithmically increasing steps, and with logarithmical-
ly increasing cycles, from three cycles at the lowest frequency
to eight at the highest frequency. The power data obtained
after convolution were transformed by calculating the com-
mon logarithm (log10). This procedure was applied to reduce
the deviation of the original power values and to obtain easier-
to-handle data. In stop trials, the same correction procedure
applied to the ERPs was used. In this case, the log-
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Fig. 1 (a) Event-related potential (ERP) grand averages for stop trials at
the FCz electrode in the original form, after spatial filtering, and after
subtraction of go activity. (b) Temporal principal components analysis
(tPCA) decomposition for stop trials. The selected factors are highlighted
in bold type. (c) Rectified electromyography for each condition. (d)

Waveforms of the selected tPCA factors (TF6[N1], TF7[stop-N2], and
TF1[stop-P3]) and topographies for each stop condition. (e) Left: Average
power spectrograms for all conditions. Middle: Time courses of theta
power. Right: Topographies of theta power (between 200 and 500 ms
and 3 and 7 Hz)
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transformed power values of go trials were subtracted from
the log-transformed power for stop trials at each frequency,
and the time delay between go and stop trials was corrected.
Finally, baseline correction was applied by subtracting the
average baseline period (from –400 to –100 ms) for each
frequency.

Time–frequency windows were selected for further analy-
ses after averaging all conditions together (go real and go
imagined for go; SS, US, and IS for stop). Values of the

windows with higher power modulations were averaged for
statistical comparison. This procedure was used to avoid mak-
ing assumptions about the potential differences among the
conditions. A window from 200 to 500 ms and 3 to 7 Hz
was selected at the FCz electrode for testing the midfrontal
theta activity on stop trials. We extracted the mean power from
400 to 800ms and 9 to 13 Hz for the mu oscillations in C3/C4,
and from 350 to 700 ms and 18 to 24 Hz in C3/C4 for the beta
band, only in go trials.

Fig. 2 (a) Left: ERP grand averages for go trials in the real and imagined
conditions registered at the Pz electrode. Middle: ERPs after Laplacian
filtering. Right: tPCA decompositions for go trials (the selected factor is
highlighted in bold type). (b) Reconstructed waveforms of the TF1[go-
P3] at the Pz electrode and the topographies in real and imagined go
conditions. (c) Rectified electromyography for each condition. (d) Left:

Average power spectrograms for both conditions. Boxes show the
frequencies (beta and mu) and latencies analyzed by Student’s t tests.
Middle: Topographies of the go real – go imagined differences
calculated using the mean values from the boxes. Right: Time courses
of mu and beta power. The shaded areas were submitted to statistical
comparisons

830 Cogn Affect Behav Neurosci (2016) 16:825–835



Statistical analyses

For stop trials, we used one-way repeated measures analyses
of variance (ANOVAs) to compare the SS, US, and IS trials,
for each potential (N1, stop-N2, and stop-P3) and theta power.
For go trials, we used paired t tests to compare the real and
imagined conditions in terms of P3b and mu and beta activity.
We applied Greenhouse–Geisser corrections to control for
sphericity violation, when appropriate. We used the
Shapiro–Wilk test to verify the normality of all measures.

Results

Stop trials

The proportion of SS trials was 56.3 % (SD = 16 %), and that
of US trials was 43.7 % (SD = 16 %). The mean RT for US
trials was 122 ms (SD = 87 ms) after appearance of the stop
signal. The mean SSDs were 252 ms (SD = 32 ms) for the real
task, 245 ms (SD = 37 ms) for SS, and 260 ms (SD = 31 ms)
for US trials. The estimated stop-signal RT was 138 ms
(SD = 32 ms).1

Table 1 shows the mean amplitudes for tPCA factors and
theta power for each condition. A similar pattern of brain
electrical activity was obtained during stop trials in the real
and imagined task (Fig. 1).

The repeated measures ANOVAs with Condition (US, SS,
and IS) as a between-subjects factor produced the following
results:

TF6 (N1): No differences were observed in the TF6–N1
factor [F(1.5, 34.4) = 0.79, p = .45].
TF7 (stop-N2): A main effect of condition [F(1.6, 36.3) =
12.22, p < .001] was observed; post-hoc comparisons
showed differences between SS and IS (p = .007) and
between US and IS (p = .002), with no significant differ-
ence between SS and US (p = .16). See Table 1.
TF1 (stop-P3): A significant main effect was ob-
served for this factor [F(1.6, 36.7) = 18.88, p < .001].
Post-hoc comparisons revealed differences between SS
and US (p < .001), between US and IS (p = .005), and
between SS and IS (p = .006).

Differences were also observed in midfrontal theta power
[F(2, 46) = 23.6, p < .001]. Post-hoc comparisons
showed differences between US and both SS (p = .001)
and IS (p < .001) conditions, but not between SS and IS trials
(p = .89) (see Fig. 1e).

Go trials

Participants responded correctly to 97.4 % (SD = 3.6 %) of the
go trials in the real condition. The mean RT for correct go
trials was 423 ms (SD = 71 ms).

Student’s t tests produced the following results:
TF1 (go-P3) had a higher peak amplitude for the real

(mean = 0.22μV/cm2, SD = 0.14) than for the imagined
(mean = 0.16μV/cm2, SD = 0.11) condition, [t(23) = 3.5,
p = .002]. See Fig. 2b.

In the time–frequency data, differences were observed over
motor areas in mu power, with higher desynchronization
for real (mean = –0.3, SD = 0.18) than for imagined
(mean = –0.11, SD = 0.13) go trials [t(23) = –4.48, p < .001].
Similarly to mu oscillations, differences were observed over
motor areas in the beta band, with greater desynchronization
for real (mean = –0.15, SD = 0.1) than for imagined (mean =
–.03, SD = .06) go trials [t(23) = 5.7, p < .001]. See Fig. 2d.

Discussion

The ability to inhibit erroneous or unwanted responses is cru-
cial in everyday life and can potentially be improved by men-
tal rehearsal. The main goal of the present study was to ana-
lyze the brain electrical activity associated with performance
of an inhibitory stop-signal task during real and imagined
execution. To better understand the functional significance
of ERP indices of inhibition and the temporal dynamics of
the EEG, the analyses included spatial filtering, tPCA, and
time–frequency decomposition. Overall, the results support
the idea that similar brain electrical activity occurs during
imagined motor inhibition and real performance.

A limitation of using the stop-signal task to investigate
inhibitory mechanisms is that the EEG of stop trials include
neural activity elicited by both the go stimuli and the stop
signal. Although the influence of the go signal is removed
from the stop trials, it is difficult to dissociate the neural ac-
tivity associated with processing of the perceptual cue (the
stop signal itself) from that linked to response inhibition. In
the present study, two different strategies were used to over-
come these limitations. Go-related activity was removed from
stop-trial activity; in the case of real performance, differences
in stop signal delays and successful versus unsuccessful stop-
ping were taken into account to calculate the difference waves.
In order to avoid overlap between the ERP exogenous poten-
tials and indices of inhibition, Laplacian spatial filtering and
tPCA decomposition were then applied. This is especially
useful when taking into account that we used stop signals in
the auditory mode, which have been shown to cause overlap
between the auditory N1 and the inhibitory stop-N2 (Bekker,
Kenemans, Hoeksma, Talsma, & Verbaten, 2005; Dimoska &
Johnstone, 2007; Hughes, Fulham, Johnston, &Michie, 2012;

1 The stop-signal RT was estimated using a variant of the integration
method (see van den Wildenberg, van der Molen, & Logan, 2002, and
Verbruggen & Logan, 2009, for detailed descriptions).

Cogn Affect Behav Neurosci (2016) 16:825–835 831



Lansbergen, Böcker, Bekker, & Kenemans, 2007; Ramautar
et al., 2006).

The tPCA also clearly identified a fronto-central stop-N2
factor and a later stop-P3 factor peaking at Cz during covert
performance of the stop-signal task.

The amplitude of the stop-N2 was significantly smaller
during imagined than during real stopping, whereas no differ-
ences between SS and USwere observed. It is possible that the
results may be explained by differences in the levels of atten-
tion across conditions. Our data indicated that stop trials were
processed similarly in US, SS, and even IS trials, in contrast to
the findings of Bekker et al. (2005), who reported larger au-
ditory N1 amplitudes for SS than for US trials, suggesting that
successful inhibition partly depends on the level of attention.
These results rule out the contribution of exogenous ERPs in
the observed differences between conditions.

Although there is some controversy about its functional
significance, the midfrontal stop-N2 is often related to conflict
monitoring (Botvinick et al., 2004; Huster et al., 2013). It
appears to belong to a family of other midfrontal negative
ERPs that are evoked after events that require realization of
the need for control (see Cavanagh & Frank 2014). On the
basis of previous reports, we hypothesized that the amplitude
of the stop-N2 would be larger during unsuccessful stopping.
Although the mean N2 amplitude was larger for US trials, the
difference between US and SS trials was far from significant.
Similar results have been reported by other authors (Pliszka,
Liotti, & Woldorff, 2000; Schmajuk, Liotti, Busse, &
Woldorff, 2006; Shen, Lee, & Chen, 2014). We further ana-
lyzed the original ERPs and found that the difference between
SS and US trials was also not significant (p = .095), indicating
that the procedures applied (Laplacian filter, stop-minus-go
ERPs, and PCA) were not critical for this result.

Given that the difference in stop-N2 amplitudes between
overt and covert performance does not seem to depend on
bottom-up processing of the stop signal, as was shown by the
similar N1 amplitudes, our data suggest differences in further
processing steps. This finding can probably be explained by top-
down mechanisms implied in conflict monitoring and related to
activity around medial-frontal brain locations (Botvinick et al.,
2004; Braver et al., 2001; Nieuwenhuis et al., 2003). To clarify
this point, we analyzed midfrontal theta power and found no
difference between IS and SS, both of which produced

significantly smaller theta power than US trials. The results of
time–frequency analyses therefore suggest that the level of con-
flict during IS trials may be similar to that in SS trials, in which
no error is present, but is much lower than for failed inhibition.
These results are consistent with the view of this oscillatory
activity as the realization of the need for control (Cavanagh,
Zambrano-Vazquez, & Allen, 2012), which should be higher
for trials with incorrect responses. In addition, they may reflect
the presence, in the US condition, of the error-related negativity
(ERN), a negative potential that appears around 50–60 ms after
an erroneous response (Dehaene, Posner, & Tucker, 1994),
which is mainly generated by the midfrontal theta that is
phase-locked to the response (Luu et al., 2004).

We identified a positive tPCA factor peaking at the Cz elec-
trode as the stop-P3, the amplitude of which was higher for SS
than for US trials, as has been previously reported (Dimoska et
al., 2006; Kok et al., 2004). In the imagined condition, the stop-
P3 was also larger than in US, but smaller than in SS, trials.
Although it has been assumed that the stop-P3 represents motor
inhibition (Enriquez-Geppert et al., 2010; Randall & Smith,
2011), this wave has recently been associated with the evalua-
tion of inhibitory performance and adaptation to the inhibitory
demands, rather than with pure motor inhibition (Huster et al.,
2013). Our results are consistent with this interpretation. We
found stop-P3 latencies longer than the US RTs. The larger
stop-P3 amplitudes for SS than for US trials also support the
relation between the stop-P3 and the outcome of the inhibition
(Dimoska et al., 2006; Ramautar et al., 2006). The differences
between successful and failed trials may be caused by the de-
tection of errors in the latter; thus, the overlapping of theta
oscillations (and the ERN) may explain the reported reduction
in the stop-P3 amplitude during failed inhibition.

A second goal of the present study was to replicate previous
data on the functional equivalence between action execution
and motor imagery. Previous reports with the lateralized read-
iness potential (LRP) paradigm suggested that similar patterns
of primary motor cortex activation are present in overt and
covert actions, although with diminished amplitude in the latter
(Galdo-Álvarez & Carrillo-de-la-Peña, 2004; Carrillo-de-la-
Peña, Lastra-Barreira, & Galdo-Álvarez, 2006; Kranczioch,
Mathews, Dean, & Sterr, 2009). Mu and beta depletion over
Rolandic areas is a well-known correlate of motor execution.
Consistent with the LRP data, the same pattern of mu and beta

Table 1 Peak amplitudes of tPCA factors and theta power for each stop condition

Condition\Factor TF6 (N1) TF7 (Stop-N2) TF1 (Stop-P3) Theta

Successfully stopped –0.25 (0.11) –0.24 (0.19) 0.30 (0.29) 0.23 (0.16)

Unsuccessfully stopped –0.25 (0.11) –0.30 (0.23) 0.08 (0.21) 0.42 (0.13)

Imagined stopped –0.24 (0.11) –0.14 (0.14) 0.18 (0.18) 0.27 (0.11)

Factor amplitudes are reported in μV/cm2 . The final column includes power values for theta oscillations at the FCz electrode. Standard deviations are
shown in parentheses
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reductions has been found during motor imagery and actual
movement (Pfurtscheller & Neuper, 1997; Pfurtscheller,
Neuper, Brunner, & da Silva, 2005; Pfurtscheller, Brunner,
Schlögl, & Lopes da Silva, 2006; Stavrinou, Moraru,
Cimponeriu, Della Penna, & Bezerianos, 2007).

Our analysis of the motor-related EEG in go trials revealed
significantly greater reduction of mu and beta power for real
than for imagined go trials. This finding is consistent with
previous LRP research and reinforces the idea of weaker neu-
ral recruitment of motor preparation resources during imag-
ined rehearsal. The P3 amplitudes obtained in go trials were
also smaller for imagined than for real hand movements.
Given that the P3 amplitude has been related to the level of
attention (Kok, 2001) or motivational aspects (Carrillo-de-la-
Peña & Cadaveira, 2000), overall our results suggest that real
performance may be associated with greater engagement of
top-down mechanisms than is imagined motor execution.

The reduction in mu and beta power during motor imagery
has been used as a communicating system in many brain–
computer interfaces (McFarland et al., 2000). Our findings
suggest that the indices of inhibition obtained in motor imag-
ery may also serve as communicating systems, thus enabling
development of more sophisticated brain–computer interfaces.

Despite the contributions above, there are several limita-
tions to our experimental design. As we stated in the Method
section, the order of tasks was not counterbalanced. Although
this procedure could induce order-related effects, we preferred
the participants to have recent experience performing the stop-
signal task, because this should facilitate more vivid mental
rehearsal. Another limitation is that the SSD was fixed in the
imagined task and variable in the real task (following the stair
tracking algorithm). Although it could be argued that the stop
signal could be easily predicted in the imagined condition, the
random presentation of the stop sound on 30 % of the trials
and the engagement of processing resources to the perfor-
mance of the bimanual task made this unlikely. It also seems
that millisecond time differences in multisensory stimuli—
such as the visual and auditory information used here—are
quite difficult to perceive by humans (see Spence & Squire,
2003). Finally, there are some limitations to the stop−go cor-
rection. Although similar procedures have been applied in
numerous previous studies, this method is potentially limited
by the possible induction of spurious activity in the corrected
stop ERPs. This limitation may be more important in SS trials
with no behavioral response. Motor-related activity from go
trials—inverted in polarity—may be introduced in the SS con-
dition due to the subtraction.

Conclusion

The high temporal resolution of ERPs and the methodology
applied here enabled us to isolate the neural activity associated
with the inhibition process, separating it from the processes

triggered by the previous go signal. The ERP data were
complemented with a time–frequency analysis, to provide ad-
ditional information about non-phase-locked oscillatory
activity.

The exogenous ERPs were similar in the real and imagined
tasks, which suggests that participants attended go and stop
signals in a similar ways in both conditions.

Imagined performance of the stop-signal task produced
stop-N2 and stop-P3 waves andmidfrontal theta power chang-
es similar than those observed during overt performance. The
similar patterns of brain electrical activity across conditions
suggest that inhibition can be trained when overt motor can-
cellation is not feasible, which opens the possibility of using
neural inhibitory activity as a communicating signal in brain–
computer interface devices.

Imagined motor execution was also associated with motor
mu and beta oscillations, although with smaller power de-
creases than in real performance, supporting previous reports
of weaker activation of motor cortex during mental rehearsal,
and also with smaller P3b amplitudes.

Altogether, our findings suggest that imagined perfor-
mance of a stop-signal task produces a similar pattern of brain
electrical activity to that associated with real performance of
the task, although with diminished amplitude. This may be
explained by several factors, such as weaker neural recruit-
ment of motor areas, and probably reduced processing of er-
roneous execution during imagery. Manipulations that in-
crease top-down attention and provide feedback- or error-
detection-like rewards during mental rehearsal could diminish
the differences in brain activity between real and imagined
execution.

Author note A.G.-V. was supported by a grant from the Fundación
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