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Abstract
Listeners show perceptual benefits (faster and/or more accurate responses) when perceiving speech spoken by a single talker 
versus multiple talkers, known as talker adaptation. While near-exclusively studied in speech and with talkers, some aspects of 
talker adaptation might reflect domain-general processes. Music, like speech, is a sound class replete with acoustic variation, 
such as a multitude of pitch and instrument possibilities. Thus, it was hypothesized that perceptual benefits from structure 
in the acoustic signal (i.e., hearing the same sound source on every trial) are not specific to speech but rather a general audi-
tory response. Forty nonmusician participants completed a simple musical task that mirrored talker adaptation paradigms. 
Low- or high-pitched notes were presented in single- and mixed-instrument blocks. Reflecting both music research on pitch 
and timbre interdependence and mirroring traditional “talker” adaptation paradigms, listeners were faster to make their 
pitch judgments when presented with a single instrument timbre relative to when the timbre was selected from one of four 
instruments from trial to trial. A second experiment ruled out the possibility that participants were responding faster to the 
specific instrument chosen as the single-instrument timbre. Consistent with general theoretical approaches to perception, 
perceptual benefits from signal structure are not limited to speech.
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Introduction

The acoustic environment is full of variability. The types of 
sounds that we hear, including music and speech, are highly 
variable. There is also substantial variability within sound 
types, like the array of musical instruments playing a variety 
of notes to create a song. To navigate the world around us, 
we must manage this constant acoustic variability. Speech 
is the most canonical example as it is replete with acous-
tic variability both within and across talkers. For example, 

one talker’s production of a certain sound might overlap 
with how another talker produces a different speech sound 
(Hillenbrand et al., 1995; Peterson & Barney, 1952). Listen-
ers must overcome this variability when listening to different 
talkers, especially in succession.

When hearing the same talker, listeners adapt to that talk-
er’s speech. This process is referred to as talker adaptation 
(sometimes called talker normalization). In talker adaptation 
paradigms, listeners often make categorization judgments 
such as vowel quality (e.g., /i/ as in “beet” versus /u/ as 
in “boot”) when the sounds are spoken by either a single 
talker or one of several talkers presented in random orders. 
Importantly, listening to speech from a single talker provides 
perceptual benefits (faster and/or more accurate responses) 
over listening to speech from multiple talkers. This has been 
demonstrated in a wide range of speech perception tasks, 
including word identification (Choi et al., 2018; Mullen-
nix et al., 1989; Stilp & Theodore, 2020), word list recall 
(Goldinger et al., 1991; Martin et al., 1989), digit list recall 
(Bressler et al., 2014), vowel monitoring (Barreda, 2012; 
Magnuson & Nusbaum, 2007), voice classification (Mul-
lennix & Pisoni, 1990), phoneme categorization (Assmann 
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et al., 1982; Rand, 1971), lexical tone categorization (Zhang 
& Chen, 2016), and vowel categorization shaped by acoustic 
context effects (Assgari & Stilp, 2015).

Several theoretical approaches offer explanations as to 
why adapting to one talker’s speech yields perceptual ben-
efits relative to multiple talkers’ speech. The first three 
approaches discussed here focus on speech-specific explana-
tions. First, the episodic approach (Goldinger, 1996, 1998) 
posits listeners retain lexical examples of every speaker they 
have ever heard. When a listener encounters a new speaker, 
they must compare the signal to other stored templates (i.e., 
“exemplars”). For familiar talkers, the listener matches 
the newly encountered token to a previously stored speech 
exemplar; for unfamiliar talkers, the listener matches the new 
token to either the closest exemplar or a summary of all pre-
viously heard exemplars. Hearing the same talker might con-
tinuously facilitate those comparisons (single-talker condi-
tion) and hearing different talkers (multiple-talker condition) 
might require switching between different sets of exemplars, 
thus challenging perception. Second, pursuant to the active 
control approach (Heald & Nusbaum, 2014; Magnuson & 
Nusbaum, 2007), when a new talker is heard, an active con-
trol mechanism is engaged to test and update hypotheses 
in response to that variability. There is then an increased 
cognitive cost resulting in increased response time and/or 
decreased accuracy for hearing multiple talkers compared 
with a single talker stemming from variation in the available 
alternative interpretations of the input. This active, atten-
tionally guided system is posed as an alternative to a pas-
sive, deterministic system that utilizes invariant mappings 
between input and output. Third, according to the Bayesian 
belief updating approach (Kleinschmidt & Jaeger, 2015), 
listeners track and update expected distributions of input sta-
tistics, which may be updated in a context-dependent man-
ner (e.g., for individual talkers). Here, optimal perception 
may require inferring the correct distribution for the cur-
rent talker and/or for the current sound(s), and then updat-
ing prior beliefs to integrate the present input. It might be 
easier for listeners to retrieve, update, and maintain a single 
distribution for a single talker than it is to retrieve multiple 
distributions for multiple talkers. While Kleinschmidt and 
Jaeger (2015) state that the problem of overcoming signal 
variability is not specific to speech perception, Bayesian 
belief updating requires extensive perceptual experience to 
populate these distributional representations of inputs. Lis-
teners hear speech far more than any other sound, potentially 
limiting its generalizability to different input domains.

Other approaches address talker adaptation in a more 
domain-general nature. Efficient coding (Attneave, 1954) 
broadly states that perceptual systems have evolved to exploit 
structure and predictability in the environment. Applied to 
talker adaptation, the efficient coding approach (Stilp & 
Theodore, 2020) puts forth that when there is structure in 

the input (e.g., single-talker cases), perceptual processing is 
efficient; when there is less structure (e.g., multiple-talker 
cases), processing is less efficient, as evidenced by longer 
response times. Finally, the streaming approach (Choi & 
Perrachione, 2019) suggests listeners deploy attention to a 
coherent stream from a single source (e.g., a single talker 
speaking) which facilitates perception. When a new talker 
is heard, this forms a new stream. Switching between multi-
ple streams (as when there are multiple talkers speaking in 
succession) is resource intensive, which slows perception.

These five accounts make the same prediction for talker 
adaptation tasks: superior performance in single-talker cases 
compared with multiple-talker cases. However, they differ 
considerably in their ability to generalize beyond speech per-
ception. Both streaming (Bregman, 1990) and efficient coding 
(Attneave, 1954) are well supported in nonspeech (or even 
nonauditory) domains. Bayesian belief updating addresses a 
domain-general problem but utilizes an architecture whose 
generalizability beyond speech (to domains with which lis-
teners have comparatively less experience) is unclear. Con-
versely, episodic and active control theories are exclusively 
developed to account for human speech perception (mappings 
of acoustic cues to phonemes, lexical access, and distinguish-
ing between alternative linguistic utterances, respectively). 
It remains an open question whether some aspects of talker 
adaptation may reflect more general auditory principles as 
suggested by streaming and efficient coding accounts.

Music, like speech, is a common sound in our environment. 
Western music contains structure in the form of meter, har-
mony, and repetition, contrasted with variability such as devi-
ant note choices, changing timbres, and rhythmic variations. 
The need to adapt to consistency of the acoustic input is thus 
not limited to speech, but a possibility within music as well. In 
music perception, adapting to consistency in musical sounds 
improves performance relative to when inconsistency (i.e., 
variability) is present. Music perception research has long 
recognized the bidirectional interference of pitch and timbre 
(Krumhansl & Iverson, 1992; Melara & Marks, 1990; Pitt, 
1994). For example, Krumhansl and Iverson (1992, Experi-
ment 1) presented listeners with low- and high-pitched notes 
in isolation presented with either a trumpet or piano timbre. 
Participants were required to identify the pitch when timbre 
was held constant, identify the timbre when pitch was held 
constant, or to identify one stimulus dimension while the other 
dimension was also varying. Listeners could not ignore task-
irrelevant information such that changes in timbre impaired 
pitch judgments and changes in pitch impaired timbre judg-
ments (Krumhansl & Iverson, 1992; Melara & Marks, 1990; 
Pitt, 1994; Van Hedger et al., 2015). Listeners must overcome 
this acoustic variability to interpret and appreciate the music 
to which they are listening. Thus, the consistency and variabil-
ity within music (e.g., varying pitches and instrumental tim-
bres) can be conceived as analogous to the variability within 
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speech (e.g., varying speech sounds and talkers). The open 
question is the extent to which the mechanisms that facilitate 
overcoming variability in both domains are similar.

The present study modified a talker adaptation experi-
mental paradigm using instruments instead of talkers and 
pitches instead of speech sounds. A low–high pitch judg-
ment task was created to parallel the word choice selection 
in the speech paradigm. On each trial, participants catego-
rized a sound as low or high in pitch that was played by 
either a single instrument (analogous to the single talker 
condition) or one of four instruments (like the multiple talker 
condition) that varied from trial to trial. Using a musical task 
accessible to musicians and nonmusicians alike offers a way 
to test generalizability of mechanisms underlying adapta-
tion. Consistent with previous research on the interdepend-
ence between pitch and timbre reviewed above (Krumhansl 
& Iverson, 1992; Melara & Marks, 1990; Pitt, 1994; Van 
Hedger et al., 2015), we predicted participants would be 
faster making their low–high pitch judgments for a single 
timbre than when timbre is varying. If the predicted results 
are observed, this would point toward domain-general theo-
retical approaches to talker adaptation (streaming and effi-
cient coding) rather than speech-specific accounts (Bayesian 
belief updating, episodic, and active control). Since the two 
pitches tested (D4 and F#4 in musical terms) were highly 
discriminable on both acoustic (see Wier et al., 1977) and 
musical grounds (Zarate et al., 2012, 2013), we also pre-
dicted that accuracy would not differ as a function of block 
(with both blocks at ceiling; accuracy is also typically at 
ceiling in traditional talker adaptation paradigms, e.g., Choi 
et al., 2018; Stilp & Theodore, 2020).

Experiment 1

Method

Participants

The final sample included 40 participants (three male, 36 
female, one other) who were undergraduates participating 
in exchange for course credit. They were at least 18 years 
of age (M = 20.23 years, 95% CI [18.87, 21.59]) and were 
required to have self-reported healthy hearing. Participants 
had, on average, 3.53 (95% CI [2.25, 4.80]) years of formal 
musical training. An additional 30 participants completed 
the study but were not included in the final sample for failing 
to meet inclusion criteria as outlined below.

The present study was patterned after a recent talker 
adaptation study that compared reaction time across a sin-
gle-talker block and a highly variable multiple-talker block 
(Stilp & Theodore, 2020). Results from that study were 
entered into a power simulation using the package simr 

(Green & Macleod, 2016) in R (R Core Team, 2021), from 
which a sample size of 40 participants yielded >99% power. 
Based upon these results, the present sample size should be 
sufficient to detect adaptation of a similar magnitude across 
blocks. This study was approved by the Institutional Review 
Board at the University of Louisville. Participants provided 
electronic informed consent at the beginning of the study.

Stimuli

Stimuli were musical instrument notes selected from the 
McGill University Musical Samples Database (Opolko & 
Wapnick, 1989). Selected instruments were required to have 
a constant pitch throughout the duration of the note (i.e., no 
vibrato). Instruments were chosen to span a wide range of 
timbres. Recordings of plucked violin (practice); alto saxo-
phone (single-instrument block); and clarinet, French horn, 
marimba, and piano (mixed-instrument block) playing the 
notes D4 (294 Hz) and F#4 (370 Hz) were selected. To mir-
ror how accuracy performance is often at ceiling in talker 
adaptation paradigms (e.g., Choi et al., 2018; Stilp & Theo-
dore, 2020), the interval of a major third (four semitones; 
400 cents) was selected because it comfortably exceeds 
the interval discrimination threshold for nonmusicians (≈ 
100–125 cents; Zarate et al., 2012, 2013).

The first 1000 ms of each note was extracted at zero 
crossings from the original instrument recording in Praat 
(Boersma & Weenick, 2021). The durations of the plucked 
violin notes were less than 1000 ms; thus, these sounds were 
used for practice to ensure all instrument notes in the main 
task had equal 1000 ms duration. In MATLAB, each note 
was ramped with a 2-ms linear offset and set to a constant 
root-mean-squared amplitude.

Procedure

Participants completed the experiment online on a personal 
computer. The entire experiment took approximately 15 
minutes to complete. After providing informed consent, 
participants completed a six-trial headphone screen (Woods 
et al., 2017). On each trial, listeners heard three tones and 
reported which was the quietest. This task is designed to be 
easy while wearing stereo headphones but difficult using 
external speakers due to destructive interference between 
tones heard in open air. All participants completed the 
Woods et al. (2017) headphone screen; 24 out of the 40 final 
participants passed the screen (defined as at least five out of 
six trials correct within two attempts). The pattern of pitch 
categorization accuracy and response time (RT) collapsed 
across blocks did not differ between participants who passed 
the screener (accuracy: M = 91.6%, 95% CI [87.7%, 95.5%]; 
RT: M = 1,018 ms, 95% CI [907, 1,128]) relative to par-
ticipants who passed all the other checks that were germane 
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to this task regardless of headphone status (accuracy: M = 
89.5%, 95% CI [86.4%, 92.7%]; RT: M = 1,045 ms, 95 % CI 
[961, 1,130]), so all participants at this step were retained.

Participants then heard the verbal label of “low” followed 
by the note D4 and the verbal label “high” followed by the note 
F#4, both played on plucked violin. Participants could listen to 
the labels and notes up to five times. Next, listeners practiced 
categorizing the plucked violin sounds as low or high with 
feedback (10 trials at each pitch height, in random orders). 
Participants were required to achieve 90% accuracy on practice 
within three attempts to be included in the final sample; four 
individuals did not meet this criterion and so were excluded.

Following practice, participants made the same low–high 
pitch judgments in a single-instrument block and in a multiple-
instrument block (Fig. 1). On each trial of the single-instrument 
block, listeners categorized notes played by an alto saxophone 
as low or high. Each note was presented 40 times in random 
orders (2 notes × 40 repetitions = 80 total trials). On each trial 
of the multiple-instrument block, listeners categorized notes 
played by one of four instruments (clarinet, French horn, 
marimba, piano) as low or high. Each note as played by each 
instrument was presented ten times in random orders (4 instru-
ments × 2 notes × 10 repetitions = 80 total trials). All partici-
pants completed both blocks, and the presentation order of the 
blocks was counterbalanced across participants. To facilitate 
comparison to results from talker adaptation paradigms, par-
ticipants were required to maintain 90% accuracy in the single-
instrument block to be included in the final sample (as listeners 
in talker adaptation experiments using this paradigm routinely 
approach ceiling levels of performance in the single-talker con-
dition, if not all conditions). As a result, an additional 25 were 
excluded for failing to meet this criterion.1

Finally, all participants answered general demographic 
questions and were asked if they had any musical experience. 
Participants who responded “yes” to having musical experi-
ence answered additional questions such as their number of 
years of musical instruction, performing experience, and the 
instrument(s) they play. One participant was removed from the 
sample for reporting that they had diagnosed hearing loss in this 
questionnaire, resulting in the final sample of 40 participants.

Results

Accuracy

Mean accuracy was 97.2% (95% CI [96.4%, 98.1%]) for the 
single-instrument block and 81.8% (95% CI [76.5%, 87.1%]) 
for the mixed-instrument block, d = .93 (Fig. 2a).

The binary outcome variable, accuracy (1 = correct, 0 = 
incorrect), was assessed using a generalized linear mixed-
effects model using lme4 (Bates et al., 2015) in R (R Core 

Fig. 1   Diagram of trial structure in single- and mixed-instrument 
blocks. On each trial, participants heard an instrument play either a 
low note (D4) or a high note (F#4). In the single-instrument block, 
all notes were played by an alto saxophone. In the mixed-instrument 

block, notes were played by either a clarinet, French horn, marimba, 
or piano as shown from left to right. Participants reported whether 
they heard the low or high note on each trial

1  Since participants for Experiment 1 were recruited without regard 
for their musical training, an alternative analysis was conducted 
including the participants who did not meet the 90% accuracy cri-
terion in the single block. Participants were still more accurate and 
responded faster in the single instrument block (M acc = 77.6%, 95% 
CI [69.9%, 85.3%]; M RT = 909 ms, 95% CI [833, 985]) than the 
mixed block (M acc = 71.7%, [67.1%, 76.4%]; M RT = 1,161, 95% 
CI [1,067, 1,254]). Mixed effects models using the same architec-
ture as described in the main text revealed the differences across the 
blocks were significant (accuracy model: β̂ = −1.25, 95% CI [−2.12, 
−0.42], Z = −3.17; RT model: β̂ = .28, 95% CI [0.18, 0.37], t = 
6.08). Thus, the same pattern of results was observed with or without 
the single-instrument block performance criterion.
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Team, 2021) with the binomial logit linking function. The 
model included a fixed effect of block which was contrast-
coded (single block as −0.5, mixed block as 0.5). The 
model included random intercepts by subject and by instru-
ment, and random slopes by subject for block, reflecting the 
maximal random effects structure (Barr et al., 2013). The 
model demonstrates that participants were more accurate 
in the single-instrument block than the mixed-instrument 
block ( ̂β = −1.59, 95% CI [−2.36, −0.80], Z = −4.52). The 
estimated marginal means for accuracy were 98.0% (95% CI 
[96.5%, 98.9%]) for the single-instrument block and 90.9% 
(95% CI [84.2%, 95.0%]) for the mixed-instrument block, 
as calculated using the emmeans package (Lenth, 2019).

Response time

In talker adaptation studies, it is common practice to analyze 
response times only for correct trials that are within three 
standard deviations of a participant’s mean response time 
(e.g., Choi et al., 2018; Stilp & Theodore, 2020). Accord-
ingly, prior to analyses of response time, 670 incorrect tri-
als (10.5% of all trials) were removed, and an additional 
92 trials (0.8%) were removed for being outliers relative 
to a participant’s mean response time. Response time was 
positively skewed (skewness = 2.81), so it was transformed 
using the natural logarithm prior to analysis (skewness of 
log-transformed response times = 0.26). For ease of inter-
pretation, untransformed response times are reported here. 
Mean response time was 852 ms (95% CI [768, 935]) for 
the single-instrument block and 1,144 ms (95% CI [1030, 
1,258]) for the mixed-instrument block, d = .94 (Fig. 2b).

Trial-level logarithmically transformed response times 
were submitted to a linear mixed effects model using lme4 
(Bates et al., 2015) in R (R Core Team, 2021). The model 
included a fixed effect of block, which was sum-coded (sin-
gle block as −0.5, mixed block as 0.5). The final random 
effects structure consisted of random intercepts by subject 
and by instrument, and random slopes by subject for each 
block, again corresponding to the maximal random effects 
structure (Barr et al., 2013). Participants were faster in the 
single-instrument block than the mixed-instrument block 
( ̂β = 0.29, 95% CI [0.18, 0.40]), t(7.56) = 5.43, p < .001. 
The estimated marginal means for reaction time were 787 
ms (95% CI [701, 884]) for the single-instrument block and 
1050 ms (95% CI [957, 1152]) for the mixed-instrument 
block, as estimated by the emmeans package (Lenth, 2019).

Exploratory analyses of musical training

Talker adaptation studies test adults who are native speakers of 
the language and are thus experts at categorizing the presented 
speech sounds. This task was created to mirror talker adapta-
tion studies, but participants were largely nonexperts in the 
present study. Here, individuals were recruited to participate 
in this experiment irrespective of their musical training, but 
they did vary in their musical backgrounds (years of formal 
musical instruction: M = 3.53 years, 95% CI [2.25, 4.80]), with 
the caveat that only 15 of the 40 participants had five or more 
years of formal musical instruction. Exploratory analyses were 
conducted to assess potential relationships between musical 
training and task performance. Unsurprisingly, years of formal 
music training was positively skewed (skewness = 1.00), so 

Fig. 2   Individual and aggregated results for pitch categorization. a 
Each participant is represented as an individual dot with lines con-
necting their accuracy between blocks. The boxplots show the aggre-
gate accuracy for pitch judgments within each block. The dashed 
line beneath the single-instrument block boxplot represents the 90% 

minimum correct accuracy criterion to be included in the final sam-
ple. b Participants are again represented as dots with lines connecting 
their response times (for correct trials only) between blocks. Boxplots 
display aggregate response times within each block. (Color figure 
online)
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Spearman’s rho was used for correlation analyses with aspects 
of performance in this experiment (Fig. 3). Participants with 
more years of formal music training exhibited higher accuracy 
in the single (ρ = .39, p = .011) and mixed block (ρ = .62, 
p < .001), and trended toward having faster response times 
(ρ = −.31, p = .050) in the mixed-instrument block. Musical 
training was not correlated with response time in the single-
instrument block (ρ = −.13, p = .409).

Discussion

Experiment 1 showed that listeners were faster and more accu-
rate to categorize low and high pitches when played by a sin-
gle instrument (alto saxophone) than when the instrument was 
changing (random orders of clarinet, French horn, marimba, 
and piano). These findings parallel results using speech in talker 
adaptation paradigms, in which listeners are faster and more 
accurate to categorize speech sounds when spoken by a single 

Fig. 3   Scatterplots depicting the relationship between years of for-
mal musical training and task performance. Each color represents a 
unique participant, with the same participant represented by the same 

color across panels (color online). The dashed line in panel (a) repre-
sents the 90% inclusion criterion to be included in the final sample as 
described in the main text. (Color figure online)
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talker than when the talker varies. These parallels promote 
domain-general approaches to adapting to consistency in the 
environment, while speech-specific approaches to talker adap-
tation cannot as parsimoniously accommodate these results.

These results are also reminiscent of the pitch and tim-
bre interdependence studies. For example, Krumhansl and 
Iverson (1992) found that listeners were faster to make pitch 
judgments for one instrument than for two. In the present 
study, additional variability was present in the mixed-instru-
ment block, in which timbre randomly varied from trial-to-
trial among four instruments. To examine timbre-specific 
effects more closely, we used a mixed effects model with 
fixed effects of instrument and random intercepts by par-
ticipant to predict response times for the mixed-instrument 
block only. Responses were fastest to marimba (M = 1,058 
ms, 95% CI [1,022, 1,093]) relative to clarinet (M = 1,147 
ms, 95% CI [1,105, 1,190]), horn (M = 1,147 ms, 95% CI 
[1,107, 1,187]), and piano (M = 1,109 ms, 95% CI [1,065, 
1,153]; all β̂ s > 0.05, ts > 3.18, ps < .001) and were faster 
to piano than horn ( ̂β = .04, t(2,510.39) = 2.30, p = .022). 
Marimba and piano are both percussion instruments which 
have relatively sharp attack onsets, so listeners reasonably 
responded to pitches produced by these timbres the fastest, 
although the mean response time for the mixed-instrument 
block was still slower the single-instrument block in which 
the presented timbre was not percussive.

Experiment 1 was designed by randomly selecting one 
instrument to serve in the single-instrument condition; par-
ticipants were not expected to respond preternaturally faster 
to the alto saxophone than to any other instrument. An alter-
native explanation for the data in Experiment 1 could be that 
participants respond faster to saxophone due to some quality 
of its timbre rather than because it was presented as the sin-
gle, consistent instrument. To test this possibility, in Experi-
ment 2, each of the five instruments (saxophone plus clarinet, 
horn, marimba, and piano) was presented in its own single-
instrument block where the trial-by-trial instrument consist-
ency was the same as in the alto saxophone single-instrument 
block of Experiment 1. We hypothesized that participants 
would not systematically respond faster or more accurately 
to alto saxophone sounds than to the other instrument sounds.

Experiment 2

Method

Participants

The final sample included 30 participants who were under-
graduates participating in exchange for course credit. They 
were at least 18 years of age and had self-reported healthy 
hearing. An additional 19 participants completed the study 
but were not included in the final sample for failing to meet 

inclusion criteria as outlined below. None participated in 
Experiment 1. This study was approved by the Institutional 
Review Board at the University of Louisville. Participants 
provided electronic informed consent at the beginning of 
the study.

Stimuli

Stimuli were recordings of plucked violin (practice), alto 
saxophone, clarinet, French horn, marimba, or piano play-
ing the notes D4 (294 Hz) and F#4 (370 Hz). All details of 
stimuli were the same as those reported in Experiment 1.

Procedure

Participants completed the experiment online on a personal 
computer. The entire experiment took approximately 15 
minutes to complete. After providing informed consent, 
participants completed the same six-trial headphone screen 
(Woods et al., 2017) followed by a practice block of labelling 
low and high violin notes as detailed in Experiment 1. As 
before, due to an unexpectedly high rate of failure to meet 
the headphone screen performance criterion (at least five 
out of six trials correct within two attempts), exclusion was 
determined by other performance checks that were specific 
to this task. Three individuals did not achieve 90% accu-
racy within three attempts of the practice block and so were 
excluded from analyses.

Following practice, participants made the same low–high 
pitch judgments in five blocks each containing only one 
instrument (alto saxophone, clarinet, French horn, marimba, 
or piano). On each trial of a block, listeners categorized the 
note played by an instrument as low or high. Each note was 
presented 40 times in random orders (2 notes × 40 repeti-
tions = 80 trials per block). All participants completed all 
five blocks, and the presentation order of the blocks was 
randomized across participants. Participants were required 
to average 90% accuracy across all blocks to be included in 
the final sample; 16 were excluded for failing to meet this 
criterion. Thus, the final sample included 30 participants.

Results

Accuracy

All trials were included in analyses. Mean accuracy was 
95.6% (95% CI [94.3%, 97.0%]) for the alto saxophone, 
96.2% (95% CI [94.6%, 97.7%]) for the clarinet, 96.0% 
(95% CI [94.3%, 97.7%]) for the French horn, 96.8% (95% 
CI [95.4%, 98.2%]) for the marimba, and 94.5% (95% CI 
[91.2%, 97.9%]) for the piano (Fig. 4a).

The binary outcome variable, accuracy (1 = correct, 
0 = incorrect), was assessed using a generalized linear 
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mixed-effects model using lme4 (Bates et al., 2015) in R (R 
Core Team, 2021) with the binomial logit linking function. 
The model included a fixed effect of instrument which was 
treatment-coded with the alto saxophone as the reference 
level, with random slopes for instrument and random inter-
cepts by subject. No accuracy comparisons across instru-
ments were significant (all β̂ s < 0.46, Zs < 1.81, ps > .071).

Response time

As in Experiment 1, only correct trials that were within three 
standard deviations of a participant’s mean response time 
were analyzed. Accordingly, prior to analysis, 498 incorrect 
trials (4.2% of all trials) were removed, and an additional 
185 trials (0.8%) were removed for being outliers relative 
to a participant’s mean response time. The response time 
variable was positively skewed (skewness = 3.79), so it was 
transformed using the natural logarithm prior to analysis 
(skewness of log-transformed response times = 0.44). For 
ease of interpretation, untransformed response times are 
reported here. Mean response time was 662 ms (95% CI 
[563, 762]) for the alto saxophone, 677 ms (95% CI [576, 
778]) for the clarinet, 700 ms (95% CI [597, 804]) for the 

French horn, 637 ms (95% CI [572, 702]) for the marimba, 
and 621 ms (95% CI [557, 685]) for the piano (Fig. 4b).

Trial-level logarithmically transformed response times 
were submitted to a linear mixed effects model using lme4 
(Bates et al., 2015) in R (R Core Team, 2021). The model 
included a fixed effect of instrument, which was treatment-
coded with the alto saxophone as the reference level. The 
random effect structure included random slopes for instru-
ment and random intercepts for participant. Compared with 
the alto saxophone, participants were significantly slower for 
the French horn ( ̂β = 0.06, 95% CI [0.001, 0.10]), t(29.03) 
= 2.38, p = .02. No other response time comparisons were 
significant.

Discussion

Experiment 2 was conducted to address a potential confound 
in Experiment 1 to determine whether faster responses to 
alto saxophones were instrument-specific or condition-spe-
cific (i.e., because it was the instrument presented in the 
single-instrument block). In Experiment 2, each of the five 
instruments tested in Experiment 1 was presented in its own 
single-instrument block. Mean response times were faster 

Fig. 4   Accuracy and response time results by instrument. Alto saxo-
phone is displayed as “Sax” and French horn is displayed as “Horn.” 
a Each participant is represented as an individual dot with lines con-
necting their accuracy across blocks. The boxplots show the aggre-
gate accuracy distribution within each block. The dashed line rep-

resents the 90% minimum correct accuracy criterion to be included 
in the final sample. b Participants are again represented as dots with 
lines connecting their response time across blocks. Boxplots display 
aggregate response time distributions within each block. (Color figure 
online)
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for saxophone than for horn, although the mean response 
time for French horn when presented in a single block of 
Experiment 2 (M = 700 ms) was still markedly faster than 
the mean response time for the French horn when presented 
in the mixed-instrument block of Experiment 1 (M = 1,147 
ms). This pattern of results also held true for the clarinet 
(Experiment 1 mean RT = 1,147 ms, Experiment 2 mean RT 
= 677 ms), marimba (Experiment 1 mean RT = 1,058 ms, 
Experiment 2 mean RT = 637 ms), and piano (Experiment 
1 mean RT = 1,109 ms, Experiment 2 mean RT = 621 ms). 
Responses to saxophone were not faster than the remaining 
instruments. In Experiment 1, four instruments made up the 
mixed block (only one of which is French horn); Experiment 
2 suggests that this is not because participants respond faster 
to the saxophone than to instruments in the mixed block but 
are rather capitalizing on the structured nature of making 
pitch judgments when the instrument is consistent. Together, 
these points discount the possibility that the results from 
Experiment 1 were due to participants responding faster to 
saxophone sounds in general, but instead they were respond-
ing more quickly to structured input (the single-instrument 
block) relative to unstructured input (the mixed-instrument 
block).

Additionally, in Experiment 1 responses were faster 
to percussive instruments with sharp attacks (piano and 
marimba) relative to nonpercussive instruments. In Exper-
iment 2, the effect of faster responses to sharp attacks is 
gone when each instrument is presented individually. Thus, 
at least for the present data, it seems that the response time 
benefit for sharper attacks is only relative to longer attacks 
as in the mixed-instrument block, not when the piano and 
marimba are in blocks by themselves. Thus, the conclusion 
presented in Heald et al. (2017, para. 1) that “the process of 
auditory recognition cannot be divorced from the short-term 
context in which the auditory object is presented” also rings 
true across our Experiments 1 and 2.

Regrettably, information about the musicianship of par-
ticipants in Experiment 2 was not collected. Therefore, it is 
unclear whether musicianship influenced the data pattern 
as it did for Experiment 1. Since Experiments 1 and 2 were 
drawn from the same pool of participants (undergraduate 
students in psychology courses at the same university), one 
might infer similar distributions of musical training as in 
Experiment 1 due to random sampling. After removing the 
outliers, the range in RT data is much smaller in Experi-
ment 2 (≈500 ms) than in Experiment 1 (>1,500 ms), pos-
sibly due to an unknown difference in musical training 
across the samples. However, it is inadvisable to statisti-
cally compare the RTs across Experiments 1 and 2, because 
although the primary task was the same, the context within 
which the task was situated was not. In Experiment 1 (for 
which participants’ musical training background was col-
lected), training was only correlated with response time in 

the mixed-instrument block. Because Experiment 2 instru-
ments were presented only in single-instrument blocks, we 
might conclude that the similar response times across blocks 
are due to markedly reducing the timbral variability within 
each block, and not because our sample hypothetically con-
sists of highly trained musicians who are better at this task 
than the participants in Experiment 1. The question of the 
role of musical training in talker or music adaptation task 
performance remains an open one. Future work specifically 
recruiting musicians and nonmusicians will illuminate if 
musical training might attenuate the costs associated with 
timbre variability in pitch perception, and/or decrease reac-
tion times in both single and mixed-instrument conditions.

General discussion

Many speech studies have demonstrated that speech sound 
perception is faster and/or more accurate when listening to a 
single talker across trials than when the talker changes from 
trial to trial. There are several accounts for this “talker adap-
tation” effect, some of which are specific to speech (episodic, 
active control, Bayesian belief updating) and some of which 
are general to auditory perception (streaming and efficient 
coding). Music perception research has shown that there is 
a perceptual interdependence between pitch and timbre, and 
that variability in one dimension influences perception of 
the other. The present study investigated music perception 
to assess if “talker” adaptation can extend beyond speech. 
Participants made low–high pitch judgments for notes played 
either by the same instrument or by multiple instruments pre-
sented in random orders. Consistent with talker adaptation 
paradigms and our primary hypothesis, participants were 
faster to make pitch judgments in the single-instrument block 
compared with the mixed-instrument block. Contrary to our 
prediction, participants were also less accurate in the mixed-
instrument block relative to the single-instrument block. 
This is not problematic, as the direction of this difference is 
consistent with the increase in reaction times in the mixed-
instrument block. Also, there are reports of lower accuracy in 
mixed-talker blocks of some speech perception experiments 
examining talker adaptation (e.g., Assmann et al., 1982; 
Creelman, 1957; Martin et al., 1989; Mullennix et al., 1989; 
Nusbaum & Morin, 1992; Sommers et al., 1994).

While the present study replicated the direction of 
the established effect in talker adaptation experiments 
(faster responses to a single, consistent source than vari-
able sources), the magnitude of the effect appears to dif-
fer by domain. Adapting to a single instrument produced 
a larger perceptual benefit (i.e., a decrease in reaction time 
relative to the mixed-instrument block) than in talker adap-
tation studies using the same paradigm. On average, par-
ticipants responded 292 ms faster (Cohen’s d = 0.94) in 
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the single-instrument block than in the mixed-instrument 
block of Experiment 1. In two recent studies that used this 
paradigm (Choi et al., 2018; Stilp & Theodore, 2020), par-
ticipants categorized speech targets 62–141 ms faster (ds 
= 0.34–0.68) in single-talker blocks than in mixed-talker 
blocks. Differences in effect magnitudes cannot be attributed 
to differences in stimulus durations, as stimuli in the present 
study (1,000 ms) all had longer durations than the monosyl-
labic words tested by Choi et al., 2018 (Experiment 1, all 
durations = 300 ms) and in Stilp and Theodore (2020; mean 
duration = 625 ± 81 ms). Previous research has established 
perceptual interdependencies between pitch and timbre in 
music (Krumhansl & Iverson, 1992) and between speech 
content and talker identity in speech studies (Mullennix & 
Pisoni, 1990). The present results of a larger effect size for 
the music task relative to previous speech studies suggests 
that separating pitch and timbre in music might be more 
difficult than separating speech sounds and talker identity. 
However, two points temper this conclusion. First, this is 
generalization from the first experiment of its kind (convert-
ing a talker adaptation paradigm to measure pitch height 
judgments); further replications and extensions examin-
ing matched durations and difficulty would be beneficial. 
Second, these are between-subjects comparisons at present; 
future studies should test the same listener sample in both 
speech adaptation and music adaptation paradigms to test 
this relationship explicitly.

Not all acoustic variability proves consequential for a 
given perceptual task. For example, in speech, Sommers 
et al. (1994) reported that variability in talker or in speak-
ing rate, but not amplitude, affected spoken word recogni-
tion (see also Bradlow et al., 1999; Nygaard et al., 1995). 
Listeners rely less on the spectral properties of a preceding 
context for categorizing subsequent target vowels (smaller 
spectral contrast effects) when the mean fundamental fre-
quency of the context sentence varied from trial to trial rela-
tive to a more consistent fundamental frequency (Assgari 
et al., 2019). However, similar trial-to-trial variability for 
characteristics that would be consistent within a given talker 
(resonances of the vocal tract; mean F1, mean F3) did not 
affect perception of vowels (Mills et al., 2022). In music, 
Van Hedger et al. (2015) demonstrated similar effects in 
which listeners with absolute pitch were slower to recognize 
a designated pitch class when there was trial-to-trial instru-
ment variability or octave variability, but not when there 
was amplitude variability (compared with when a given 
dimension did not vary; see also Krumhansl & Iverson, 
1992; Melara & Marks, 1990; Pitt, 1994). Furthermore, in 
naturalistic speech or music listening, listeners must continu-
ously evaluate which cues are important for perception based 
on an evolving window of context, and they can exploit any 
structure that is present in one dimension even if there is 
variability in another (Heald et al., 2017). Thus, not all types 

of variability are expected to induce processing costs; one 
possible determining factor in whether a cost is incurred is 
whether the varying dimension is diagnostic for perception 
of the target. Additionally, when processing costs do arise 
from variability in the signal, not all costs or types of vari-
ability are equally detrimental to perception. As previously 
discussed, the effect size is much larger here than in speech 
studies, suggesting that the processing cost associated with 
changing timbres might be more expensive than that of 
changing talkers. Together, not all variability results in chal-
lenges to perception, and variability which does influence 
perception does so to different degrees. Continuing work in 
these types of adaptation studies needs to explicitly situate 
experiments with these broader points in mind.

Musical experience could promote resiliency to acoustic 
variability across musical instruments. While the relationship 
between musicianship and task performance in this experi-
ment could only be examined post hoc, the participants with 
the most musical training were the most accurate and trended 
toward being faster in the mixed-instrument block (Fig. 3). 
This is consistent with the “musician advantage” literature 
in which musicians consistently outperform nonmusicians 
in musical pitch-related tasks (e.g., Madsen et al., 2017; 
Micheyl et al., 2006; Schön et al., 2004; Spiegel & Wat-
son, 1984; Tervaniemi et al., 2005). While musical training 
appears to be related to increased accuracy and decreased 
reaction time in the mixed-instrument block, the partici-
pants had little musical training overall (M = 3.53 years). 
Participants with more formal musical training likely had 
more experience with (at least some of) the stimuli being 
tested as well as making pitch judgments. However, even our 
most musical participants have far less experience perceiving 
music than they do with perceiving speech. Taken together, 
this suggests that perceptual experience might protect against 
processing costs associated with less structure in the stimuli 
(as seen for the higher-performing participants in the mixed-
instrument block). Additional work is necessary to delineate 
between how musical training experience contributes to this 
perceptual resiliency to stimulus variability. Future studies 
should explicitly define musicianship and recruit listeners 
with a wide range of musical experience (from nonmusicians 
to highly trained musicians) to investigate the role of increas-
ing experience in music in these adaptation paradigms.

One limitation of this study is the unexpected difficulty 
of the task. The major third interval was chosen because it 
far exceeds the just noticeable difference for discrimination 
of pitch intervals (Zarate et al., 2012, 2013). However, this 
study employed a categorization task, which is more diffi-
cult than a discrimination task. Because of this difference, a 
90% correct performance criterion was implemented in the 
single-instrument block of Experiment 1 to ensure partici-
pants were able to reliably make the pitch judgments. This 
was also done to match how accuracy is typically at ceiling 
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in talker adaptation paradigms (e.g., Choi et al., 2018; Stilp 
& Theodore, 2020). Although categorizing pitches within a 
major third interval was more difficult than originally antici-
pated, most participants still performed far above chance 
levels. However, choosing a larger musical interval might 
not necessarily decrease task difficulty, as (nonmusical) 
participants might categorize pitches in the wrong octave 
(Shepard, 1964). The difficulty of the task underscores 
that in traditional talker adaptation paradigms, listeners 
are experts at the task (categorizing speech sounds of their 
native language) while in these experiments, listeners are 
nonexperts at the task (generally nonmusicians categoriz-
ing pitches in music). The intersections between perceptual 
expertise and overcoming acoustic variability as discussed 
above, as well as how difficult the listener finds the task, are 
rich areas for future investigations.

In talker adaptation paradigms, participants are assumed 
to be expert speech perceivers who exploit existing well-
defined categories for speech sounds. The present study does 
not presume that participants have extensive music experi-
ence or existing categories for “low pitch” and “high pitch” 
(or at least, not as well-defined as those categories they 
have for speech sounds). Yet, the same pattern of response 
times was observed across the two domains, suggesting that 
adaptation might not depend on having long-established cat-
egories in place. Active control (Heald & Nusbaum, 2014; 
Magnuson & Nusbaum, 2007) and episodic approaches 
(Goldinger, 1996, 1998) to talker adaptation are specific to 
speech, in which listeners are expert perceivers; Bayesian 
belief updating also draws heavily on a listener building up 
extensive perceptual experience with the sounds they are 
hearing (Kleinschmidt & Jaeger, 2015). Conversely, the 
streaming (Choi & Perrachione, 2019) and efficient coding 
approaches (Stilp & Theodore, 2020) do not require such 
experience, and thus most readily explain benefits from 
adapting to structure in nonspeech sounds. The benefits of 
structure for auditory perception apply beyond talker adap-
tation and are not dependent on having categories as thor-
oughly defined as those for speech sounds.

One of the most enduring debates surrounding speech per-
ception is the extent to which it is “special” compared with 
other perceptual abilities (e.g., Diehl et al., 2004; Liberman, 
1996; Liberman et al., 1967; Schouten, 1980). Although 
several perceptual behaviors have been initially reported 
as indicating specialized speech processing, this view is 
challenged given that some of these behaviors were subse-
quently replicated with nonspeech stimuli. These behaviors 
include: categorical perception (speech: Liberman et al., 
1967; Studdert-Kennedy et al., 1970; nonspeech: Locke & 
Kellar, 1973; Miller et al., 1976), duplex perception (speech: 
Mattingly et al., 1971; Rand, 1974; nonspeech: Fowler & 
Rosenblum, 1990), trading relations between correlated 
cues (speech: Repp, 1982; nonspeech: Parker et al., 1986), 

and compensation for preceding context on shorter (speech: 
Mann, 1980; Miller & Liberman, 1979; nonspeech: Pisoni 
et al., 1983; Lotto & Kluender, 1998) and longer timescales 
(speech: Ladefoged & Broadbent, 1957; nonspeech: Stilp 
et al., 2010). Some of these behaviors have been demonstrated 
in listeners who have far less experience perceiving speech 
than adults, ranging from human infants (e.g., Eimas et al., 
1971; Fowler et al., 1990; Miller & Eimas, 1983; Werker & 
Tees, 1984) to nonhuman animals (e.g., Dooling et al., 1988; 
Kuhl & Miller, 1975; Kluender et al., 1987; Sinnott et al., 
1976). In the present study, parallel patterns of results across 
the present music perception task and previously published 
similar speech perception tasks endorse reconsideration of 
domain-specific (i.e., speech-specific) theoretical accounts to 
talker adaptation (Heald & Nusbaum, 2014; Kleinschmidt & 
Jaeger, 2015; Liberman, 1996; Liberman et al., 1967; Magnu-
son & Nusbaum, 2007) in favor of domain-general accounts 
of capitalizing on consistency in sensory inputs rooted in first 
principles of how perceptual systems operate most broadly 
(Attneave, 1954; Barlow, 1961; Bregman, 1990; Diehl et al., 
2004). Since listeners must overcome acoustic variability 
when perceiving speech, music, and other classes of natu-
ral sounds, it is perhaps unsurprising that domain-general 
approaches proved most useful in explaining the nonspeech 
behavior observed in the current work.

Conclusion

Variability is pervasive in the acoustic environment. Previ-
ous studies report that structure in speech yields perceptual 
benefits (i.e., faster and/or more accurate responses to a single 
talker compared with multiple talkers), while work in music 
perception has repeatedly demonstrated that listeners’ judg-
ments about pitch are influenced by the timbre of the instru-
ment playing the note, and vice versa. As such, the percep-
tual benefits for making judgments about a single, consistent 
source were predicted to extend beyond speech. Here, listen-
ers categorized pitches as low or high when produced by a 
single instrument or by one of four instruments that varied 
from trial to trial. As predicted, listeners were faster in the 
single-instrument condition than the multiple-instrument 
condition, and were also more accurate for the single instru-
ment (Experiment 1), and the specific timbre of the single 
instrument was not responsible for these results (Experiment 
2). Thus, at least some aspects of “talker” adaptation appear 
to be a general response to structure in the acoustic environ-
ment. The efficient coding and streaming accounts of “talker” 
adaptation most readily accommodate the benefits of struc-
ture in less familiar nonspeech stimuli. Future work should 
investigate the role of perceptual experience in resiliency to 
stimulus variability as well as continue to delineate between 
approaches to adaptation more broadly.
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