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Abstract
Decades of research show that contextual information from the body, visual scene, and voices can facilitate judgments of facial
expressions of emotion. To date, most research suggests that bodily expressions of emotion offer context for interpreting facial
expressions, but not vice versa. The present research aimed to investigate the conditions under which mutual processing of facial
and bodily displays of emotion facilitate and/or interfere with emotion recognition. In the current two studies, we examined
whether body and face emotion recognition are enhanced through integration of shared emotion cues, and/or hindered through
mixed signals (i.e., interference). We tested whether faces and bodies facilitate or interfere with emotion processing by pairing
briefly presented (33 ms), backward-masked presentations of faces with supraliminally presented bodies (Experiment 1) and vice
versa (Experiment 2). Both studies revealed strong support for integration effects, but not interference. Integration effects are
most pronounced for low-emotional clarity facial and bodily expressions, suggesting that when more information is needed in
one channel, the other channel is recruited to disentangle any ambiguity. That this occurs for briefly presented, backward-masked
presentations reveals low-level visual integration of shared emotional signal value.
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Introduction

Emotion expressions are potent social stimuli. Decades of
research have shown that emotion expressions draw attention
and, depending on the modality by which they are expressed,
can influence one’s judgments, categorizations, and general
perception of individuals and the world around them (e.g.,
Adams et al., 2010; Adams et al., 2017; Albohn et al., 2019;

Hugenberg, 2005; Ito & Urland, 2005). However, the social
signal value of an expression can be driven by the context in
which it is expressed. For example, the silhouette of a man
smiling in a dark alley will be judged very differently than the
same silhouette framed by a colorful sunset at the beach.
Social-expressive information can also be influenced by more
than just the scene in which an individual appears. Social
information derived from expressions is influenced by who
else is around the expresser (i.e., crowds of other people; see
Im et al., 2017), face and background color (Minami et al.,
2018), identity cues such as gender, race, and age (Adams
et al., 2015; Adams et al., 2016; Albohn & Adams, 2020;
Hugenberg, 2005), eye gaze (Adams & Kleck, 2003, 2005;
Milders et al., 2011), and the posture of the body (Mondloch
et al., 2013), among many others. That expression judgments
change with different combinations of social stimuli under-
scores the importance of the context in which a social cue is
presented and the influence it can have on judgments, as well
as the fluidity of social perception in general.

In an initial demonstration of combinatorial processing of
social visual cues, Adams and Kleck (2003, 2005) showed
that the non-overlapping cues of facial expression and eye
gaze aid in the recognition and intensity ratings of facial ex-
pressions, what they termed the shared signal hypothesis.
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Specifically, angry and happy faces with direct eye gaze, and
fearful faces with averted eye gaze, were categorized more
quickly and rated as expressing more intense emotion than
the opposite eye-gaze pairings. Congruent versus incongruent
pairings of facial expression, body language, visual scene, and
vocal cues have likewise revealed enhanced processing at
very early stages of visual processing (i.e., within 100 ms;
Meeren et al., 2005), as well as along conscious and noncon-
scious processing routes (e.g., De Gelder et al., 2005).

Research also suggests a similar shared emotional signal
value for faces and voices. De Gelder and Vroomen (2000)
showed that individuals are often biased by emotional tone
when asked to make emotion judgments of faces, even when
they are explicitly asked to ignore the accompanying tones.
When participants were presented with incongruent pairings
of happy/sad faces and voices, happy-face/sad-voice pairings
were rated as more sad and sad-face/happy-voice pairings
were rated as happier than congruent pairings of face and
voice emotion. Critically, the authors also showed that facial
expression influenced categorization of voices. These results
suggest that social-expressive cues that share signal value but
have no other overlap have a bidirectional influence on each
other and that this integration occurs early in visual process-
ing, not necessarily within deliberate conscious awareness (De
Gelder & Vroomen, 2000).

The significance of examining how different channels of
information (face, body, voice) influence expression categori-
zation allows for formulating inferences about the processes
of emotion perception at the lowest levels of vision. When
combined in congruent versus incongruent pairings, eye gaze,
gender, body expressions, and even vocal expressions have
shown facilitative effects on the recognition of facial expres-
sions of emotion (Adams et al., 2015; Adams & Kleck, 2003,
2005; Meeren et al., 2005). There is some evidence that points
to such facilitative effects even when cues from different
channels are constrained to nonconscious processing routes
(e.g., Adams et al., 2012; De Gelder et al., 2005; Milders
et al., 2011). For instance, Adams et al. (2012) found that
amygdala responses to subliminally presented anger and fear
expressions (33-ms presentation backward masked) varied as
a function of eye-gaze direction. Specifically, they found
greater amygdala responses to clear threat cue combinations,
i.e., direct gaze anger and averted gaze fear expressions.
Likewise, Milders et al. (2011) utilized an attentional blink
paradigm and found evidence for pre-conscious processing
and visual awareness of direct gaze anger and averted gaze
fear. De Gelder et al. (2005) found similar combinatorial in-
fluences for face perception as a function of subliminally pre-
sented bodies, arguably due to the recruitment of partially
overlapping neuroanatomical regions (see also De Gelder &
Tamietto, 2011, p. 59). These findings suggest that social cues
influence vision early in the visual processing stream. Yet,
behavioral and neuroscientific research have long treated

various sources of emotion information (e.g., expression,
gaze, body, identity) as being functionally distinct and engag-
ing doubly dissociable non-interactive processing routes (e.g.,
Bruce & Young, 1986; Haxby et al., 2000, 2002).
Comparatively, little work has examined the relative and com-
bined influence of these stimulus modalities on emotion ex-
pression recognition and judgments.

Beyond facial and vocal cues, the other stimulus channel
that has been investigated with regard to emotion expression
perception is body expression, though with mixed results.
Some research has shown that the emotion present through
body expressions largely informs emotion face judgments
(Aviezer et al., 2012; Aviezer et al., 2015), while others have
shown that face emotion expressions are the driving force for
informing emotion body judgments (Robbins & Coltheart,
2012; Willis et al., 2011). Critically, however, these effects
appear to be largest under conditions of ambiguity (e.g., with
anger and disgust being facial expressions that share similar
facial configurations). Additionally, there is competing evi-
dence with regard to whether face-body emotional informa-
tion is integrated early (Gu et al., 2013) or occurs later in the
visual processing stream (Teufel et al., 2019). While there is
some inconsistency on how influential each channel is on
expression recognition, there is converging evidence that con-
gruency in emotion expression across different modalities aids
in emotion recognition (for review, see Hu et al., 2020; Wang
et al., 2017).

Overview

In the current research, we examined the influence of expres-
sive faces on general body emotion categorization and expres-
sive bodies on general face emotion categorization across con-
scious visual processing. Given previous work that supports
both integration and interference of body and face cues on
emotion recognition, we had three predictions. First, we pre-
dicted that faces and bodies would inform one another bidi-
rectionally, leading to greater processing fluency (faster reac-
tion times (RTs) and higher accuracies) when emotion cues
are congruent regardless of the stimulus channel (i.e., a body
and a face that share emotional content leading to perceptual
integration). Second, if body and face cues are competing for
attentional resources, we predicted bidirectional processing
interference when body and facial emotion expressions of
the stimuli were mismatched (i.e., slower RTs and lower ac-
curacies). Third, we predicted that there would be a bi-
directional effect of body expression on face emotion process-
ing, and facial expression on body emotion processing (see
also, Lecker et al., 2020). Finally, across both studies we pre-
dicted that the perceived emotional clarity of the rapidly pre-
sented stimuli (either body expressions in Experiment 1 or
face expressions in Experiment 2) would influence integration
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and interference effects. Specifically, highly intense expres-
sions (clearer displays) would show the strongest integration
and interference effects on another concurrently presented ex-
pressive stimulus, whereas lower emotional clarity expres-
sions (less clear andmore ambiguous) would result inminimal
or no integration or interference effects. This prediction is in
line with previous research that has shown perceptual ambi-
guity in expressions causes greater decoding difficulty
(Brainerd, 2018; Graham & Labar, 2007; Kim et al., 2017).

To investigate the possibility of both integration and inter-
ference effects, we employed a paradigm where either bodies
(Experiment 1) or faces (Experiment 2) were briefly presented
(33-ms backward masked). Our main question throughout this
work asks whether bodies influence face perception and faces
influence body perception – even when we are not conscious-
ly aware we are seeingmore than one stimulus. To accomplish
this, we utilized subliminal presentation to restrict conscious
awareness of one stimulus while consciously viewing and
responding to the other in order to restrict the visual integra-
tion of the two to low-level visual processing (i.e., at the pre-
attentive stage). By restricting awareness in this way, we at-
tempt to get as close as possible within a non-fMRI design to
testing the contention that social vision begins at the subcor-
tical level (see De Gelder & Tamietto, 2011). We acknowl-
edge that using subliminal presentations is an approximation.
However, this work alongside Milders et al.’s (2011) work
with attentional blink, fMRI work with gaze and emotion
(Adams & Kleck, 2003), and subliminal presentations (see,
e.g., Brooks et al., 2012, for a meta-analysis), we believe adds
to research that is highly suggestive of low-level visual inte-
gration, perhaps even at the subcortical level.

Subliminal bodies or faces were shown alongside a
supraliminally presented face or body, respectively. In this
way, participants were asked to respond to the emotional con-
tent of a supraliminally presented visual stimulus (body or
face), while simultaneously presented with a subliminal and
backward masked emotion stimulus (face or body, respective-
ly). Thus, we are able to disentangle whether bodies, faces, or
both have integrative, interference, or both types of effects on
the emotional processing of the other. By employing sublim-
inal and backward-masked presentations of one of the stimuli,
any integration or interference that occurs will be very early
on in the visual stream, thereby offering evidence for social
visual interaction at the earliest stages of visual process. This
would demonstrate visual integration based on social mean-
ing, rather than shared visual characteristics of the stimuli,
given that bodies and faces can signal the same emotion but
do so via very different visual representations. In other words,
we utilized subliminal presentation to restrict conscious
awareness of one stimulus while consciously viewing and
responding to the other, in order to restrict the visual integra-
tion of the two to low-level visual processing (i.e., at the pre-
attentive stage).

Specifically, Experiment 1 was designed to investigate
whether rapidly presented body expressions influenced supra-
liminal facial expression processing in general. We predicted
that if the body expression emotion was congruent with the
facial expression emotion that we would find integration ef-
fects and, similarly, that we would find interference effects if
the two expression cues were incongruent.

Experiment 2 was designed to test whether rapidly present-
ed face stimuli influenced supraliminal bodily emotion ex-
pression processing in general. We predicted that if faces have
a defining influence on body emotion categorization, then
subliminal bodies would enhance categorization of bodies
when the two stimuli are congruent in emotion. However,
we also predicted that there would be perceptual interference
when the faces display an emotion incongruent with emotion
expressed on a body, resulting in slower RTs and lower
accuracies.

Overall, these two studies attempt to parse the influence of
emotional bodies on emotional face judgments, and vice
versa. If our hypotheses are correct, it would suggest that
bodily and facial expressions of emotion are integrated when
presented in congruent pairings, evidenced by higher accuracy
(and faster RTs), but lead to interference effects when present-
ed in incongruent pairings, evidenced by lower accuracy (and
slower RTs).

Experiment 1

Method

Power considerations

In order to determine power, we based our sample size on
previous research that has tested similar hypotheses (average
N = 25; Kret et al., 2013; Meeren et al., 2005). To ensure that
we had appropriate power in our study, we used the derived
effect size from Kret et al. (2013) to conduct an a priori power
analysis. The effect size (η2p = .25) was derived from the emo-

tion by body part interaction for accuracy from Kret et al.
(2013, p.4). A repeated-measures, within-factors power ana-
lysis in G*Power revealed a minimum sample size of approx-
imately 22 to achieve adequate power to detect a medium
effect size (parameters: effect size f(U) = 0.58, α = .05,
power = 0.95, number of groups = 2, number of measure-
ments = 14, “as in SPSS” option enabled).

Participants

Participants were 37 (female = 19, males = 17, unidentified =
1; Mage = 18.97 years, SD = 1.00) undergraduates at The
Pennsylvania State University. One participant did not report
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their age. Each participant completed the experiment in ex-
change for course credit.

Stimuli

In Experiment 1, fear, anger, and neutral body stimuli were
from the BEAST database (De Gelder & Van den Stock,
2011). Given the availability of stimuli in the BEAST data-
base, we selected 11 fear, 13 anger, and 16 neutral body ex-
pressions. The average height of the body stimuli was 292
pixels.

A separate group of participants drawn from a community
sample (N = 22, ten females, ten males, one gender
nonconforming, one not reported; Mage = 37.13 years, SD =
13.47) rated each body stimuli on a 1–7 likert scale ranging
from 1 = “Very angry” to 7 = “Very fearful." The average
score each stimulus received on this scale acted as our “emo-
tional clarity” measure as stimuli rated at the extremes would
likely reflect clearer, more prototypical, and more intense
emotional displays. Likewise, stimuli with scores toward the
center of this scale are likely to be more ambiguous, less
prototypical, and less intense (i.e., could be “angry,” “fearful,”
or “neither” depending on how the participant interpreted the
scale).

We also determined categorization accuracy by
transforming individual responses into discrete categories.
Scale ratings were transformed into categorizations using the
midpoint as the cutoff (participant ratings below 4 were coded
as anger whereas ratings above 4 were coded as fear). Based
on this procedure, 100% of the anger stimuli were categorized
as anger and 94% of the fear stimuli were categorized as fear.

The face stimuli used in Experiment 1 were fear and anger
expressions from the Pictures of Facial Affect Set (Ekman &
Friesen, 1976) and the Montreal Set of Facial Displays of
Emotion (MSFDE) (Beaupré et al., 2000). We selected 16
anger faces and 17 fear faces for a total of 33 face stimuli.
The average height of the face stimuli was 217 pixels.

Procedure

Participants were greeted by an experimenter and filled out an
informed consent form before proceeding. They were then
instructed to place their chin in a chinrest that leveled their
head such that their eyes would be approximately aligned to
the center of the computer screen. Participants were seated
approximately 51 cm away from the screen. The stimuli were
presented on a PC monitor with a display resolution of 1440 ×
900 with a refresh rate of 60 Hz.

Once seated appropriately, participants were given instruc-
tions that they would be seeing an angry or fearful face. They
were told that theywould need to identify if the face was angry
or fearful as quickly and as accurately as possible. They were
told to press the up arrow to denote if the face was angry and

the down arrow if the face was fearful. Participants were told
to keep their eyes fixated on the center of the screen for the
duration of the study, and to raise their hand if at any point
they had questions.

Participants completed 192 randomized trials. Specifically,
there were 32 fear-congruent trials, 32 fear-incongruent trials,
and 32 fear-neutral trials. The pattern of trials was the same for
anger. Each trial started with a fixation dot that occurred for
200ms. Neutral trials in both studies were included to enhance
the expressive primes and reduce priming habituation to the
stimuli as some trials were repeated due to an imbalance of
stimuli across emotion and face/body categories.

Following the fixation dot, a subliminal and backward-
masked body and a supraliminal face appeared simultaneous-
ly in the participants’ left and right visual field. The body
stimuli appeared briefly for 33 ms followed by a mask that
consisted of the same body image but scrambled to appear like
a random noise image typical of subliminal presentation par-
adigms (see Brooks et al., 2012). The face and mask were then
presented for 1,000 ms. After 1,000 ms both stimuli (face and
mask) disappeared and the participants had an additional
1,000 ms to respond whether the face displayed anger or fear.
The face and body stimuli were paired so there were trials
where they were congruent or incongruent in the emotion they
displayed. Figure 1 displays the experimental procedure.
Following completion of the study, participants completed a
brief demographics questionnaire and were asked whether
they noticed anything other than faces throughout the experi-
ment. They were then debriefed and thanked for their
participation.

Results

No participant reported seeing stimuli other than the
supraliminally presented faces. Neutral body trials acted as
filler for this paradigm and were thus not included in the
analyses. Similarly, we made no explicit predictions about
the face or body emotion (i.e., fear and anger) interacting with
trial congruence, and thus we collapsed across emotion ex-
pression to examine congruent trial (anger face with anger
body, fear face with fear body) and incongruent trial (anger
face with fear body, fear face with anger body) differences.

Reaction time (RT)

RT was preprocessed by removing incorrect trials, removing
responses below 200 ms, and log transforming participants’
RT responses. We used a linear mixed-effects model to re-
gress RT on fixed effects for trial congruency (congruent vs.
incongruent), body expression emotion clarity, and their inter-
action. We included participants as a random effect. Since
body expression emotional clarity was measured on a unidi-
mensional scale (from very angry to very fearful) we
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calculated new scores for each stimulus such that new
responses ranged from 1 = “not at all [emotion]” to 4 =
“extremely [emotion]."

There were no RT differences across trial congruency (F(1,
3672.3) = 1.48, p = .224) or body-rating emotional clarity
(F(1, 3672.5) = 0.28, p = .596). There was also no interaction
between trial congruency and body expression emotional clar-
ity, F(1, 3672.3) = 1.36, p = .244. The full linear mixed effects
regression model is presented in the Online Supplemental
Materials (OSM) 1.

Accuracy

Accuracy was assessed through a binomial generalized linear
mixed-effects regression. We regressed trial-level accuracy (0
or 1) on fixed effects for trial congruency (congruent vs. in-
congruent), body expression emotion clarity, and their inter-
action. We included random intercepts for participants.
Reported p-values were obtained through model comparison
using the likelihood ratio test method.

There was a main effect of trial congruency, χ2(1) = 7.09, p
= .008, but no main effect of body rating emotional clarity,
χ2(1) = 2.14, p = .143, suggesting that the model with trial
congruency as a fixed effect was significantly better than the
intercept-only model. However, post hoc analyses for the
main effect of congruency revealed that on average congruent

(M = 0.79) and incongruent (M = 0.79) trial accuracies did not
significantly differ, z = -0.40, p = .69.

Critically, though, there was a body expression emotional clar-
ity by trial congruency interaction,χ2(1) = 6.89, p = .009 (see Fig.
2). As predicted, when body expression emotional clarity in-
creased, there was an increase in accuracy for congruent trials
(estimate = 0.49, z = 2.89, p = .004) and a decrease in accuracy
for incongruent trials, though not a significant decrease
(estimate = -0.14, z = -.83, p = .409).

Though the slope for incongruent trials was not significant
on its own, it was in the predicted direction. Furthermore,
there was a significant difference between the congruent and
incongruent slopes (z = 2.63, p = .009), suggesting strong
integration effects of congruent face and body emotions on
facial emotion perception. The full linear mixed-effects re-
gression model is presented in OSM 2.

Discussion

Experiment 1 was designed to test whether rapidly presented,
subliminal, and backward-masked body expressions facilitat-
ed (integration) or attenuated (interference) the processing of
supraliminal face expressions when face-body emotion
pairings either matched (congruent trials) or mismatched (in-
congruent trials). We predicted that we would find integration
effects for congruent emotion trials, and interference effects

Fig. 1 Experimental design of Experiment 1. Faces were supraliminally presented to participants, and emotional bodies that were subliminally presented
(i.e., 33 ms, backward masked). Participants were instructed to classify the face emotion as either angry or fearful

Attention, Perception, & Psychophysics (2022) 84:2271–2280 2275



for incongruent emotions trials. While there were no signifi-
cant RT differences between congruency trial types, there
were differences in classification accuracies moderated by
the subliminal body emotion expression. In particular, body
emotions that were more intense and matched the supraliminal
face emotion were more accurately categorized than either
face-body emotion pairings that were mismatched or face
emotion expressions that were paired with body emotion ex-
pressions (subliminal) that were of a lower expressive emo-
tional clarity. This suggests that subliminal, backward-masked
body emotion expressions enhance the categorization of the
consciously viewable face emotion expressions. A non-
significant slope for incongruent trials suggests that there is
little to no evidence that mismatched face-body emotion ex-
pression pairings hindered supraliminal face emotion catego-
rization, regardless of emotional clarity of the subliminally
presented body emotion expression.

Experiment 2

Method

Power considerations

We used the same power analysis from Experiment 1 to de-
termine appropriate sample size in Experiment 2. We aimed
for approximately 20 participants, but oversampled to ensure
reliable results.

Participants

Participants were 27 (15 females, 12males;Mage = 19.3 years,
SD = 1.17) undergraduates at The Pennsylvania State
University. Each participant completed the experiment in ex-
change for course credit.

Stimuli

Experiment 2 used the same fear and anger body stimuli from
the BEAST database as used in Experiment 1. The fear and
anger face stimuli used in Experiment 2 were the same as the
face stimuli used in Experiment 1 with the addition of 17
neutral faces from the same actors in those sets.

A separate group of participants (N = 27; 22 females, five
males; Mage = 19.74 years, SD = 1.32) rated each anger and
fear face stimuli on a 1–7 Likert scale ranging from 1 = “Very
angry” to 7 = “Very fearful.” Scale ratings were transformed
into categorizations using the midpoint as the cutoff (below 4
was coded as anger and above 4 was coded as fear). Based on
participants’ ratings, 100% of the anger stimuli were catego-
rized as anger and 100% of the fear stimuli were categorized
as fear.

Procedure

Participants completed the same consent, seating, and chin
rest procedure described in Experiment 1. Once seated appro-
priately, participants were given instructions that they would
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be seeing an angry or fearful body. They were told that they
would need to identify if the body was angry or fearful as
quickly and as accurately as possible. They were told to press
the up arrow to denote if the body was angry and the down
arrow if the body was fearful. Participants were told to keep
their eyes fixated on the center of the screen for the duration of
the study, and to raise their hand if at any point they had
questions.

Participants completed 160 trials. Specifically, there were
32 fear-congruent trials, 32 fear-incongruent trials, and 16
fear-neutral trials. The pattern of trials was the same for anger.
Each trial started with a fixation dot that occurred for 200 ms.
Again, neutral trials were included to enhance expressive
primes and reduce habituation to stimuli. Following the fixa-
tion dot, a subliminal face and a supraliminal body appeared
simultaneously in both the left and right visual fields of the
participants. The face stimuli (and body stimuli) appeared for
33 ms followed by a mask that consisted of the same face
image but scrambled to appear to be a random noise image.
The body and mask together were then presented for an addi-
tional 1,000 ms. After 1,000 ms both stimuli (body and mask)
disappeared and the participants had an additional 1,000 ms to
respond whether the body displayed anger or fear. The face
and body stimuli were paired such that there were trials where
stimuli were congruent, incongruent, or neutral with regard to
the emotion each displayed. Following completion of the
study, participants completed a brief demographics question-
naire and were asked if they noticed anything other than bod-
ies throughout the experiment. They were then debriefed and
thanked for their participation.

Results

Seven participants explicitly reported seeing something pres-
ent other than the supraliminally presented bodies.
Additionally, five participants had questionable accuracy (<
65%) and abnormally skewed RT distributions. However, in-
cluding either or both of these groups of participants in the
analyses did not change the overall significance of the results,
and therefore we report the results with all participants
included.

As in Experiment 1, neutral congruency trials acted as filler
and are not included in the analyses. Similarly, we collapsed
across face/body emotion to directly examine the effects of
congruency of each trial on expression recognition. Given that
we were only able to have the anger and fear stimuli rated on
emotional clarity, neutral congruency trials were not used in
the analysis.

Reaction time

Reaction time was preprocessed identical to Experiment 1.
We conducted a linear mixed-effects model analysis,

regressing RT on fixed effects for trial congruency (congruent
vs. incongruent), face expression emotional clarity rating, and
their interaction. Face expression emotional clarity was simi-
larly preprocessed like the body expression emotional clarity
ratings in Experiment 1 and ranged from 1 = “not at all [emo-
tion]” to 4 = “extremely [emotion]." We included random
intercepts for each participant.

There was a significant RT main effect for face expression
emotional clarity (F(1, 2544.1) = 4.68, p = .031). Overall,
individuals were quicker at responding to trials that contained
faces rated as high in emotional clarity.

There was no main effect for trial congruency (F(1,
2544.7) = 2.08, p = .150) nor a significant face expression
emotional clarity by trial congruency interaction (F(1,
2544.8) = 1.72, p = .190). The full linear mixed effects regres-
sion model is presented in OSM 3.

Accuracy

As in Experiment 1, accuracy was assessed through a binomi-
al generalized linear mixed-effects regression. There was a
main effect of trial congruency on accuracy, χ2(1) =
5.66, p = .018. Post hoc analyses revealed that congruent
trials (M = 0.81) were significantly higher in accuracy
than incongruent trials (M = 0.76), z = 4.20, p < .001.

There was a main effect of face expression emotional clar-
ity, χ2(1) = 4.27, p = .039. Participants were more accurate for
trials that contained highly intense subliminal face expressions
compared to trials that had more ambiguous-appearing facial
emotion expressions.

Critically, and in line with our hypotheses, there was an
interaction between face expression emotional clarity and trial
congruency, χ2(1) = 8.91, p = .003 (see Fig. 2). As predicted,
when face expression emotional clarity increased there was an
increase in accuracy for congruent trials (estimate = 0.61, z =
2.89, p < .001) and a decrease in accuracy for incongruent
trials (estimate = -0.11, p = .497). Though the slope for incon-
gruent trials was not significant on its own, there was a sig-
nificant difference between the congruent and incongruent
trial slopes (z = 2.99, p = .003). This result aligns with
Experiment 1’s findings to suggest integration effects of con-
gruent subliminal face emotions on supraliminal body emo-
tion perception. The full binomial generalized linear mixed-
effects regression can be found in OSM 4.

Discussion

Experiment 2 was designed to examine the effects that sub-
liminal, backward-masked faces had on supraliminally pre-
sented bodies. We predicted that we would find integration
and interference depending onwhether the subliminal present-
ed face was congruent or incongruent with the emotion that
was present on the supraliminal stimulus. For the RT data, we
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found quicker response times to faces with more emotional
clarity but did not find any significant results demonstrating
interference or integration. However, for the accuracy data we
did find integration effects. These integration effects were
revealed by higher accuracy for congruent pairings of faces
and bodies when compared to the incongruent trials, particu-
larly for face stimuli that were rated higher in emotion expres-
sion clarity. While the individual slope for incongruent trials
across face expression emotional clarity ratings was not sig-
nificant on its own, it was in the predicted direction as hypoth-
esized and significantly different than the slope of congruent
trials. This suggests that while there may be nominal interfer-
ence effects of face emotion on body emotion recognition, the
more likely candidate for visual processing of emotion is the
integration of similarly valenced but visually distinct stimuli.

General discussion

Decades of research and an abundance of evidence suggest
that both the face and body are powerful social stimuli that can
influence an individual’s impressions and categorization of
others. Despite how powerful faces and bodies can be, no
work (to our knowledge) has attempted to disentangle whether
similarly valenced but visually distinct sources of information
show integration, interference, or both types of effects in a
within-person design (see Lecker et al., 2020, for similar
conclusions). Given this dearth in the literature, the current
research reports two studies designed to test visual integration
and interference effects that emotional faces can exert on body
expression recognition and emotional bodies on face expres-
sion recognition. We had several linked hypotheses: First, we
expected a greater ability to integrate face-body and body-face
cue pairings when congruent emotion expressions were pres-
ent (e.g., a fear face presented with a fearful body) regardless
of the visual channel of the stimuli. Second, we predicted
interference effects of face-body and body-face cue pairings
when incongruent emotion expressions were presented (e.g., a
fear face presented with an angry body). Finally, we predicted
that face/body expressions would exert an influence on body/
face expressions even when they are not consciously proc-
essed, and that this relationship would be contingent on the
emotional clarity of the subliminal expression presented.

Across two studies, we showed strong evidence for inte-
gration and little-to-no evidence for interference across both
supraliminal face and subliminal body (Experiment 1) and
supraliminal body and subliminal face (Experiment 2) emo-
tion expression pairings. Importantly, in both studies the inte-
gration effects were moderated by the emotional clarity of the
subliminal presented stimuli, suggesting that ambiguity plays
a large role in when socially relevant cues are visually inte-
grated. Overall, these findings reveal that there are bidirection-
al integration effects of body emotion on face emotion, and

face emotion on body emotion recognition. That is, it appears
that both faces and bodies reciprocally influence the recogni-
tion of the other at low levels of visual processing.

Together, findings across two studies provide evidence for
integration effects and nominal support for interference effects
of face emotion expression on body emotion expression rec-
ognition and vice versa.We found that facial expressions were
integrated in body expression perception when each stimulus
displays a congruent emotion. However, we also found little
to no evidence that mismatched face and body emotions
caused interference to the processing of emotion displays.
These effects were apparent regardless of which stimulus
(face/body) was presented supraliminally versus subliminally.

Overall, there are inconsistent results reported in the litera-
ture as to whether face and body emotion aids or hinders
recognition. Despite these inconsistencies, what is clear is that
examining how emotion bodies and faces inform one another
is a unique case. Indeed, the emotional content of a face and
body can be emotionally congruent or incongruent but the
channels of each stimulus share no perceptual overlap other
than both being visual (see De Gelder & Tamietto, 2011).
Compare this to how other social cues are typically examined,
such as the influence of identity cues on emotion perception.
These paradigms typically take the form of the stimulus shar-
ing perceptual similarity across the cues being examined – that
is, face gender’s influence on face emotion perception where-
by face channel remains constant across both conditions of
interest.

These findings demonstrate that faces and bodies are not
recognized and categorized in isolation, but instead are influ-
enced by the context surrounding the stimuli. Faces appear to
give context to the expression of a person's body, but likewise
the body can aid in the interpretation of facial expressions.
Our work suggests that emotion cues, even those widely vary-
ing in visual characteristics such as bodies and faces, mutually
influence emotion perception starting at very early stages of
visual processing. Thus, it is not just visual similarity, but
social signal similarity, that influences low-level visual pro-
cessing. Further, these findings have important implications
for understanding how individuals are perceived holistically
while also complementing and extending other studies that
have shown that facial expressions inform body emotion judg-
ments (Robbins & Coltheart, 2012; Willis et al., 2011).

Conclusion

There are wide, sometimes vehemently argued, disagreements
about the very nature of emotion and emotional expression.
Most emotion theories, however, appear to agree that facial
expressions of emotion forecast the impending behavior of the
expresser (e.g., Ekman, 1973; Fridlund, 1994; Frijda &
Tcherkassof, 1997; Russell, 1997). As such, it should not be
surprising to find that the face meaningfully influences the
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perception of bodily emotion, and vice versa, despite each
having very different visual characteristics (i.e., facial and
bodily expressions look nothing alike). After all, the face
and body forecast the same behavior tendencies (e.g., to fight
or flight). Critically, humans are arguably innately prepared to
extract such behavioral forecasts from one another, which
requires integrating shared meaning across multiple expres-
sive cues (i.e., Shared Signal Hypothesis: Adams et al.,
2017). How early in visual processing this occurs, however,
remains unclear. In the current work, faces and bodies that
shared emotional signal value (e.g., both convey anger/fight
or fear/flight) were integrated very early in visual processing.
This occurred despite faces and bodies being highly distinct
visual stimuli. These findings are consistent with prior claims
for the existence of very low-level (subcortical) social vision
(Tamietto & De Gelder, 2010), and highlight the need for
continued research in this domain.
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