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Abstract
Previous research has shown that listeners are better at processing talker information in their native language compared to an
unfamiliar language, a phenomenon known as the language familiarity effect. Several studies have explored twomechanisms that
support this effect: lexical status and phonological familiarity. Further support for the importance of phonological knowledge
comes from studies showing that participants with poorer reading skills perform worse on talker processing tasks. Previous
research also suggested that speech perception in individuals with poor reading skills may be task dependent, with poorer
performance on identification tasks compared to discrimination tasks. In the current study, we explore talker perception while
manipulating lexicality (words, nonwords) and phonotactic probability (high, low) in participants who differ in reading ability
and phonological working memory using a talker discrimination task (Experiment 1) and a talker identification task (Experiment
2). Results from these experiments revealed an effect of lexical status and phonotactic probability in both the discrimination and
the identification tasks. Effects of phonological working memory were found only for the identification task, where participants
with higher scores identified more talkers correctly. These results suggest that listeners use both phonological and lexical
information when processing talker information. The task-modulated results show that listeners with poorer phonological
working memory perform worse on talker identification tasks that tap into long-term memory representations, but not on
discrimination tasks that can be completed with more peripheral processing. This may suggest a more general link between
phonological working memory and learning talker categories.
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Introduction

The speech signal carries two types of information: linguistic
and talker (often referred to as indexical information).
Linguistic information (e.g., phonetics, phonology, morphol-
ogy) provides information about the message the speaker is
trying to convey (what is the speaker saying), while talker
information provides information about the specific individual
(who is talking) (Abercrombie, 1967). These two types of
information interact bidirectionally during speech perception.
Studies show that talker information can affect linguistic pro-
cessing, such as better word and sentence recognition for fa-
miliar talkers (Nygaard & Pisoni, 1998) and faster responses
in a speeded phoneme-identification for single- compared to

multiple-talker conditions (Mullennix & Pisoni, 1990).
Similarly, linguistic information can affect talker processing,
as in the language familiarity effect, where listeners are better
at processing information about a talker when listening to
speech in their native language compared to an unfamiliar
language (for review, see Levi, 2019, and Perrachione,
2019). In the current study, we expand on research that has
attempted to uncover the mechanisms that generate the lan-
guage familiarity effect by simultaneously examining the con-
tribution of lexical status (words vs. nonwords), phonological
information (phonotactic probability), and individual differ-
ences in either reading ability or phonological working mem-
ory while probing both a talker discrimination task and a talker
identification task.

Possible mechanisms supporting the language
familiarity effect

Several studies have explored the underlyingmechanisms that
result in better perception of talker information in a listener’s
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native language and have focused on two possible sources:
lexical status and phonological familiarity. To test the contri-
bution of these two types of information, researchers have
manipulated various aspects of the stimuli or of the listeners
in an attempt to isolate the contributions of these two types of
information.

Controlling for phonological information in the stimuli

Three main types of stimulus manipulations have been used to
examine the effects of phonological information: (1) compar-
ing performance in languages that are either phonologically
similar or phonologically distinct (Köster & Schiller, 1997;
Winters et al., 2008; Zarate et al., 2015); (2) using reversed
speech (Fleming et al., 2014; Perrachione et al., 2015); and (3)
using phonologically legal nonwords (Perrachione et al.,
2015; Xie & Myers, 2015; Zarate et al., 2015). All of these
manipulations keep some phonological information while
eliminating the involvement of lexical information. The third
type of manipulation – using phonologically legal nonwords –
provides the best control of phonological familiarity, as non-
words are phonologically legal strings of segments that carry
no lexical representation. For this reason, we focus our de-
scription below on studies that have used this manipulation.

Studies examining the perception of talker information
using nonword stimuli have used a talker-learning task follow-
ed by a talker-identification task. In this paradigm, listeners
first complete a training phase in which they hear speech,
identify the talker, and receive feedback. Following this train-
ing, listeners complete a test block without feedback. In Zarate
et al. (2015), listeners were provided with sets of disyllabic
English words or nonwords that were created by rearranging
the syllables from the real-word condition. Zarate et al. (2015)
found no difference between the word and nonword condi-
tions, which the authors interpreted as evidence that phonolo-
gical familiarity supports the language familiarity effect.

In contrast to Zarate et al. (2015), Perrachione et al. (2015)
used sentences containing nonwords that were matched to the
real word sentences in terms of biphone probability. Unlike
Zarate et al. (2015), Perrachione et al. (2015) did find that
listeners were more accurate at identifying talkers in the real-
word condition than in the nonword condition. This same pat-
tern of results was also found in Xie and Myers (2015), who
found better performance for English sentences compared with
“Jabberwocky” sentences composed of a combination of real
words and nonwords. Unlike Perrachione et al. (2015), the
nonword sentences in Xie and Myers (2015) contained some
lexical information such as function words (e.g., “More in a tri-
campic lingting turress angra the forture”). The results from
these latter two studies suggest that phonological familiarity
alone is not sufficient to generate optimal talker processing
and that lexical information also contributes to the language
familiarity effect. In addition to the nonword manipulation, all

three of these studies included a condition in which listeners
performed the same type of task with Mandarin stimuli. In all
studies, performance on the Mandarin condition was poorer
than on the nonword condition, suggesting that among stimuli
that lack lexical representations, phonological familiarity
improves performance.

Several possible explanations can account for the disparity
between Zarate et al. (2015) and the two other studies men-
tioned above. One possibility is that listeners in Zarate et al.
(2015) were near ceiling (words ~85%, nonwords ~80%),
which may have narrowed the differences between the condi-
tions. This high performance may be due to the decision to use
the same talkers across conditions; indeed, previous research
has shown that the talkers can be identified and discriminated
as the same across languages (Wester, 2012; Winters et al.,
2008). Second, Zarate et al. (2015) used concatenated sets of
two-syllable words or nonwords produced in isolation (e.g.,
“assume holy heaven deny”) that did not carry prosodic con-
tours, while Perrachione et al. (2015) and Xie and Myers
(2015) used sentence-length stimuli that presumably carried
prosodic contours (e.g., “The harder he tried the less he got
done”). It is unclear how natural the prosodic contours were
for the nonsense sentences, though Zarate et al. (2015) inti-
mated that prosody may help listeners in differentiating be-
tween talkers across languages. Thus, one possible explana-
tion for the reduced performance in the nonsense sentences is
that talkers were not producing natural or consistent prosodic
contours that would have supported learning talker categories.
Nevertheless, these studies did report that the sentences
sounded natural. Related, previous studies have argued that
stimuli of different lengths (words vs. sentences) allow lis-
teners to tap into different levels of processing, such as seg-
mental versus prosodic contours (Nygaard & Pisoni, 1998).
For these reasons, in the current study, we use monosyllabic
words and nonwords as a way to reduce reliance on prosodic
information and to control for a naturalness in the production
of these tokens.

One type of stimulus manipulation that has not been inves-
tigated in previous research on talker processing is phonotac-
tic probability (the probability that two sounds occur as a
sequence in a particular word position). It is well established
that phonotactic probability affects performance on linguistic
and non-linguistic processing tasks (for review, see
Buchwald, 2014, and Vitevitch & Luce, 2016). Influences of
phonotactic probability have been reported in lexical decision
tasks (e.g., Experiment 3 in Vitevitch & Luce, 1999), voice
change detection paradigms (e.g., Vitevitch &Donoso, 2011),
word recall (e.g., Thorn & Frankish, 2005), word/nonword
matching tasks (e.g., Vitevitch & Luce, 1999), speech produc-
tion (e.g., Vitevitch et al., 2004), and word learning (e.g.,
Storkel et al., 2006). For example, Vitevitch and Luce
(1999) found that listeners responded slower on words and
nonwords with high phonotactic probability compared to
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words and nonwords with low phonotactic probability using
an auditory lexical decision task.

In the talker processing literature, no study has explicitly
manipulated phonotactic probability to test its effect on talker
processing. Perrachione et al. (2015) controlled mean phono-
tactic probability across the word and nonword conditions, but
the contribution of phonotactic probability was not directly
tested. Considering the effects of phonotactic probability on
linguistic processing and on voice-change detection, the cur-
rent study takes the additional step of probing the contribution
of phonological familiarity as a mechanism that supports the
language familiarity effect by carefully manipulating the pho-
notactic probability of our stimuli.

Overall, the studies that examined the contribution of lex-
ical information and phonological information on talker pro-
cessing suggest that both support the perception of talker in-
formation. Results showing that listeners perform better on
talker processing tasks when listening to real words compared
to phonotactically legal nonsense words point to the impor-
tance of lexicality. Differences found across types of mean-
ingless utterances (such as better performance in phonologic-
ally similar vs. dissimilar languages, better performance for
legal nonwords vs. a foreign language) suggests that that pho-
nological familiarity also plays a role. The current study con-
tributes to our understanding of what mechanisms support the
language familiarity effect by explicitly controlling phonotac-
tic probability. This will allow us to test whether phonological
familiarity incrementally affects how listeners perform on
talker processing tasks.

Controlling for phonological processing ability in listeners

Several studies have explored the connection between reading
ability and talker processing as another way to examine the
role of phonological versus lexical information (Kadam et al.,
2016; Perea et al., 2014; Perrachione et al., 2011). Previous
studies have demonstrated that reading ability is tied to pho-
nological processing skills and phonological representations
(Boets et al., 2011; Bradley & Bryant, 1983; Wagner &
Torgesen, 1987; Werker & Tees, 1987; Ziegler & Goswami,
2005). In speech perception, studies using phoneme discrim-
ination and identification tasks often show that poorer readers
exhibit shallower categorization curves (Mody et al., 1997;
Werker & Tees, 1987) and less consistency of responses to
endpoint stimuli (O’Brien et al., 2018), both of which impli-
cate poor phonological representations. However, not all stud-
ies have found differences in speech perception in individuals
with poorer reading (Hazan et al., 2009; Manis et al., 1997).
For example, Hazan et al. (2009) reported that individuals
with dyslexia did not perform differently than average readers
on a range of speech perception tasks including phoneme
identification, phoneme discrimination, and word perception,
suggesting that there may be more subtle differences (see also

the section below on the possible contribution of task effects
modulating speech perception skills). A study by Manis et al.
(1997) found that only a subset (7/25) of children with dys-
lexia showed poor phoneme identification, suggesting that a
minority of children with dyslexia demonstrate poorer speech
perception skills.

Because of studies that have found differences in phonol-
ogical processing in better versus poorer readers, several stud-
ies have examined talker processing in people with a range of
reading abilities to assess the contribution of the phonology in
a non-linguistic task. In addition to improving our understand-
ing of the underlying mechanisms involved in the language
familiarity effect, studying talker processing in individuals
with poorer reading skills may provide a better understanding
of the disorder and provide essential information about how
non-linguistic information, such as talker information, is proc-
essed in this population.

Perrachione et al. (2011) tested English-speaking individ-
uals with and without dyslexia in a talker identification task in
English and Mandarin. Listeners were familiarized with a set
of five talkers and then tested on their ability to identify them.
The adults with typical reading skills showed the expected
language familiarity effect, while the adults with dyslexia
were significantly impaired in their ability to recognize talkers
in their native language and failed to show a language famil-
iarity effect. In addition, they found that performance in the
English condition correlated with performance on two differ-
ent phonological awareness tasks: nonword repetition and
elision. Rather than examining processing in individuals
with a reading disorder, Kadam et al. (2016) examined the
relationship between reading skills and talker processing with
unimpaired readers that were median-split into two groups.
They used a similar type of training and identification para-
digm with talkers producing English and French sentences.
They found that better readers learned to identify talker’s
voices faster than average readers in both language conditions.
Though not directly tested, the figures suggest that both the
better and the average readers demonstrate a language famil-
iarity effect. Because both studies found that listeners with
higher reading skills perform better on talker identification
tasks than poorer readers, they argued that the ability to pro-
cess talker information relies on phonological processing
ability.

A study with Spanish-speaking listeners using Spanish and
Mandarin stimuli failed to replicate a lack of a language fa-
miliarity effect in individuals with dyslexia (Perea et al.,
2014). Perea et al. (2014) tested children and adults with and
without dyslexia on a talker identification task. Similar to
Perrachione et al. (2011), results revealed better performance
in both children and adults without dyslexia compared to the
children and adults with dyslexia. However, unlike
Perrachione et al. (2011), the children and adults with
dyslexia did exhibit a language familiarity effect with better
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performance in Spanish than English. Perea et al. (2014) sug-
gest that differences in the pattern of results may stem from the
languages used: Spanish is more orthographically transparent
than English. Despite differences in the pattern of results, it is
important to note that all three studies support the idea that
poor phonological representations in individuals with dyslexia
result in some type of poorer performance on a non-linguistic,
talker processing task.

Task effects

These three studies that examined reading ability and the lan-
guage familiarity effect all used an identification task that
requires listeners to store information about a talker’s voice.
Previous research on the language familiarity effect suggests
that the type of task used to probe how listeners perceive
information about a talker also affects performance (for
review, see Levi, 2019). For example, Winters et al. (2008)
found task-dependent effects where listeners exhibited the
language familiarity effect in a discrimination task, but not
in an identification task with an extensive training period.
Fecher and Johnson (2018) found the opposite pattern of ef-
fects with adults and children, in which the language familiar-
ity effect was found in a talker identification task but not in a
discrimination task.

In addition, studies of linguistic speech perception skills
in individuals with reading impairments have also demon-
strated some evidence of task effects. Whereas there is con-
sistency across studies showing poorer performance on pho-
neme identification tasks that require listeners to tap into
long-term representations of speech sounds (Lyon et al.,
2003; Wagner & Torgesen, 1987), there is variability in dis-
crimination tasks (Serniclaes et al., 2001, 2004). Some stud-
ies have reported good or heightened discrimination ability
while simultaneously reporting poorer identification in indi-
viduals with reading impairments (Serniclaes et al., 2001,
2004). Serniclaes et al. (2001) argued that heightened dis-
crimination performance in individuals with poor reading is
due to increased sensitivity to phonologically irrelevant in-
formation, and that poor performance on identification tasks
illustrates that the main deficit is in labelling speech sounds
into categories, what they call the allophonic theory. In other
words, phonological representations are not properly devel-
oped due to an inability to effectivelymap speech sound into
phonemes. Given these task-modulated effects, the current
study expands on existing literature examining the effects of
reading on talker processing using both a discrimination task
and an identification task.

Current study

The purpose of the current study is to bring together these
lines of research, which have examined what type of linguistic

information supports the perception of talker information in a
listener’s native language. To this end, we will compare per-
formance for word and nonword stimuli and examine individ-
ual differences in reading ability and phonological working
memory. The current study also adds the additional stimulus
manipulation to test phonological familiarity at a more fine-
grained level by varying phonotactic probability. Finally, the
study probes the relationship between these manipulations
and task effects to explore the extent to which listeners differ
in how well they process information about talkers.

Based on previous research, we predict better performance
for words than nonwords and better performance for items
with high phonotactic probability compared to those with
low phonotactic probability. Given that some studies have
found good within-phoneme discrimination in individuals
with reading impairments (Serniclaes et al., 2001, 2004),
one possible outcome is that reading ability will not modulate
performance on our talker discrimination tasks (Experiments
1a and 1b), because listeners need not tap into long-term pho-
nological or talker representations. In contrast, some studies
have found poorer performance on phoneme discrimination
tasks in individuals with reading impairments (Mody et al.,
1997;Werker & Tees, 1987); thus, if these results demonstrate
a more global impairment in perception, we may find that
individuals with poorer reading skills perform worse on both
the discrimination and the identification tasks. The structure of
our statistical analyses allows us to test whether reading ability
per se (or instead, phonological working memory) better pre-
dicts performance on these tasks. Based on previous research
demonstrating poorer performance on talker identification
tasks for individuals with poorer reading skills, we expect to
find an effect of reading ability or of phonological working
memory on the identification task (Experiment 2).

Experiment 1

Experiment 1 examined talker perception using a discrimina-
tion task in which listeners heard two words or two nonwords
and had to determine whether the words were spoken by the
same talker or different talkers. Two versions of the experi-
ment were run with different sets of participants. Experiment
1a was conducted with a blocked design, with one block for
real words and one for nonwords (counterbalanced). Stimuli
were blocked by lexicality to increase the likelihood of reveal-
ing effects of phonotactic probability (Vitevitch & Luce,
1999). Experiment 1b mixed the real word and nonword trials
together, though individual trials were always only words or
nonword pairs. These two versions were tested because pre-
vious studies have found that the impact of sub-lexical pro-
cessing differs depending on whether lexical status is blocked
or randomized in the experiments (Vitevitch & Luce, 1999).
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Methods

Participants

Thirty-seven listeners between the ages of 18 and 23 years (M
= 19.02, SD = 1.07) participated in Experiment 1a (29 female,
eight male), and 36 listeners between the ages of 21 and 25
years (M = 19.59, SD = 1.30) participated in Experiment 1b
(25 female, 11 male). Listeners were recruited from the psy-
chology research pool at New York University and received
partial course credit for participating. Participants were native
speakers of American English with no history of speech, lan-
guage, or hearing disorders, and all passed a pure tone hearing
screening at 25 dB HL for octave frequencies of 500, 1,000,
2,000, and 4,000 Hz.

Seven additional participants completed Experiment 1a but
were not included in the data analysis for the following rea-
sons: falling asleep during the experiment (N = 1), having
speech and language therapy (N = 1), and errors in adminis-
tering the experiment (N = 5). Fifteen additional participants
completed Experiment 1b but were excluded from the data
analysis for the following reasons: reported English as their
non-dominant language (N = 3) and errors in administering
the experiment (N = 12).

Materials

Items Using Storkel and Hoover’s (2010) database of
consonant-vowel-consonant (CVC) words and nonwords,
192 monosyllabic items were selected for the current study
(see Appendix A). Words were selected from the adult corpus
to have a lexical frequency above 100 based on Kučera and
Francis (1967). From among words fitting this criterion, 48
words were selected to have high (e.g., “head”) and 48 low
(e.g., “peace”) phonotactic probability. Similarly, nonwords
from the adult corpus were selected to have either high (e.g.,
“var”) or low (e.g., “shoose”) phonotactic probability.
Phonotactic probability was determined by the biphone fre-
quency corresponding to the adult corpus. Independent-
samples t-tests revealed no statistically significant differences
between words and nonwords with high phonotactic probabil-
ity (t(94) = 0.41, p = 0.66) or words and nonwords with low
phonotactic probability (t(94) = 1.38, p = 0.17). The mean and
range of phonotactic probability across the lexical groups are
presented in Table 1, and splits approximately at the mean of
.0064 for the adult corpus. Appendix B provides information
about the distribution of consonants across the four
conditions.

Speakers Four female native speakers of American English
were recorded producing the 192 items. Speakers were be-
tween the ages of 19 and 24 years from the New York City
region (New Jersey and New York) with no reported history

of speech and language disorders (see Table 2). The record-
ings took place in a sound-attenuated IAC booth at the
Communicative Sciences and Disorders Department at New
York University using a SHURE 10A head-mounted micro-
phone and a Fostex FR-2LE recorder with a 44.1-kHz sam-
pling rate.

Items were presented orthographically in capital letters in
E-Prime 2.0 (Schneider & Zuccoloto, 2007). Words and non-
words were presented separately and included four practice
trials prior to the presentation of the test targets. The real
words appeared for 1,000 ms. Words were presented twice
in random order. For the nonwords, the experimenter con-
trolled the duration that the item appeared on the screen so
as not to rush the talkers. In addition to an orthographic rep-
resentation, a rhyming word was included to facilitate pronun-
ciation. In cases where the pronunciation of the vowel or con-
sonant was ambiguous, additional information was provided
(e.g., “th like thin” or “th like that”). Each nonword appeared
twice in random order except nonwords that started an inter-
dental fricative, which appeared four times in total to ensure
an accurate production. For both words and nonwords, the
second repetition of the target was selected unless that produc-
tion had an error. All sound files were amplitude normalized
to have the same average amplitude using Praat (Boersma &
Weenink, 2008) and presented to listeners at a comfortable
listening level.

Procedure

AX talker discrimination Participants first completed the AX
talker discrimination task in which they heard two different
words or nonwords and were then asked to decide whether
these items were produced by the same talker or different
talkers. The experiment was conducted in a quiet testing room
in the Department of Communicative Sciences and Disorders

Table 1 Phonotactic probability range (mean in parentheses) for the
four categories of items

High Low

Word .006-.019 (.010) .0008-.005 (.003)

Nonword .006-.019 (.009) .0008-.005 (.002)

Table 2 Speaker’s demographic and acoustic information

Speaker Age Mean duration (ms) Mean F0 (Hz)

Female 1 21 599 ms 179 Hz

Female 2 22 510 ms 199 Hz

Female 3 19 593 ms 206 Hz

Female 4 24 720 ms 193 Hz
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at New York University. Stimuli were presented over
Sennheiser HD-280 circumaural headphones via a desktop
PC running Windows 7 and E-Prime 2.0 (Schneider &
Zuccoloto, 2007). Responses were collected using a
Chronos response box. “Same” and “Different” labels were
placed on the leftmost and rightmost buttons and
counterbalanced across participants. The participants were
instructed to respond as quickly and as accurately as possible
and were encouraged to make a decision even when they were
unsure.

Prior to the experimental trials, the participants completed a
practice block with feedback that contained novel words pro-
duced by two additional talkers not included in the test trials.
In Experiment 1a, the experimental trials were blocked by
lexical status (either words or nonwords) and counterbalanced
across participants. In Experiment 1b, word and nonword tri-
als were mixed together with a break halfway through (after
48 trials). Even though the trials were mixed, each individual
trial only contained either words or nonwords. For both
Experiment 1a and Experiment 1b, trials contained two items
that were drawn from the same bin, of either high or low
phonotactic probability. Half of the trials were same-talker
pairs and half were different-talker pairs. In the same-talker
trials, each talker occurred in the same number of trials, and in
the different-talker trials, the combinations of talkers were
balanced such that each talker was paired with one of the other
talkers and in the same frequency of occurrence.

The two items in each trial were separated by a 500-ms
interstimulus interval. Prior to each trial, a fixation (+) ap-
peared for 750 ms followed by a blank screen for 100 ms.
After participants made their response, there was an additional
250 ms before the start of the next trial. The AX experiment
took approximately 10 min and was always administered first.

Tests of reading subskills Following the talker AX task, par-
ticipants completed standardized tests of reading subskills.
Following Kadam et al. (2016), we administered the same
ten reading subtests to the participants in Experiment 1a.
Test order was counterbalanced across participants. For each
participant, a composite reading score was calculated as the
mean of the percentile rank across the ten subtests.

Two subtests of the Test of Word Reading Efficiency
(TOWRE; Torgesen et al., 1999) were administered: (1) Sight
Word Reading and (2) Phonemic Decoding Efficiency. In the
SightWordReading subtest, participants have 45 seconds to read
as many real words as possible from a list. The Phonemic
Decoding Efficiency is the same, except the list is comprised of
nonwords (e.g., “ip”). Two subtests of the Woodcock Reading
Mastery Test-III (WRMT;Woodcock, 2011) were administered:
(1) Word Identification and (2) Word Attack. These tests are
similar to the TOWRE, but do not have a time limit. In the
Word Identification subtest, participants read real words and in
the Word Attack subtest, participants read nonwords (e.g.,

“laip”). Participants were recorded while completing these sub-
tests. Two trained research assistants listened to the recordings
and transcribed the items as correct or incorrect. In the casewhere
there was disagreement, a third trained research assistant com-
pleted the transcription.

Six subtests from the Comprehensive Test of Phonological
Processing (CTOPP; Wagner et al., 1999) were used: (1)
Blending, (2) Elision, (3) Nonword Repetition, (4) Rapid
Digit Naming, (5) Rapid Letter Naming, and (6) Rapid
Object Naming. In Elision, participants first repeat a word
and then produce it while excluding a sound or sounds (e.g.,
“say time without saying /m/”). In Blending, participants are
instructed to put sounds together to form a word (e.g., “what
word do these sounds make: can-dy?”). The Nonword
Repetition task contains prerecorded nonwords that range
from one to six syllables. In the three rapid naming tasks,
participants see objects, numbers, or letters on a page and
are asked to name them as fast as possible and are timed.
Responses on the nonword repetition task and on the rapid
naming tasks were recorded. Nonword repetition responses
were coded by two trained research assistants and any differ-
ences were adjudicated by a third transcriber. For the rapid
naming tasks, duration measures were taken in Praat and ac-
curacy was coded by two trained research assistants.

To reduce the time of the experiment, only the two subtests
from the TOWRE and the nonword repetition task from the
CTOPPwere administered to participants in Experiment 1b. As
will be seen in the results section for Experiment 1a, the non-
word repetition – a test of phonological working memory –
resulted in the best model fit, which is why this subtest was
also administered to the participants in Experiment 1b. The two
TOWRE subtests were selected from among all of the possible
subtests because the combined composite from these two sub-
tests had the highest correlation with the overall composite
composed of all ten subtests of reading skills. Correlations were
calculated from the participants in Experiment 1a and an addi-
tional 20 participants who completed these ten subtests as part
of a different experiment in our lab. The TOWRE composite
score showed the strongest positive correlation with the overall
composite reading score (average of ten subtests) (r = .85, p <
0.01). The correlation matrix is shown in Appendix C. Thus,
the participants in Experiment 1b only completed the nonword
repetition task and the two subtests from the TOWRE.

Statistical analyses

For each set of data, a series of linear mixed-effect models
were fit to the data using the lme4 package (Bates et al.,
2015) in RStudio (Team, 2017). Separate models were con-
structed for the three outcome measures: sensitivity, bias, and
reaction time.

Because listeners often show a bias response on AX tasks,
we conducted an analysis based on signal detection theory,
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with nonparametric measure of sensitivity (A' ) (see Equations
1.a and 1.b; Grier, 1971) and bias (BD”) (see Equations 2.a
and 2.b; Donaldson, 1992). The sensitivity measure accounts
for performance on both same and different trials, and is based
on the proportion of hits and false alarms. In this analysis, hits
corresponded to responses of different on different-talker trials
and false alarms corresponded to responses of different on
same-talker trials. A’ measures the listener's sensitivity to de-
tect differences between talkers and ranges from 0.5 to 1.0,
where a higher value indicates better sensitivity to detect dif-
ferences. In the bias measure, positive values correspond to a
bias towards responding same-talker, while negative values
correspond to a bias responding different-talker. Measures of
A’ and BD” were generated for each of the four conditions
(two levels of lexicality by two levels of phonotactic proba-
bility).

A0 ¼ 0:5þ PHIT−PFAð Þ � 1þ PHIT−PFAð Þ
4 � PHIT � 1−PFAð Þ when H ≥ Fð1:aÞ

A
0 ¼ 0:5−

PFA−PHITð Þ � 1þ PFA−PHITð Þ
4 � PFA � 1−PHITð Þ when H < F ð1:bÞ

B″
D ¼ PHIT⋅ 1−PHITð Þ−PFA⋅ 1−PFAð Þ

PHIT⋅ 1−PHITð Þ þ PFA⋅ 1−PFAð Þ when H ≥ F ð2:aÞ

B″
D ¼ 0:5þ PFA⋅ 1−PFAð Þ−PHIT⋅ 1−PHITð Þ

PFA⋅ 1−PFAð Þ þ PHIT⋅ 1−PHITð Þwhen H ≥ F

ð2:bÞ

For each outcome measure, two models were considered
that differed on which individual differences measure was
included (reading composite or nonword repetition). In
Experiment 1a the first model used the ten-subtest, overall
composite score as the measure of reading ability
(following Kadam et al., 2016), and the second model used
performance on the nonword repetition task, a measure of
phonological working memory (following Perrachione
et al., 2011). In Experiment 1b the first model used the
two subtests of the TOWRE as the reading measure (be-
cause the correlations indicated that this measure was most
highly correlated with the overall ten-subtest composite),
and the second model used nonword repetition. The non-
word repetition task is normed to 10 with a standard devi-
ation of 3 and the TOWRE composite score is normed to
100 with a standard deviation of 15.

All models included fixed effects for lexical status
(word/nonword), phonotactic probability (high/low), the
scaled individual differences measure, and all two-way inter-
actions. In Experiment 1a, models also included a fixed effect
for block order (words first, nonwords first). The models of
reaction time included a fixed effect of trial-type (same trials,
different trials). All models included random intercepts for
participants and all categorical fixed effects were sum-coded.

The two models that differed in which individual differ-
ences measure was included were compared using Bayesian
Information Criterion (BIC) (Schwarz, 1978) to select the best
fitting model. BIC is used for model selection criteria that
measures the goodness of fit of the model to the data. The
model with the lowest BIC is chosen. To determine whether
the lowest BIC value indicated a meaningful difference from
the competing model, we calculated Bayes factors for each
model comparisons based on Wagenmakers (2007) and
Raftery (1995).

Results

Sensitivity: Experiment 1a

The model using the nonword repetition task as the indi-
vidual differences measure had the lower BIC value (-
283.9 vs. -282.5). Bayes factors suggested weak evidence
for this selected model with the nonword repetition task
over the model with the composite score (BF01 = 2.01, Pr
= .67). Results revealed a significant effect of lexical sta-
tus on sensitivity (p = 0.002), where listeners had higher
sensitivity to talker differences when listening to words
compared to nonwords (Fig. 1). No other effects reached
significance. The full output of the selected model can be
found in Appendix D.

Bias: Experiment 1a

The lowest BIC value was found for the model that used the
nonword repetition task as the individual differences measure
(202.8 vs. 203.5). Bayes factors suggested weak evidence for
this model (BF01 = 1.42, Pr = .59). The analysis of bias re-
vealed only a significant effect of lexical status (p < 0.001),
where listeners weremore biased to respond same talkerwhen
they heard words compared to nonwords (Fig. 2). No other
effects reached significance. The full output of the selected
model can be found in Appendix D.

Reaction time: Experiment 1a

First, incorrect responses were eliminated from the analy-
sis (911/3552 trials, 25.64%). From the remaining correct
trials, trials with responses longer than 2,000 ms and
shorter than 200 ms from the onset of the second item
were removed from the analysis (53/2641, 2%). All reac-
tion times were log transformed for modeling. The lowest
BIC value was found for the model that used the nonword
repetition as the individual differences measure (166.7 vs.
169.0). Bayes factors suggested positive evidence for this
model (BF01 = 3.16, Pr = .76). The selected model re-
vealed a significant effect of lexical status (p < 0.001)
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where listeners responded faster on the word trials than on
the nonword trials. In addition, there was a significant
interaction between lexical status and phonotactic proba-
bility (p = 0.003). An emmeans analysis (Lenth, 2019)
revealed a significant effect of phonotactic probability in
the word condition only, as shown in Table 3 and in Fig.
3. These findings indicate that when listeners were
responding to real words, they were faster for words with

high phonotactic probability than those with low phono-
tactic probability. Although the pairwise comparison for
the nonwords did not reach significance, it shows a trend
in the opposite direction with faster reaction times for
nonwords with low phonotactic probability than those
with high phonotactic probability. No other effects
reached significance. The full output of the selected mod-
el can be found in Appendix D.

Sensitivity: Experiment 1b

The model using the TOWRE composite score as the individ-
ual differences measure resulted in the lowest BIC value (-
225.9 vs. -224.9). Bayes factors suggested weak evidence
for this model (BF01 = 1.65, Pr = .63). In this version of the
experiment where word pairs and nonword pairs were not
blocked, no effects reached significance. The full model out-
put is in Appendix E.

Bias: Experiment 1b

The lowest BIC value was found for the model that in-
cluded the nonword repetition as the individual differ-
ences measure (230.9 vs. 232.2). Bayes factors suggested
weak evidence for this model (BF01 = 1.92, Pr =.66). The
selected model revealed a significant interaction between
lexical status and phonotactic probability (p = 0.032). An
emmeans analysis (Lenth, 2019) revealed a significant
effect of phonotactic probability in the nonword condition
only (see Table 4 and Fig. 4). This finding indicates that
when listeners heard nonwords, they were more biased to
respond same talker for items with high phonotactic prob-
ability compared to those with low phonotactic probabil-
ity. No other effects reached significance. The full model
output is in Appendix E.

Reaction time: Experiment 1b

First, incorrect responses were eliminated from the analysis
(900/3360 trials, 26.78%). Then, from the remaining correct
trials, trials with responses longer than 2,000 ms and shorter
than 200 ms from the onset of the second word were removed
from the analysis (103/2460, 4.18%). All remaining reaction
times were log transformed for modeling. The lowest BIC
value was found for the model with nonword repetition as
the individual differences measure (352.6 vs. 356.0). Bayes
factors suggested positive evidence for the selected model
(BF01 = 5.47, Pr = .85). Despite positive evidence for this
model over the other, no effects reached significance. The full
model output is in Appendix E.

Fig. 1 Sensitivity (A’) by lexical status for Experiment 1a. Higher values
indicate better talker discrimination

Fig. 2 Bias (BD”) by lexical status in Experiment 1a. Positive values
indicate a bias towards responding “same,” while negative values
indicate a bias towards responding “different”
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Discussion

The results from Experiments 1a and 1b showed evidence for
a contribution of both lexical information and phonological
information, though no effects of reading ability or phonolo-
gical working memory were found. When words and non-
words were blocked (1a), participants were more sensitive to
detecting talker differences for words than for nonwords, sim-
ilar to studies that have found better performance for talker
identification with word or nonword sentences (Perrachione
et al., 2015; Xie & Myers, 2015). In addition, participants
were more biased to respond same talker for words than non-
words (in the blocked version, 1a). This may be part of a
continuum of perceptual response bias; previous studies have
found that when the two items on a talker discrimination task
co-occur (as in the case with lexical compounds such as “day-
dream”), listeners are more likely to respond that the items are
spoken by the same person (Narayan et al., 2017; Quinto et al.,
2020). The data in Experiment 1 with words versus nonwords
may demonstrate the extreme of this continuum, where non-
words have no co-occurrence by virtue of having a lexical
frequency of zero. These effects of lexical status only ap-
peared when the items were blocked by lexical status.

The effect of phonotactic probability was subtler. In
Experiment 1a when items were blocked, participants were
faster for real words that were more word-like (high phono-
tactic probability) than real words that were less word-like
(low phonotactic probability). In Experiment 1b, there was
no overall effect of lexical status on response bias; however,
the less word-like a nonword pair was (low phonotactic prob-
ability), the less biased participants were to respond same
talker.

Experiment 1 found no evidence for an effect of reading
ability or phonological working memory (nonword repetition)
on talker discrimination. These results are in contrast with
studies that found an effect of reading ability and phonological
working memory (as a measure of phonological processing
skills) on talker processing (Kadam et al., 2016; Perea et al.,
2014; Perrachione et al., 2011). One major difference between
these previous studies and Experiments 1a and 1b is that our
experiments used a discrimination task, whereas the previous
studies used talker identification tasks following a brief train-
ing. Given that previous studies with individuals with reading
impairments have found task-modulated effects on classic
tests of speech perception, one possibility is that the contribu-
tion of a participant’s reading ability or phonological

Table 3 Pairwise comparison (emmeans) of lexical status and phonotactic probability effects on predicted estimates of listener reaction time (log)
based on the mixed-effect linear regression model

Lexical status Phonotactic probability comparison Estimate SE t p*

Nonword High phonotactic probability vs. low phonotactic probability 0.026 0.013 1.94 0.052

Word High phonotactic probability vs. low phonotactic probability -0.029 0.013 -2.19 0.028

p values are adjusted using Holm’s method and indicated as p*

Fig. 3 Reaction time (RT) by lexical status and phonotactic probability in Experiment 1a. Larger values indicate slower RTs
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processing ability would only occur for tasks that tap into
long-term memory and require access to stored phonological
representations of words. This hypothesis stems from differ-
ences in phoneme perception tasks (poorer performance on
phoneme identification tasks and possibly intact performance
on phoneme discrimination tasks) that have been attributed to
impaired phonological representations (Serniclaes et al., 2001,
2004). Identification tasks require that listeners retrieve a label
from long-term memory (Bricker & Pruzansky, 1976). If that
stored representation is impaired, tasks that require mapping
incoming signals to that representation will also be impaired.
In contrast, discrimination tasks can be performed for items
that have no stored representation. Thus, for talker processing
tasks, one possible explanation for the lack of an effect of
reading ability or phonological processing ability on the talker
discrimination task could be that listeners do not need to ac-
cess stored representations of talker, lexical, or phoneme
information.

Experiment 2, which uses a training-identification para-
digm, allows us to examine whether individuals with poorer
reading or phonological processing skills also have difficulty
creating an auditory category that is not directly linguistic in

nature. If individuals with poorer reading or phonological pro-
cessing skills are impaired in other types of auditory catego-
rization that goes beyond phonological categories, it
is possible that these individual differences effects will be
present when using a talker identification task even though
no effect was found for the talker discrimination task. The
purpose of Experiment 2 was to test whether individual dif-
ferences measures will emerge as a predictor of performance
on a task the requires labeling and access to long-term mem-
ory representations.

Experiment 2

Methods

Participants

Thirty-one listeners between the age of 19 and 22 years (M =
19.74, SD = 1.15) participated in the study (23 females, eight
males). Listeners were recruited from the psychology research
pool at New York University and received partial course

Table 4 Pairwise comparison (emmeans) of lexical status and phonotactic probability on predicted estimates of listener bias on the mixed-effect linear
regression model

Lexical status Phonotactic probability comparison Estimate SE t p*

Nonword High phonotactic probability vs. low phonotactic probability 0.197 0.098 2.00 0.047

Word High phonotactic probability vs. low phonotactic probability -0.097 0.098 -0.98 0.325

p values are adjusted using Holm’s method and indicated as p*

Fig. 4 Bias (BD”) by lexical status and phonotactic probability in Experiment 1b. Positive values indicate a bias towards responding “same,” while
negative values indicate a bias towards responding “different”
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credit for participating. Participants were native speakers of
American English with no history of speech, language, or
hearing disorders and all passed a pure tone hearing screening
at 25 dB HL for octave frequencies of 500, 1,000, 2,000, and
4,000 Hz. Eight additional participants completed Experiment
2 but were not included in the data analysis for the following
reasons: having speech and language therapy (N = 1) and
errors in administering the experiment (N = 7).

Materials

The same 192 items from Experiment 1 were used for
Experiment 2.

Procedure

Talker identification task Listeners completed talker training
with feedback followed by a talker identification test with-
out feedback. In the training phase, listeners learned to
identify the voices of four talkers (Fig. 5). Participants were
trained on either words or nonwords, but all were tested on
both words and nonwords. The training phase started with a
familiarization in which they heard each talker say four
words or nonwords (two high phonotactic probability, two
low phonotactic probability) while the image of only that
talker was displayed on the screen. This familiarization was
repeated twice. Listeners then completed a training phase
with four blocks of 52 trials (24 high phonotactic probabil-
ity and 24 low phonotactic probability × 4 talkers = 208
trials total) presented in random order. Listeners were asked
to decide which talker produced the target item by clicking
a button on a Chronos response box. The two rightmost and
two leftmost buttons that corresponded to the position of
the characters on the screen were used. After each response,
listeners received two forms of feedback: one indicating
accuracy (correct or incorrect), and another playing the

same target item with only the image of the correct talker
on the screen.

Following the training phase, listeners completed a talker
identification test similar to training except no feedback was
provided. Testing contained 80 trials: five items were selected
from each of the four categories (high and low phonotactic
probability, word and nonword). These 20 items were present-
ed from each of the four talkers. None of the items from the
test phase were used during training. A break screen appears
halfway through the test phase.

Tests of reading subskills Participants in Experiment 2 com-
pleted the same three standardized subtests as the participants
in Experiment 1b.

Statistical analyses

Two data sets were included for analysis: training and testing.
For each data set, two models with accuracy as the outcome
measure were considered: one with the TOWRE composite
score and one with the nonword repetition task as the measure
of individual differences.

Both models included fixed effects for lexical status
(word/nonword), phonotactic probability (high/low),
scaled individual differences (TOWRE composite score or
nonword repetition), condition (trained on words, trained
on nonwords), talker (1–4), and all two-way interactions
between lexicality, phonotactic probability, condition, and
individual differences measures. The analysis of training
also included block and an interaction between block and
condition. Block was defined as a split between the first and
second halves of the training portion. All models included
random intercepts for participant. Similar to Experiments
1a and 1b, the models were compared using BIC values and
evaluated for the differences between them using Bayes
factors.

Fig. 5 The four characters from Experiment 2 as they appear on the response screen for the training and testing tasks
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Results

Training

The lowest BIC value was found for the model that included
the nonword repetition (8327.3 vs. 8333.0). Bayes factors
suggested positive evidence for this model (BF01 = 17.29,
Pr = .94). The model showed a significant effect of nonword
repetition (p = .002), where listeners with higher nonword
repetition scores were more accurate on talker identification
than those with lower scores (see Fig. 6), and a significant
effect of block (p < .0001) where accuracy was greater in
the later blocks compared to earlier blocks.

In addition, there was a significant interaction between
block and condition (p = .031). The emmeans analysis in
Table 5 of this interaction revealed no difference in perfor-
mance between those trained on words and those trained on
nonwords in the first half of training, but by the second half of
training, those trained with words performed significantly bet-
ter than those trained with nonwords (see Fig. 7), suggesting a
benefit for items with lexical representations.

Finally, the model revealed a significant effect of talker,
where some talkers were more identifiable than others. The
emmeans analysis revealed that listeners performed signifi-
cantly better when listening to talker 4 compared to the other
talkers (see Appendix F). No other effects reached
significance.

Testing

The lowest BIC value was found for the model that included
nonword repetition (3197.7 vs. 3203.6). Bayes factors sug-
gested positive evidence for this model (BF01 = 19.11, Pr =
.95). This model revealed that nonword repetition significant-
ly predicted accuracy (p = .001). Listeners with higher non-
word repetition scores were more accurate on the talker

identification task (see Fig. 8). In addition, there was a signif-
icant effect of phonotactic probability (p = .036) where accu-
racy was greater for items with low phonotactic probability
than high phonotactic probability (Fig. 9).

The model also revealed a significant interaction between
lexical status and condition (p = 0.001), with greater accuracy
for items that match the lexical status they were trained on.
The emmeans analysis in Table 6 of this interaction shows that
listeners trained on nonwords performed significantly better
with new nonwords than with real words (see Fig. 10).
Although the effect of matching training and test items did
not reach significance for the participants trained on real
words, the pattern of results is in the expected direction.

Similar to training, the model revealed a significant effect
of talker, where some talkers were more identifiable than
others. The emmeans analysis revealed that listeners perform-
ed significantly differently when listening to talker 4 com-
pared to the other talkers (see Appendix F). No other effects
reached significance.

Discussion

The results from Experiment 2 show that listeners can learn
talker’s voices during the learning phase, but also that learning
talker’s voices is affected by properties of items. In particular,
during learning, listeners who were trained with words per-
formed better than those trained with nonwords. This finding
suggests a benefit of lexical information on talker processing.
These results are in line with Perrachione et al. (2015) and Xie
and Myers (2015), who found better talker identification for
sentences composed of real words compared to those com-
posed of nonsense words. Our findings here are important
because prior to our study, the only other study with word-
length stimuli (Zarate et al., 2015) had not found a benefit of
real words over nonsense words on talker-identification accu-
racy. Thus, our findings suggest that the lack of a difference in
Zarate et al.’s (2015) study is not due to differences in the
length of the stimuli, but to some other aspect of the study,
such as using a mixture of native and non-native talkers or
using the same talkers throughout the conditions. Our results
also suggest that these differences may wash out with addi-
tional training, because we only found a benefit of words over
nonwords in the training phase, but not in the testing phase.
We return to this in the General discussion.

Our results revealed an effect of phonotactic probabil-
ity, although the directionality of this effect was counter
to our hypothesis where listeners were more accurate at
identifying talkers when they heard words and nonwords
with low phonotactic probability than high phonotactic
probability.

Our results also revealed an effect of phonological
working memory on talker identification in both training

Fig. 6 Relationship between the nonword repetition task (scaled score)
on identification accuracy (proportion correct) during the training phase
for Experiment 2
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and testing where listeners with higher nonword repetition
scores were more accurate to identify talkers. These re-
sults are similar to studies that have found an effect of
reading ability in individuals with reading impairments
(Perea et al., 2014; Perrachione et al., 2011) or typical
readers (Kadam et al., 2016). Recall that Perrachione
et al. (2011) also found evidence for nonword repetition
as a predictor of performance. Because the effect of indi-
vidual differences measures (here, nonword repetition)
was found in Experiment 2 but not in Experiment 1, this
supports the idea that individuals with poorer phonologic-
al processing skills have a deficit in generating categories
that extends beyond linguistic processing and impacts
their ability to create a talker category. That said, it is
not possible to determine whether the poorer phonological
processing skills result in poorer talker identification or
whether a different underlying mechanism causes both
of these reduced skills.

Finally, Experiment 2 found an effect of matching between
training and testing, where listeners performed better when an
item’s lexical status matched what they were trained on; lis-
teners trained on nonwords performed significantly better with
new nonwords than with words, and listeners trained onwords

performed better on words than nonwords. These results are in
line with research on encoding specificity, where individuals
access, recall, and retrieve information learned more easily
when the conditions of learning and testing match (Tulving
& Thomson, 1973).

General discussion

The goal of the current study was to simultaneously ex-
amine the contribution of lexical information, phonologic-
al familiarity, and individual differences measures that
relate to phonology on how listeners process information
about who is talking. In addition to examining these prop-
erties of the materials and of the participants, we also
tested talker processing in two different tasks, one that
does not require any stored information (talker discrimi-
nation) and one that does (talker identification). Using
both tasks is important especially in light of studies that
found good performance on phoneme discrimination tasks
in individuals with reading impairments, yet poor perfor-
mance on phoneme identification tasks (Serniclaes
et al., 2001, 2004). The impact of these manipulations

Table 5 Pairwise comparison (emmeans) of block and condition on predicted estimates of listener accuracy on the mixed-effect linear regression
model

Block Condition comparison Estimate SE z- ratio p*

Early block Trained on nonword vs. word -0.116 0.172 -0.67 0.498

Late block Trained on nonword vs. word -0.351 0.173 -2.02 0.042

p values are adjusted using Holm’s method and indicated as p*

Fig. 7 Identification accuracy (proportion correct) by block and condition in the training phase for Experiment 2
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on how listeners process talker information is discussed in
more detail below.

Support for lexical information

The current study found some effects of lexical informa-
tion on talker processing. In the blocked version of the
discrimination task (Experiment 1a), listeners were faster
at discriminating between talkers in the word condition
compared to the nonword condition, though this was
washed out in the version where items were mixed
(Experiment 1b). In Experiment 2, we did not find a

general effect of lexicality although lexical status ap-
peared as: (1) a benefit in training where listeners trained
on words showed greater improvement compared to those
trained on nonwords, and (2) a benefit of matching be-
tween training and testing, as has been found in other
studies of encoding specificity (Tulving & Thomson,
1973). These results are in line with previous studies
(Perrachione et al., 2015; Xie & Myers, 2015; Zarate
et al., 2015) that have demonstrated the effect of lexical
information on talker processing using a training and
identification task with sentence-length stimuli.

Support for phonological familiarity

The contribution of the phonological familiarity was probed
using two manipulations. First, words and nonwords were all
phonologically legal, but differed in phonotactic probability.
Tokens with high phonotactic probability contain more fre-
quent combinations of sounds and should thus be more famil-
iar in terms of their phonology. Second, individual differences
in the listeners were examined as a predictor of performance
using either a broad measure of reading (various composite
scores) or a more direct measure of phonological processing
ability (phonological working memory measured by the non-
word repetition task).

Our results show a nuanced effect of phonotactic prob-
ability in the discrimination task (Experiment 1) and in
the identification task (Experiment 2). Listeners were
faster to discriminate real words with high phonotactic
probability than real words with low phonotactic proba-
bility when words and nonwords were blocked, and less
likely to respond same talker on nonwords with low pho-
notactic probability when words and nonwords were
mixed. In contrast, there were no differences between
high phonotactic probability and low phonotactic proba-
bility in the identification task; however, indirect support
for phonological familiarity did emerge from the individ-
ual differences results as detailed below. It is worth
pointing out that phonotactic probability is often elusive
and highly dependent on the task (e.g., lexical decision,
same/different) and also on whether items are blocked or
interleaved (Luce & Large, 2001; Vitevitch & Luce, 1999,
2005). One thing that is not captured by this biphone
frequency measure is familiarity or lexical frequency of
the item; thus, an infrequent sequence may occur in a
word with very high lexical frequency (e.g., “the”). As
such, the phonotactic probability manipulation may not
be the optimal way to assess phonological familiarity.

Task effects and individual differences measures

Results from the identification task in Experiment 2 show
that listeners with higher phonological processing skills

Fig. 8 Relationship between the nonword repetition task (scaled score)
on identification accuracy (proportion correct) during the testing phase for
Experiment 2

Fig. 9 Identification accuracy (proportion correct) by phonotactic
probability during the testing phase for Experiment 2
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(better nonword repetition scores) were more accurate at
identifying talkers. These results provide additional sup-
port for a listener’s phonological processing skills, which
has been tested previously either through measures of
reading ability or directly with the nonword repetition
task (Kadam et al., 2016; Perea et al., 2014; Perrachione
et al., 2011). Two studies found an effect of reading abil-
ity in individuals with reading impairments (Perea et al.,
2014; Perrachione et al., 2011) and one study found an
effect of reading with typical readers (Kadam et al.,
2016). These results support the idea that phonological
familiarity and phonological processing skills affect how
listeners perceive talker information.

The fact that the effects of phonological working mem-
ory were only present in the identification task illustrates
that individuals with poorer phonological working mem-
ory are impaired in their ability to cluster information
around a talker category. This idea fits well with the pre-
vious literature on the perception of phoneme categories,
where there is evidence that phonological processing abil-
ity affects performance on labeling tasks and tap into
long-term memory representations, but not necessarily

on tasks that can be completed with more peripheral,
acoustic-matching processes, as can be done in a discrim-
ination task (Serniclaes et al., 2001, 2004).

The type of task used to assess talker processing may thus
have an effect on performance, as each task can activate or tap
into different types of processing skills or resources (Levi,
2019). The cognitive demands these two tasks tap into have
been described in Bricker and Pruzansky (1976). In an iden-
tification task, the listener is required to encode and store
information about a talker in the long-term memory and then
access it, whereas in a discrimination task, similar to the one in
Experiment 1, the listener needs to only compare acoustic
information from two tokens on each trial. Although it may
be true that over the course of a discrimination experiment the
listeners learn to identify the talker, they are nevertheless only
required to make a decision on each individual trial.
Therefore, while an identification task activates higher cogni-
tive processing skills, a discrimination task requires lower
levels of processing considering that the listener isn’t required
to store any talker information.

The model comparisons in Experiment 1 and 2 re-
vealed that the nonword repetition generated better fitting

Table 6 Pairwise comparison (emmeans) of lexical status and condition on predicted estimates of listener accuracy on the mixed-effect linear
regression model

Condition Lexical status comparison Estimate SE t- ratio p*

Trained on nonwords Nonword vs. word 0.359 0.141 2.54 0.010

Trained on words Nonword vs. word -0.197 0.111 -1.77 0.076

p values are adjusted using Holm’s method and indicated as p*

Fig. 10 Accuracy (proportion correct) by training condition and lexical status in Experiment 2
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models than using the composite scores for reading abil-
ity.1 Thus, the results of previous talker processing studies
that have found differences in performance based on read-
ing ability may not be due to reading ability per se, but
instead to concomitant difficulties with phonological pro-
cessing (given previous research showing a relationship
between reading abili ty and nonword repetit ion;
Snowling et al., 1986; Snowling, 1981). Indeed, in
Perrachione et al. (2011), performance on a talker identi-
fication task in English was correlated with performance
on the nonword repetition task.

One question following this study is whether the deficit in
creating an auditory category extends beyond speech sounds
and talker processing. More research looking at how listeners
with a range of phonological processing skills generate other
non-linguistic categories is needed to answer these questions.

Conclusion

Taken together, the current study shows an effect of both
lexical and phonological information on talker processing
using a talker discrimination task and a talker identification
task. Listeners were more sensitive to talker differences when
the tokens were real words compared to nonwords, and effects
of phonological processing ability were only found for the
identification task; listeners with higher phonological process-
ing skills were more accurate in identifying talkers than lis-
teners with lower scores. This supports the idea that phonolo-
gical processing ability influences performance on tasks that
require access to long-term phonological representation or
tasks that require labelling categories. The effects of phonol-
ogical processing skills on talker processing also supports the
idea that the phonological make up of items matters for talker
processing tasks and that poor phonological processing skills
may be tied to a listener’s ability to cluster information around
a category.

Supplementary Information The online version contains supplementary
material available at https://doi.org/10.3758/s13414-022-02485-4.
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