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Abstract
A critical question, fundamental for building models of emotion, is how to categorize emotions. Previous studies have typically
taken one of two approaches: (a) they focused on the pre-perceptual visual cues, how salient facial features or configurations were
displayed; or (b) they focused on the post-perceptual affective experiences, how emotions affected behavior. In this study, we
attempted to group emotions at a peri-perceptual processing level: it is well known that humans perceive different facial
expressions differently, therefore, can we classify facial expressions into distinct categories in terms of their perceptual similar-
ities? Here, using a novel non-lexical paradigm, we assessed the perceptual dissimilarities between 20 facial expressions using
reaction times. Multidimensional-scaling analysis revealed that facial expressions were organized predominantly along the
upper-lower face axis. Cluster analysis of behavioral data delineated three superordinate categories, and eye-tracking measure-
ments validated these clustering results. Interestingly, these superordinate categories can be conceptualized according to how
facial displays interact with acoustic communications: One group comprises expressions that have salient mouth features. They
likely link to species-specific vocalization, for example, crying, laughing. The second group comprises visual displays with
diagnosing features in both the mouth and the eye regions. They are not directly articulable but can be expressed prosodically, for
example, sad, angry. Expressions in the third group are also whole-face expressions but are completely independent of
vocalization, and likely being blends of two or more elementary expressions. We propose a theoretical framework to interpret
the tripartite division in which distinct expression subsets are interpreted as successive phases in an evolutionary chain.
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Introduction

Researchers generally agree that facial expressions have
evolved to signal a specific emotional status of the signaler
and served a critical communicative function between conspe-
cifics (for review, see Dezecache, Mercier, & Scott-Phillips,
2013). According to this point of view, if the function of facial
expressions is to convey emotional information to conspecifics,
the evolution of the capacity to visually express emotions had to
be accompanied by the ability to visually interpret them in order

to maximize transmission through a noisy medium. That is, if
our face evolved in part as a device to optimize the transmission
of the emotional signals, then our visual system probably co-
evolved as an efficient decoder of these signals (see Schyns,
Petro, & Smith, 2009). This suggests an isomorphism between
the visual signal (e.g., happy) and its visual decoding (i.e., an-
alyzing the happiness). This isomorphism brings up a
potentially interesting question, can we classify emotions in
terms of their perceptual characters? The idea is that according
to the above-mentioned isomorphism, if several individual
emotional facial expressions are visually processed similarly,
they likely belong to the same superordinate emotion category.

It is well known that different facial expressions are de-
tected or recognized at different latencies and accuracies (see
Nummenmaa & Calvo, 2015). However, to our knowledge,
no study has classified facial expressions in terms of their
perceptual characters. Previous investigations targeting the
categorization of emotion have typically taken one of two
approaches. The first approach describes a discrete,
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categorical model of emotion, which propounds that emotion-
al facial expressions can be categorized into a few canonical
prototypes, for example, happiness, anger, sadness, fear, dis-
gust, and surprise (Ekman, 1992). Each expression prototype
is defined by a specific combination of facial muscle move-
ments, called action units (AUs). The AU activations are con-
sistent within and different between emotional categories (Du,
Tao, & Martinez, 2014). That is, this approach categorizes
emotions according to their visual cues. The second approach
describes a dimensional model of emotion, which assumes
that emotions are centered on subjective experiences. Since
language is the primary access to affective experiences, the
mutual relation between the semantic fields of emotion proto-
types defines the structure of the emotion space, also called the
subjective emotion space (Sokolov & Boucsein, 2000).
Efforts to understand this space have been focused on its di-
mensionality, for example, valence and arousal (Kuppens,
Tuerlinckx, Russell, & Barrett, 2013).

In short, to categorize emotions, previous studies focused
either on its pre-perception visual cues or on its post-
perceptual conscious experiences. However, there are still
fundamental limitations to both approaches. The pre-
perception approach assumes that the fundamental differences
between facial expressions are rooted in the pictorial level –
either at a pixel level (Calder et al., 2001) or at an AU level
(Martinez, 2017). A major problem with this approach is that
the search for the brain’s region of interest responsible for
individual emotion categories or AUs has come up empty
handed (see Lindquist, Wager, Kober, Bliss-Moreau, &
Barrett, 2012). The post-perceptual approach posits that we
code emotions along continuous affective dimensions, for ex-
ample, valence and arousal. The problem with this approach is
that the dimensional structure reflects how people parse emo-
tions (converting the non-verbal emotional information into
verbal-linguistic concepts) rather than how people recognize
emotion. A developmental study showed that the rise of such a
multidimensional representation of emotion is mediated by the
increase in verbal knowledge and is associated with the general
ability to represent non-emotional stimuli dimensionally (Nook,
Sasse, Lambert, McLaughlin, & Somerville, 2017). It is possible
that the structure of emotion may not be the same as the structure
of emotional language. Together, current categorization
approaches are inconclusive. Further research is needed to better
understand the structure of emotion.

In this contribution, unlike previous studies that focused
either on the pre-perception visual cues or the post-
perceptual conscious experiences, we attempt to categorize
emotions at a peri-perceptual level, namely based on how
humans perceive different facial expressions differentially.
We argue that this approach is feasible and necessary, for
the following reasons:

First, previous research has shown that different expres-
sions were processed differentially during visual perception.

It is well known that different facial expressions were detected
or recognized at different latencies and accuracies
(Nummenmaa & Calvo, 2015). Previous research also sug-
gested that the brain has multiple emotion-processing mecha-
nisms. For example (see Gainotti, 2020), the valence-specific
hypothesis posits that the left hemisphere is specialized for
processing positive affect while the right hemisphere is spe-
cialized for negative affect; and the approach/withdrawal hy-
pothesis posits that emotion is associated with left or right
lateralization according to the extent to which it is accompa-
nied by approach or avoidance motivation. Moreover, besides
cortical pathways, a subcortical pathway might also exist (for
review, see Liebenthal, Silbersweig, & Stern, 2016). The
strongest evidence supporting the existence of a subcortical
pathway came from case studies of “affective blindsight,” in
which V1 damaged patients could correctly “guess”whether a
face was depicting certain expressions, especially happiness,
anger, or fear, despite their insistence that they saw nothing
and were “just guessing.” Evidence converges on the role of
subcortical structures of old evolutionary origin such as the
pulvinar and amygdala in mediating affective blindsight and
nonconscious perception of emotions (for review, see
Celeghin, de Gelder, & Tamietto, 2015). Overall, previous
studies suggested that different facial expressions might be
processed differently. Consequently, classifying facial expres-
sions according to their perception signatures is likely
feasible.

Second, we argue that the perception of facial expressions
– i.e., the interpretation of the facial display – may be at least
as important, if not more important, than the emotional facial
cues. Several lines of evidence have suggested that displace-
ments of facial features (i.e., AU activations) do not necessar-
ily convey signals of affect; instead, the facial display is need-
ed to be interpreted by the brain to generate the psychological
sense of that display. For example, by morphing all facial
features of emotional expressions in the opposite direction
from the neutral expressions by an amount equivalent to the
difference between the emotional and neutral expressions, we
can create artificial “anti-expressions,” for example, anti-
happy (Sato & Yoshikawa, 2009). Anti- and normal expres-
sions are equivalently different from neutral expressions in the
displacement of facial features (but in opposite direction).
However, anti-expressions do not express the emotional mes-
sages opposite to the normal expressions, instead, they ex-
press almost no emotional messages and are perceived as
emotionally neutral (Sato & Yoshikawa, 2009, 2010). The
"anti-expressions" demonstrated that there is no linear rela-
tionship between AU activations and the emotional messages.
In addition, the AUs are also unlikely to have universal affec-
tive meaning. As an example, although facial musculature is
almost identical for chimpanzees and humans (Burrows,
2008), and there is a potential homology between several
chimpanzee expressions and human expressions (Preuschoft
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& van Hooff, 1995), chimpanzees use somewhat different
combinations of AUs to express their prototypical expressions
(Parr, Waller, Vick, & Bard, 2007). This is not surprising, as
chimpanzees lack the key upper-face visual contrasts that can
be seen in humans. Chimpanzees have larger brows than
humans, but the detection of brow movement is enhanced in
humans due to our hairless forehead. Furthermore, the lack of
white sclera in chimpanzees apparently impedes the detection
of facial motion near the eyes. In comparison, the human eye
is especially visible relative to all other primates (Kobayashi
& Kohshima, 2001). The absence of contrast in the chimpan-
zee upper face makes discriminating upper-face facial move-
ments extremely challenging, therefore, unlike humans, chim-
panzee emotions are conveyed mainly using lower-face AUs.
Together, it seems that the AUs have no innate signal func-
tion, so the brain needs to interpret the face display to decipher
its affective contents (but see Martinez, 2017, for a different
view). The structure of emotion in the perception stage will,
therefore, be of particular interest to explore.

To our knowledge, there are few if any studies that have
investigated the structure of emotion in the realm of its visual
perception stage. In this study, we aim to address this missing
aspect. We first measure the perceptual dissimilarities be-
tween 20 prototypical facial expressions, then use multidi-
mensional scaling (MDS) to summarize the structure of emo-
tional expressions. We therefore look for the most meaningful
set of axes or clusters in the resulting MDS solution and val-
idate our interpretations using an independent set of data. We
present our results below.

Materials and methods

Participants

Sixty-nine participants were enrolled. Eight were excluded
due to low response rates (< 80%) or bad eye fixations (<
300 ms per trial averaged). Therefore, 61 participants (mean
age 21.4 years, SD 2.5, 32 females (29 Chinese and 32
Turkic)) were included in the analysis and presentation of
findings. The sample size was determined as, when assuming
a medium effect size (0.5), to achieve a power of 0.95, requir-
ing 52 participants (significance threshold 0.05; two-tailed
repeated-measure t-test). Themedium effect size was assumed
according to Lench, Flores, and Bench’s meta-analysis
(2011), which reported that the overall effect size associated
with comparisons between discrete emotions was 0.51 across
687 studies.

We recruited our participants from two distinct ethnic
groups for the reasons explained below. Emotions are
deciphered from faces, but faces are not simply blank
“canvases” upon which facial expressions manifest their emo-
tional message. The “canvas” might affect how emotions are

perceived (Hess, Adams, & Kleck, 2009;Wang, 2018). Given
that we focus on the visual perceptual stage, this factor should
be constrained. Accordingly, ethnicity is incorporated into our
task paradigm: facial expressions were posed in two different
“canvases”: same-race faces and other-race faces. This en-
abled us to investigate whether the perceptual patterns are
stable.

In the Xinjiang province where our university is located,
the demographic balance is 52% Turkic (including 46%
Uyghur and 6% Kazakh) and 45% Chinese (including 40%
Han and 5% Hui). Accordingly, our participants have consid-
erable experience with other-race faces. Turkic people speak a
Turkic language written with an Arabic script and are as dis-
tinct in appearance from the Chinese as Native Americans are
fromCaucasians. They are genetic descendants of western and
eastern Eurasian populations, with the western Eurasian ver-
sus eastern Eurasian genetic ratio for Uyghur and Kazakh
being 54:46 and 34:66, respectively (Lou et al., 2015). To
better illustrate the difference, average-faces of these ethnic
groups are presented in Online Supplemental Material
(OSM) S1.

Stimuli

We tested 20 facial expressions, based on the emoji set
(https://findicons.com/pack/1039/manto) we choose to use.
Reasons for choosing this emoji set included: it is three-
dimensional (3D) and has high resolution, is composed of
moderate numbers of emotion, and most emojis are used high-
ly frequently online. Sixteen paid adults (half male, eight of
each race) were recruited to pose these 20 expressions. Facial
occlusions were minimized with no eyeglass or jewelry. They
were also asked to uncover their forehead to fully show the
eyebrows. The pictures were taken against a blue background
without flash using a Nikon D200 digital camera in our lab’s
studio. The experimenter showed them the emoji and sug-
gested a possible situation that might cause this emotion.
Photos were taken at the apex of the expression. For each
emotion, four photographs were taken. The two that better
depicted that emotion were chosen by a three-member panel.
The final image inventory consisted of 640 images (320 pairs)
, and is available publicly at our lab website http://lab.z-and-z.
com/shares/Emotion20.zip sized 0.8G.

Apparatus and procedure

The participant was seated comfortably in a dimly lit, acous-
tically shielded EEG room. Stimuli were presented on a 23-in.
LED monitor at its native resolution of 1,680 × 1,050, guided
by Eprime 2.0 software. At a viewing distance of 60–70 cm
(no chinrest was used), faces subtended 6–7° of the visual
angle ear to ear. Full-color images were used to produce a
more realistic representation of the human face.
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This 960-trial study (20 expressions × 2 races × 24 repeti-
tions each) was organized into two sessions with a filler task
(reported elsewhere) between sessions. Each trial consisted of
an emoji in the center of the screen at its native resolution (128
× 128 pixels) and two pictures of that expression (posed by the
same person) on its left and right (resized to 588 × 682 pixels)
for 3 s or until a response was made. Participants completed a
two-alternative forced-choice task in which they were re-
quired to indicate which of the two simultaneously presented
pictures better portrayed the target emotion using appropriate
keys in a keyboard (labeled “left” and “right”). A 400-ms
fixation period interleaved between trials. Participants were
given a self-timed rest period in the middle of each session.
Trial sequences were randomized for each participant (Fig. 1).

The key challenge of this experiment is properly measuring
the perceptual similarities between facial expressions. Here,
we measure the perceptual dissimilarities by recognition time.
The recognition time could serve as an indirect measurement
reflecting the perceptual processingwhen the intrusion of non-
perceptual processes was minimized. On the constructivist
view, the recognition of emotion depends on the perception
of the emotional expressions and on the ability to make sense
of such expressions. We aimed to focus on the first stage and
control for the effects of the ensuing affective encoding stage.
To meet this end, we employed a non-lexical paradigm, as the
post-perceptual affective encoding stage requires conceptual
knowledge whereas language scaffolds concept knowledge in
humans. Most prior research into this topic have involved
lexical processing, for example, Schlosberg’s (1952) well-
known two-dimensional circular model was based on the in-
terchangeability of lexical labels for emotions. Previous stud-
ies that purposely avoided explicit judgment of the emotions
have used either a multiple sorting paradigm (Lindquist,
Gendron, Barrett, & Dickerson, 2014) or an odd-one-out

paradigm (Nishimura, Maurer, & Gao, 2009), or required par-
ticipants to report similarity ratings of a heterogeneous pair of
expressions (Shah & Lewis, 2003). However, a potential
methodological issue with these paradigms is that they still
couldn’t prevent the application of linguistic labels that may
occur during the deliberation of similarity decisions.

Our paradigm was designed to minimize lexical and con-
ceptual engagement. It required the participant to rate which
of the two simultaneously presented photos was a better rep-
resentation of the target emotion (which was also presented in
a non-verbal, visual way, i.e., via an emoji). In such a discrim-
ination task, the decision can be made either perceptually
(e.g., by visual inspection) or conceptually (i.e., involves the
application of linguistic labels to the facial expression and the
comparison of the labels). The idea was that if both photos
depicted the target emotion and are quite similar (since they
were posed by the same person), the decision couldn’t be
made conceptually: we didn’t have proper linguistic labels to
describe such subtle differences. Consequently, behavioral
differences between different expressions could be primarily
attributed to the difference in the visual perception of the facial
expressions, and the reaction time (RT) differences could be
used to indirectly characterize perceptual dissimilarities be-
tween pairs of expressions.

Remote, contact-free acquisition of eye-tracking data was
carried out simultaneously using SMI RED 500 systems
(SensoMotoric Instruments Inc. USA) with a sample rate of
500 Hz. The eye-tracker was placed in front of the subject, just
below the monitor where the stimuli were presented. Standard
nine-point calibration and validation procedures were carried
out. Default criteria for fixations (minimum fixation duration
100ms), saccades (0.6° 45°/s) and blinking as implemented in
the system were used. Areas of interests were defined as the
face photo regions combined (i.e., include both photos, but

Fig. 1 Task paradigm a) Participants were required to indicate which of
the two simultaneously presented photos better portrayed the target
emotion (depicted by an emoji showed centrally). b) Reaction times
(RTs) for the 20 emotional expressions (overall average RT = 1,673

ms, SD = 317 ms). The main effect of expression type is significant,
F(19) = 10.05, p < 0.001, ηp

2 = 0.143. Error bars depict the standard error
of mean
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exclude the emoji region). Various eye-tracking measures,
i.e., gaze location, number of fixations, gaze duration, and
pupil size, were extracted. EEG signals were also collected
simultaneously but are not reported here.

MDS analysis

Individual response times less than 500 ms or exceeding
2,500 ms were excluded (average RT = 1,673 ms, SD = 317
ms), accounting for 5.6% of the data. No responses accounted
for 3.3% of the data. Separate analyses was run for same-race
and other-race data.

The first stage of MDS is the construction of distance ma-
trices showing the pair-wise distances between facial expres-
sions. We define the perceptual distance between two facial
expressions i and j as the absolute RT difference between the
pair of facial expressions, that is, |RTi-RTj|. In this way, we
generated one distance matrix for each participant. These dis-
tance matrices were submitted to a weightedmultidimensional
scaling function in SPSS 23 (also known as individual
differences scaling or INDSCAL, which is a procedure that
enables the model to account for individual differences in
cognitive processes or perceptions; Carroll & Chang, 1970).
This MDS analysis aims to represent the facial expressions in
a low-dimensional space, so it is easier to identify the key
features of the data.

A bootstrap analysis (see Bigand, Vieillard, Madurell,
Marozeau, & Dacquet, 2005) was performed to assess the
instability of the location of facial expressions in the MDS
space. A new MDS space was created by randomly selecting
50 subjects, with replacement (i.e., one subject might be used
multiple times). This technique was repeated 100 times. The
generated 100 MDS spaces were then aligned by in-plane
rotation and were superimposed on a single representation.
The position of each facial expression in these 100 analyses
defined a “cloud” of points on this single representation. The
idea is that the greater the variability between subjects, the
more each space must be different, thus, the size of the
“cloud” expresses the stability of each facial expression in
the MDS space.

Verifying the interpretation of MDS dimensions

Interpreting the feature dimensions of the generated MDS
space is highly subjective. However, it is possible to indirectly
verify our interpretations by a follow-up analysis (Hout et al.,
2016; Hout, Papesh, & Goldinger, 2013). In this analysis, a
new group of participants (n = 30, aged 24.3 ± 1.2 years, 11
males; none took part in the previous experiment) were asked
to rate each stimulus with regard to howmuch it represents the
dimensions we proposed. For each facial expression (one pic-
ture at a time, all same-race pictures), participants completed a
four-alternative forced-choice task in which they indicated

which of the facial features (mouth, eyes, eyebrows, others)
were most salient for defining this expression. Also, partici-
pants were asked to rate valence, arousal, and ambiguity using
a 5-point Likert-scale. These ratings were then regressed over
the coordinates derived from each dimension in the resulting
same-race bootstrap MDS analysis. A high regression weight
could be taken as evidence that a particular dimension reflects
the hypothesized construct.

Clustering analysis and the validation of clusters

We note that the identification of interpretable axes for the
MDS solution is not always the best way to discern interesting
patterns. Perhaps we can also identify clusters of facial expres-
sions that have a practical significance. Therefore, we con-
ducted a hierarchical cluster analysis on the MDS solutions
derived from same-race RT data, and the resulting dendro-
gram was then used to identify the number of potential clus-
ters. Cluster memberships were then determined by subse-
quent k-mean cluster analysis.

Since RT data is used to define the clusters, to avoid circu-
larity we need independent data to validate the goodness of
clustering. Therefore, eye-tracking data, which is acquired
simultaneously with the task, were used to validate the clus-
tering results. In this procedure, we averaged each partici-
pant’s eye-tracking measurements (i.e., number of fixations,
gaze duration, gaze location, and pupil size) across emotions
for each cluster. Then, we ran a repeated-measures ANOVA
with the clusters being the independent variable and various
eye-tracking measurements being the dependent variable. The
results should verify whether there are statistically significant
differences between the clusters. Since behavioral results re-
vealed only a weak overall effect of race, same-race and other-
race data were combined in these analyses.

Results

MDS results

Given that people encounter same-race faces muchmore often
than other-race faces, we first examined the same-race data.
We limited the analyses to two-dimensional (2D) solutions,
according to the scree plots (see OSM S2), and based on the
fact that a low-dimensional solution promptly allowed us to
take advantage of the eye’s ability to spot patterns in the plots.
The solution (Fig. 2a) delivered a roughly circular arrange-
ment of the facial expressions with no facial expression in
the center of the space, commensurate with previous two-
dimensional solutions (for lists, see Posner, Russell, &
Peterson, 2005, and Shah & Lewis, 2003). The major contrast
between our results and the previous circumplex results is that
the structure of our space is not dominated by changes in
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emotional valence. Previous studies bore a remarkable resem-
blance to each other, with emotions appearing to lie on a
circular manifold embedded within the Euclid space, and va-
lence consistently being the predominant dimension. In con-
trast, each quadrant of our facial expression space is populated
by both positively and negatively valenced emotions.

The MDS solution’s instability was assessed by a follow-
up bootstrap analysis (Fig. 2b), in which the size of the
“cloud” expresses the stability of each facial expression in
the space. As illustrated in Fig. 2b, the surfaces covered by
the “cloud” were fairly small, providing evidence for the reli-
ability of the geometric representation.

It is worth noting that, as we expected, the space we derived
is more likely to be a perceptual space rather than a semantic
space. If the space is semantic, one would expect that facial
expressions that fell within the same meaning would be indis-
tinguishable. Our results, however, showed that faces

depicting semantically close emotions, for example, happy
and grin or cry and sad, are perceived as being different. In
comparison, sad and angry, which are semantically far from
each other, are perceived as being similar. Interestingly, dur-
ing visual recognition, people do often mistake anger for sad-
ness (Du & Martinez, 2011). This demonstrated that, as ex-
pected, the lexical engagement was not significant in our task
paradigm.

Interpret the dimensions of the MDS space

A low-dimensional MDS solution permits visual inspection. It
seems that the principal dimension, that is, a dimension run-
ning from bottom left to top right, appears to characterize
something about the mouth (Fig. 2a). The individual facial
expressions at the low end of this dimension tend to have
salient mouth features, that is, a larger mouth (for the

Fig. 2 MDS solution, based on same-race reaction times (RTs) a)
Locations of the 20 facial expressions are indicated together with the label
given to the poser. The proposed dimensions are depicted in the upper-left
corner. L: lower-face/ whole-face axis; A: ambiguity axis. Please note
that Euclid space is rotation invariant, and perhaps some optimal rotation
would provide a better fit and allow meaningful axes to emerge. b)
Bootstrap MDS solution, which expresses the stability of each facial

expression in the 2D space. The radius of the sphere depicts the mean
root-squared distance, which characterized the amount of 2D dispersion
around the centroid of each emotion. c) For the principal MDS dimension
(lower-face/upper-faces axis), the MDS coordinates are significantly
correlated to individual ratings (p = 0.017). d) For the secondary MDS
dimension (ambiguity axis), the coordinates are marginally related to the
standard deviation of valence rating (p=0.096)
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superstimuli such as emoji, the salient features are usually
highly exaggerated). Facial expressions at the high end of this
dimension are mostly whole-face emotions with diagnosing
features in both the mouth and the eye regions.

For the axis orthogonal to the principal axis, the visual
inspection approach proved to be very inefficient: there is no
obvious interpretation of this axis visually. Nevertheless, if
interpreted conceptually, prominent differences could be not-
ed. Expressions at the higher end of this axis (upper part of the
space) transmit more a precisely specified illocutionary force.
In contrast, expressions at the lower end of this axis are either
difficult to interpret (e.g., facial expressions such as striving,
asleep, and faint are less distinct in their visual cues), or
context-dependent (e.g., for cry there are sad tears, happy
tears, and angry tears; for shy, the illocutionary force also
varies widely). Therefore, the second dimension presumably
characterizes ambiguity.

Because the order of the dimensions reflects their relative
importance (i.e., the degree to which a particular dimension
explains variance), our results showed that facial expressions
are organized primarily along the upper-lower face axis and
secondarily along the ambiguity axis.

Validating the interpretation of dimensions

The interpretations of the MDS dimensions were validated by
data from a new group of participants. For the principal di-
mension (upper-lower face axis), regression analysis revealed
that the MDS coordinates agree with the individual “mouth
region” ratings (beta = -0.526, p = 0.017, R2 = 0.277; Fig. 2c).
The coordinates are also counter-correlated with the “eye re-
gion” ratings (beta = 0.447, p = 0.048, R2 = 0.200), but were
uncorrelated with both the “eyebrow region” and “other re-
gion” ratings (ps > 0.1). The results confirmed the validity of
our claims that the upper-lower axis is the predominant di-
mension underlying the perceptual facial expression space.

For the secondary dimension (ambiguity axis), we found
that the coordinates are not related to explicit ambiguity rat-
ings (p > 0.1). However, it is marginally correlated with an
alternative type of ambiguity: the standard deviation of va-
lence rating (beta = -0.382, p = 0.096, R2 = 0.146; Fig. 2d).
That is, this dimension might not be best interpreted as explicit
ambiguity, but might reflect the ambiguity of perceived va-
lence. However, the effect is only marginally significant.
Further investigation is necessary before any definite conclu-
sion as to the true nature of the second axis can be arrived at.

Cluster analysis of the MDS solution

Crucially, some features of the MDS solution show that the
present findings are not entirely in support of a dimensional
perspective. As can be appreciated from Fig. 2, the distribu-
tion of expressions in the MDS space is markedly uneven:

facial expressions are likely forming clusters. Moreover, no
expression is located near the center of our MDS space. In the
classic valence-arousal space, there is an instinctive assump-
tion that neutral or ambiguous expressions should represent
the center of the space. However, it is hard to describe what
kinds of expressions should populate the center of our MDS
space. Hence, the lower-face/upper-face axis may superficial-
ly represent the structure of emotion, but some of the assump-
tions involved in accepting a strict finite-dimensional model
are not satisfied. A discrete, multicompartment construct may
be more appropriate.

Therefore, cluster analysis is used with the purpose of iden-
tifying homogeneous expression subsets. Based on the den-
drogram of the hierarchical cluster analysis (Fig. 3a), the num-
ber of clusters was determined as three. Cluster memberships
were determined by subsequent k-mean cluster analysis and
were superimposed on the MDS solution (Fig. 3b).

“Mouth” expressions: Happy, Crying, Pleasant surprise,
Laughing, Scared, Rage, Shy. These facial expressions have
salient mouth features.

“Whole-face” expressions: Sad, Angry, Painful, Grinning,
Despise, Sorry, Impatient. For these expressions, both the eye
and the mouth regions are diagnostic.

“Blended” expressions: Amative, Bothered, Puzzled,
Asleep, Striving, Faint. These are also whole-face expres-
sions, but their visual cues are less distinct or are difficult to
pose. These are likely emotion-blends that involve several
simultaneous superimposed/masked elementary expressions.

Same race versus other race

MDS solutions for same-race and other-race data were re-
markably similar (Fig. 3b and c). To quantitatively assess
the convergence of same-race and other-race MDS solutions,
we calculated a multiple correlation between the two dimen-
sions. The multiple correlation coefficient was 0.78 with x-
dimension and 0.72 with y-dimension. Multiple rather than
bivariate correlations were used because of the slight rotation-
al difference between the two solutions. We conclude that
during the emotion perception, the platform (i.e., racial) dif-
ference, if it exists at all, is small. Since people encounter
same-race faces much more often than other-race faces, the
cluster memberships derived from same-race data (Fig. 3b)
were used throughout this study.

Validating the clustering solution

Given that we define the clusters using RT data, to avoid
circularity we need independent data to validate the goodness
of clustering. Eye-tracking data, which was acquired simulta-
neously with task performance (i.e., the RT), was therefore
used to assess the goodness of clustering result.
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Fig. 3 Cluster analysis a) Dendrogram visualizing the hierarchical
clustering of emotions. The number of clusters was determined as three
(the dash line), as the distances between the clusters (the vertical segments
of the dendrogram) were highest for three clusters. b) The same-race data.
Cluster analysis suggests a tripartite division within the 2D space. Red,
“mouth” expressions; Blue, “whole-face” expressions; Black, “blended”
expressions. c)The other-race data. The colored outlines depict the cluster

analysis results on the solution and the background color of each
expression depicts their cluster membership in the same-race scenario.
The other-race result closely resembles the same-race result, except that it
seems to be rotated approximately 45°clockwise relative to the
configuration of the same-race solution. However, since rotation is
arbitrary for the Euclidian space, this difference is unimportant

Fig. 4 Visualization of gaze data. Gaze distribution of the eye on the 2D
screen across all subjects, collapsed across all trials. Dots represent
fixation locations of the eye. The upper panes showed the histograms of
fixation locations along the horizontal axis. Please note that the
histograms are not to the same scale a) Pre-trial fixation pattern. The
two rectangles represent the area of interest (AOI) used for the ensuing

cluster validation analysis. The arrow indicates the cut-off y-axis
coordinate used to define upper face and lower face. b) Locations of the first
fixation. There is a strong tendency to fixate the left face (51.3% of all
fixations). c)Participants still tend to fixate the left face for the second fixation,
but the tendency declines (now only 42.7%). d) When pooling all data
together, the ratio of left face fixations to right face fixations is 34%: 40%
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The gaze distribution patterns (Fig. 4) provided useful in-
formation about how participants complete the task. We have
expected that the participant will fixate on the emoji initially
and then vacillate back and forth between the two face images
until a decision is reached. However, eye-tracking data
showed that participants tend to fixate the left face image first
(about 51% of the first fixations and 43% of the second fixa-
tions were directed to the left face image), then they check the
right face image. Overall, the participants fixated slightly
more frequently on the right image (left : right = 34% :
40%), although behaviorally they didn’t prefer the right image
to the left image (participants choose the right image in 51%
of the trials). The percentage of fixations directly on the emoji
is relatively constant across time (about 25% of all fixations),
but the duration of fixations (231 ms) was much longer than
two real faces (averaged 180 ms). Accordingly, for eye-
tracking analysis, the area of interest (AOI) was defined as
the two real face regions (see Fig. 4a), and all fixations that
were directed outside the AOI were excluded, including those
directed toward the emoji region. The gaze distribution also
indirectly suggested that the participant relied on perceptual
information to complete our task. If they relied on conceptual
labels, they should have fixated first on the emoji to generate
the emotion label. However, this is not the case: the three
images in the screen were actively compared throughout the
time course.

To verify whether there were statistically significant differ-
ences between the clusters, we ran repeated-measures
ANOVAs with the clusters being the independent variable
and various eye-tracking measurements, i.e. number of fixa-
tion, gaze duration, gaze location, and pupil size, being the
dependent variable. Means and standard deviations of all mea-
sures used in this study are presented by cluster in Table 1 and
Fig. 5. Analysis of the proportion of fixations directed to lower
faces (Fig. 5a) yielded a significant main effect of clusters,
F(2) = 43.30, p < 0.001, ηp

2 = 0.419. The proportion of lower
face fixations was defined as the ratio of the number of fixa-
tion points directed to the lower face to the total number of
fixations, with the lower face being defined as below the mid-
dle of the nose (which is roughly the lower two-thirds of the
face, y-axis coordinates > 25; see Fig. 4a). Post hoc pairwise
comparisons indicated that this ratio was smallest for

“blended” expressions and greatest for “mouth” expressions
(ps < 0.05). The main effect of clusters on pupil size was also
significant (F(2) = 5.9, p = 0.007, ηp

2 = 0.09, Greenhouse-
Geisser corrected values). Pupil size was largest for “mouth”
expressions: mouth > whole-face, p = 0.086; mouth > blend-
ed, p < 0.001. For duration of fixations (Fig. 5b), the main
effect of clusters is also significant, F(2) = 12.6, p < 0.001, ηp

2

= 0.174. Post hoc analysis indicates that participants fixated
longer on “mouth” expressions. Analysis of the number of
fixations also yields a significant main effect of emotion clus-
ters (F(2) = 9.5, p = 0.001, ηp

2 = 0.137), with post hoc
pairwise analysis revealing that “blended” expressions receive
more fixations than others.

In sum, eye-tracking data gave external validation to the
goodness of clusters derived from RT data by showing that
different looking/gaze patterns were associated with each
cluster. Additionally, the finding that the proportion of fixa-
tions directed to lower faces is different across clusters pro-
vides additional support to the existence of the low-face/
whole-face axis.

Discussion

The main results can be summarized as follows. We found
that in the perceptual perspective, facial expressions are orga-
nized predominately along the upper-lower face axis and
grouped into three superordinate categories: the “mouth” ex-
pressions, which comprise facial expressions that have salient
mouth features; the “whole-face” expressions, which are visu-
al displays with diagnosing features in both the mouth and the
eye regions; and the “blended” expressions, which are blends
of two or more elementary expressions. The specific nature of
our findings is discussed below.

Structure of facial expression in the perception
perspective

The idea that facial expressions are organized along the verti-
cal face axis is not new (e.g., Ross, Prodan, &Monnot, 2007),
but it is especially intriguing as humans have separate
brainstem nuclei and cortical regions that control upper and

Table 1 Clustering evaluation results. The mean values and standard deviations of each behavioral and eye-tracking measurement were averaged
across each of the clusters. Data for individual expressions are reported in Online Supplemental Material S3

Expression groups RT (ms) Duration of fixations
(ms)

No. of fixations
(per image)

Pupil size change
(%)

Proportion of lower-face fixations
(%)

Same-race Other-race

Mouth 1,643 ± 307 1,635 ± 317 178.6 ± 35.9 2.97 ± 1.06 6.7 ± 2.7 58.6 ± 15

Whole-face 1,701 ± 328 1,694 ± 335 181.6 ± 37.3 2.88 ± 1.06 6.5 ± 2.7 56.6 ± 15

Blended 1,685 ± 315 1,679 ± 319 182.1 ± 36.6 3.08 ± 1.13 6.4 ± 2.7 53.1 ± 16
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lower face musculature: the upper third of the face receives
input from both the ipsilateral and the contralateral cerebral
control, whereas the lower two-thirds of the face are controlled
contralaterally (Müri, 2016). Different innervation patterns in
the upper versus the lower face suggest that the upper-lower
face axis may play an important regulatory role in the produc-
tion of facial expression. Ross et al. (2007) further argued that
forebrain control of facial expressions is also more powerfully
organized across the upper-lower axis.

We note that this dimensionality is sharply in contrast with
many previous studies in which valence was consistently the
principal axis (for lists, see Posner et al., 2005, and Shah &
Lewis, 2003). However, as mentioned in the Introduction,
previous studies cannot be accepted as completely removing
the artifacts of conceptual knowledge from the structure of
emotion. There is compelling evidence that conceptual knowl-
edge, especially emotional concepts, is involved in the forma-
tion of the representational structure of emotion (Brooks &
Freeman, 2018) and in the recognition of emotional valence
(Lindquist, 2013). As an example, semantic dementia patients
(who have impaired access to conceptual knowledge) showed
deficits in the recognition of valence, while they still are able
to recognize several individual emotional expressions (happy,
surprise, and, to a lesser degree, fear; Macoir, Hudon,
Tremblay, Laforce, & Wilson, 2019). On the constructivist
view, emotion recognition depends on the perception of emo-
tional expressions, and on the ability to make sense of such
expressions. This latter stage requires conceptual knowledge
to allow the emergence of the psychological sense of emotion,
such as valence. In our study, we purposely controlled the
conceptual involvement and focused on the perceptual stage.
It is therefore not surprising that our results showed that facial

expressions are not organized along the valence axis. In fact, it
is not unexpected that the structure of emotional affect differs
from the structure of emotional signals (i.e., the facial expres-
sion), as the main purpose of emotional signal, i.e., accurately
delivering a variety of information to conspecifics, is different
from that of emotional affect (i.e., to help us act with minimal
thinking; Tooby & Cosmides, 2008).

Further inspection of the MDS solution showed that its
structure is more complicated than a continuous 2D space. A
discrete, multicompartment construct may be more appropri-
ate. Cluster analysis identified three superordinate categories:
i.e., “mouth,” “whole-face,” and “blended” expressions. But,
just because statistical tests declare our tripartite classification
as “adequate,” it does not mean that it is meaningful. On the
methodological ground, the classification should also be con-
ceptual and biological. From a conceptual perspective, cate-
gories should be defined by logical-formal criteria, i.e., within
a category the elements share certain common properties that
are sufficient to determine whether a single element belongs to
that category. From a biological perspective, by claiming that
emotions could be partitioned into subsets, it is assumed that
there is an innate, biological mechanism that links to each.
These are discussed below.

Conceptualization of the expression subsets

Here, we propose that the tripartite division derived empiri-
cally can be conceptualized according to how the facial dis-
plays interact with acoustic communications. Emotional com-
munication is achieved predominantly visually, but voices are
also natural carriers of emotion, and parallel the face in that
they also convey a person’s identity and emotional status.

Fig. 5 Cluster validation. To quantitatively evaluate the effect of
clustering, we ran repeated-measures ANOVAs to test whether there are
statistically significant differences between the clusters (as illustrated in
the upper and right panes). The cluster memberships were derived from
same-race data (see Fig. 3b) and are highlighted in colors: Red, “mouth”
expressions; Blue, “whole-face” expressions; Black, “blended”
expressions. a) Main effects of clusters were significant for both pupil
size and the proportion of lower-face fixations. b)Main effects of clusters
were significant for both durations of fixation and the number of
fixations. Both variables were converted into percent changes from

average, to facilitate the comparison of effect size across variables. c)
For both same-race and other-race reaction times, the main effects of
clusters were also significant. However, since analyses on reaction time
were post hoc, they couldn’t be used to validate the goodness of clustering
results. Error bars depict standard error. * denotes p<0.05; ┼: marginally
significant, p<0.1; Labels: 1 = Sorry; 2 = Shy; 3 = Scared; 4 = Sad; 5 =
Painful; 6 = Pleasant surprise; 7 = Laugh; 8 = Grin; 9 = Faint; 10 =
Despise; 11 = Rage; 12 = Impatient; 13 = Striving; 14 = Amative; 15 =
Angry; 16 = Puzzled; 17 = Happy; 18 = Crying; 19 = Bothered; 20 =
Asleep
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The “mouth” expressions could be conceptualized as vocal
emotions. These expressions usually link with species-
specific vocal calls. Human (and also great apes’) vocal calls
are associated with especially urgent functions, for example,
to deter predators, warning or attracting partners, keeping in-
group contact, mating. These visual-vocal combos are natu-
rally selected (e.g., via sensory adaption; Lee, Mirza,
Flanagan, &Anderson, 2014; Susskind et al., 2008) to express
a particular affective state, implying transmission of a corre-
sponding illocutionary force along with predictable
perlocutionary reaction from receivers.

The “whole-face” expressions could be conceptualized as
prosodic emotion. They are visual displays that do not link to
specific vocalization. They still closely associate with acoustic
communications, but as paralinguistic cues, i.e., affective
prosody.

In contrast to the above two subsets, in which the changes
in affect correspond to predictable changes both visually and
vocally, “blended” expressions are pure-visual emotions.
They likely form by mixing two or more expressions, are
typically more complex and nuanced, and usually involve
greater theory-of-mind decision making. Their meanings
might be more adequately understood from a linguistic
perspective.

Multiple facial expression subsets as an evolutionary
adaptation

Another important issue to address is whether these facial
expression subsets are pure conceptual or are biological real-
ities. In this section, we propose that distinct expression sub-
sets could be interpreted as successive phases in an evolution-
ary chain.

“Mouth” expressions are likely related to our primate her-
itage. For instance, chimpanzee (which offer some intriguing
parallels to our ancestors 4–8 million years ago; Wood &
Harrison, 2011) facial expressions include the bared-teeth dis-
play, pant-hoot, play face, scream, alert face, pout, and whim-
per (Parr, Waller, & Heintz, 2008), all accompanied by char-
acteristic vocalization (Parr, Cohen, & de Waal, 2005). In
some sense, their expressions are byproducts of their vocal
calls: lips act as an articulator in vocalization, so the shape
of the lip is physically connected to the vocal sound.
Disruption of the acoustic-visual congruence reduces speech
intelligibility, known as the McGurk Effect (McGurk &
MacDonald, 1976). These vocal-visual combos are thought
to be innate and present early in life regardless of hearing or
visual status (Valente, Theurel, & Gentaz, 2018). The visual-
vocal bonding assures that the information transmitted by the
lower face is identical to the information transmitted by the
vocal call. Hence, lower-face features are most salient for the
visual perception of these emotions. In fact, as mentioned in
the Introduction, the absence of contrast in the chimpanzee

upper-face makes discriminating their upper-face movements
extremely challenging. Due to this limitation, the chimpan-
zee’s (and probably our ancestor’s) expression inventory like-
ly relies mostly on lower-face movements, as the contrast
between white teeth and dark lips allows movements in the
lower-face to be more readily detectable.

Evolving a high contrast upper face might be a turning
point in our evolutionary course. Interestingly, humans not
only evolved a high-contrast upper face but also changed from
avoiding direct eye contact into routinely using direct eye
contact during social activities (which allows us to make use
of the upper-face visual information). Non-human animals
typically avoid direct eye contact as it is an especially aggres-
sive and threatening signal. In contrast, eye contact elicits pro-
social behavior in humans. In fact, Perea-García and others
(2019) speculated that human scleral depigmentation arises
from processes of selection against aggression. This key evo-
lutionary step could have two effects: First, enhanced upper
face contrasts, i.e., hairless forehead and bright sclera, together
with the acquirement of the ability to perceive them, enable us
to display more varieties of facial movements using the upper
face. This greatly expands our expression inventory. Second,
andmore importantly, the involvement of the upper face in the
production of expression decouples the above-described visu-
al-vocal bonding. Since the upper face is not a part of the vocal
tract, the affective states transmitted via the upper face are no
longer able to physically map to vocal sounds (and vice versa).
This de-bonding allows humans to display an expression in-
dependent of what information the acoustic channel is trans-
mitting, and to produce a sound that has no species-universe
function or meaning. The resulting functional flexibility, i.e.,
the ability to decouple vocalizations from accompanying mo-
tivational states and using vocalizations in a goal-directed
manner, is the sine qua non language and develops in humans
around 4 months old (Oller et al., 2013). In comparison, al-
though chimpanzees can also use a particular call in varying
contexts (Laporte & Zuberbuhler, 2011; Notman & Rendall,
2005) that may suggest variable functions, such variations
have never extended to the degree of functional flexibility as
in humans.

Notably, at this evolutionary stage only the suprularyngeal
portion of the vocal tract, i.e., the lip/mouth, becomes inde-
pendent from the emotional contents. In the other parts of the
vocal tract, i.e., laryngeal activity and respiratory movements,
the same set of vocal tract muscles still simultaneously convey
the speech and emotional contents: Changes in breathing pat-
terns, loudness fluctuations, and the rhythmic structure repre-
sent the most salient acoustic correlates of affective prosody.
At some point in time, the emotional expressions became
completely independent from acoustic communication. This
disassociation allows humans to freely mix expressions to
meet growing contextual social needs. Blending cannot occur
if facial displays are still linked to vocalization, because the
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production of voice (and the prosody of voice) can’t be blend-
ed. Developmental studies indicated a greater frequency of
blended display as infants become toddlers (Hyson & Izard,
1985). Chimpanzees do have the ability to blend expressions.
Their facial blends, however, are characterized by one full
facial expression that, over a brief period of time, turns into
a different full expression, both morphologically and acousti-
cally (Parr et al., 2005).

By being able to blend expressions, the emotional content
of face display can be systematically and continuously con-
structed along various dimensions, such as valence and arous-
al, filling all portions of affective space. Hence, the “blended”
expressions are more closely associated with verbal-linguistic
operations, and their visual cues are less distinct. For example,
on viewing a scowling expression, participants might offer
responses like “angry,” “sad,” “confused,” “hungry,” or even
“wanting to avoid a social interaction”when they are provided
with stories about those emotions (Carroll & Russell, 1996).
This suggests that unlike “mouth” and “whole face” expres-
sions, “blend” expressions are more likely to be visual cues
rather than visual signals (for a discussion of the difference
between a visual cue and a visual signal, see Dezecache et al.,
2013).

In summary, we proposed that during evolution, our
expression inventory was greatly expanded to meet grow-
ing contextual social needs, and different subsets of ex-
pressions were evolved at different evolutional stages.
Our theory is supported in part by neuroscientific evi-
dence. It seems that both vocal and visual components of
“mouth” emotions are governed more subcortically, while
others are processed cortically. A dual-pathway processing
system has been proposed for affective acoustic communi-
cation. Studies showed that affective non-speech vocaliza-
tions (e.g., scream, cry, shriek) are distinguished from their
neutral counterparts as early as 150 ms after sound onset
(Sauter & Eimer, 2010), whereas the perception of affec-
tive prosody is significantly slower, diverging from that of
neutral speech 200 ms after word onset (Paulmann & Kotz,
2008). Notably, non-speech vocalizations are likely being
processed subcortically, and the amygdala is particularly
responsive to non-verbal emotional vocalizations (see
Fruhholz, Trost, & Grandjean, 2014). The processing of
affective prosody is more cortical and has been only incon-
sistently associated with the amygdala (Adolphs, Tranel, &
Buchanan, 2005; Bach, Hurlemann, & Dolan, 2013).
Congruously, the visual processing of affective facial ex-
pression is also comprised of a slower cortical pathway and
a faster subcortical pathway (see Introduction). The funda-
mental prioritization of the “mouth” expressions in our
brain (i.e., via vantage, reflex-like subcortical processing)
is consistent with the idea that primate vocal calls are usu-
ally associated with especially urgent functions. In com-
parison, the cortical emotion processing may have evolved

to engage in more deliberated responses and greater
theory-of-mind decision makings (see Said, Haxby, &
Todorov, 2011).

The triune model of emotion

To summarize, we turn to a hypothetical model depicted sche-
matically in Fig. 6. Inspired by MacLean’s “Triune Brain”
model, we describe the structure of facial expressions in terms
of three distinct compartments that have been assembled and
emerged along the evolutionary pathway. Unlike MacLean’s
triune brain model, in our model the compartments are not
hierarchical, rather, they are better imagined as being in par-
allel: To deliver more variety of emotional signals, evolution
favors building expansions rather than rebuilding from the
bottom up. Older expressions have proven their effectiveness
for meeting specific social needs, there is no reason for them
to disappear, and they function alongside newly emerged
ones. Newly evolved expressions are no less basic than older
ones, they are just equally fundamental in meeting our social
needs.

The triune model might help to reconcile the discrete-
dimensional debate in emotion research. One common point
of debate in emotion research is whether the basic, irreducible
elements of emotion are discrete “basic emotions,” or contin-
uous dimensions such as valence, arousal, etc. Our triune
model, instead, proposes a fusion between discrete categorical
and continuous dimensional models: the “mouth” and
“whole-face” emotions are discrete while “blended” emotions
are dimensional. This probably accounts for why, although the
discrete theory and the dimensional theory are mutually ex-
clusive, data exist to support both.

The upper-lower axis and ambiguity axis of facial
expression

Lastly, although we take a discrete perspective to generate our
theoretical premise (i.e., the triune model of emotion), we
believe that the dimensional perspective also has something
to offer.

The lower-face/upper-face axis is already deeply embed-
ded in the triune model of emotion.What would be potentially
interesting is that previous literature also suggested a left-right
difference in terms of neural and behavioral patterns. It is well
established that emotions are lateralized to the right brain
hemisphere (see Lindell, 2018). This cortical asymmetry leads
to an expressional asymmetry (the left side of the face is more
emotionally expressive, mobilizing earlier and moving more)
and also manifests in asymmetries when perceiving emotion.
This right lateralization represents an old evolutionary lineage
(Lindell, 2013). Nevertheless, it seems that the left-hemiface’s
superiority is more predominant in the lower face.
Losin, Russell, Freeman, Meguerditchian, and Hopkins
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(2008) found that chimpanzees’ expressions (pant-hoot, food-
bark) were expressedmore intensely on the left side of the face
– but only in the mouth region and not in eye regions. Asthana
and Mandal (1997) reported a similar effect in humans. These
observations are consistent with the different neuroanatomic
connections for the upper versus the lower face, i.e., a unilat-
eral, contralateral innervation of the lower face and a bilateral
innervation of the upper face from both cortical regions and
the face nucleus (Müri, 2016). Together, it appears that facial
expressions are organized predominantly across the horizontal
facial axis and secondarily across the vertical axis.

For the ambiguity axis, we showed that this axis does not
reflect the explicit ambiguity rating, instead, it correlates with
discordant valence ratings across participants. That is, people
recognize the expressions located at the high end of the ambi-
guity axis effortlessly, but the effect of these expressions
varies. This is similar to the ambiguity in language
(ambiguity is a central problem in language comprehension;
MacDonald, Pearlmutter, & Seidenberg, 1994). According to
Piantadosi, Tily, and Gibson (2012), ambiguity allows for
greater communicative efficiency, and any efficient commu-
nication system will necessarily be ambiguous when context
is informative about meaning. From this perspective, the evo-
lutionary constraint (whatever it is) that conserves ambiguity
in communication should work on both verbal and non-verbal
signals (i.e., facial expression). Therefore, it could be specu-
lated that the same neural-cognitive mechanism underlies the
ambiguity in facial expressions and in languages. This postu-
lation is consistent with Neta et al.’ (2013) finding that
showed that core cortical processes engaged in ambiguity res-
olution are domain-general. The domain-generality is also
predicted by our triune model of emotion, in which we posit
that the newly evolved “blended” expressions are closely as-
sociated with verbal-linguistic functions. However, it is un-
clear whether the ambiguity is the result of the varied

illocutionary force such expressions can deliver, or, a perhaps
more likely alternative is that it reflects individual differences
in interpreting the expressions (e.g. Petro, Tong, Henley, &
Neta, 2018). Further investigations are clearly needed to clar-
ify this.

Conclusion

To conclude, the current study used a novel task paradigm
with minimal dependence on conceptual thinking to investi-
gate the structure of emotion during the visual perception
stage. The most remarkable finding is that facial expressions
are organized along the upper-lower face axis and can be
clustered into three superordinate categories. We propose a
triune model to consolidate these results. The basic underlying
assumptions of this triune model might be of potential value in
understanding the neural circuits and evolutionary trajectory
of the emotional-charged stimuli.

We would like to mention several methodological issues
surrounding this preliminary study. First, in this study facial
expressions are posed rather than spontaneous. This raises
issues regarding validity. Unfortunately, before the experi-
ment, we didn’t explicitly verify whether these photos accu-
rately depicted the target emotion. An artificially inflated RT
might be observed if the photos are not in agreement with the
target emotion: in this case, the participant might just vacillate
back and forth with their decision because neither is a good
representation of the target. Second, the task requires the par-
ticipants to compare two expressions. This is not what we
usually do in the natural circumstances of emotion recogni-
tion, as shown by the long RT and the complex gaze pattern.
Lastly, we did not test the “neutral” emotion, which could be a
crucial reference in emotion researches. These could serve as
research topics for future studies.

Fig. 6 The proposed triune model of emotion
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