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Abstract
Individuals have the ability to extract summary statistics frommultiple items presented simultaneously. However, it is unclear yet
whether we have insight into the process of ensemble coding. The aim of this study was to investigate metacognition about
average face perception. Participants saw a group of four faces presented for 2 s or 5 s, and then they were asked to judge whether
the following test face was present in the previous set (Experiment 1), or whether the test face was the average of the four member
faces (Experiment 2). After each response, participants rated their confidence. Replicating previous findings, there was substan-
tial endorsement for the average face derived from the four member faces in Experiment 1, even though it was not present in the
set. When judging faces that had been presented in the set, confidence correlated positively with accuracy, providing evidence for
metacognitive awareness of previously studied faces. Importantly, there was a negative confidence-accuracy relationship for
judging average faces when duration was 2 s, and a near-zero relationship when duration was 5 s. By contrast, when the average
face had to be identified explicitly in Experiment 2, performance was above chance level and there was a positive correlation
between confidence and accuracy. These results suggest that people havemetacognitive awareness about average face perception
when averaging is required explicitly, but they lack insight into the averaging process when member identification is required.
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Introduction

Multiple faces presented at the same time can be integrated to
form an ensemble perception (Haberman & Whitney, 2007;
Whitney & Yamanashi Leib 2018). Apart from information
revealed by each individual face in the group, we can also
extract summary statistics from them, for example, the average
information from multiple facial identities (de Fockert &
Wolfenstein, 2009; Neumann, Schweinberger, & Burton,
2013). However, little is known about our ability to actively
monitor and have knowledge of our own averaging

performance. In the current study, we aimed to explore meta-
cognition of average face perception, to shed light on the un-
derlying cognitive mechanisms of multiple face processing.

Several studies have already suggested that we have insight
into our face-recognition and face-perception abilities (Arizpe
et al., 2019; Bobak, Mileva, & Hancock, 2018; Palermo et al.,
2017; Shah, Gaule, Sowden, Bird, & Cook, 2015; Ventura,
Livingston, & Shah, 2018). They investigated the correlations
between self-report questionnaires on face-recognition ability
(for example, 20-item prosopagnosia index and Cambridge
Face Memory Questionnaire) and actual face-recognition per-
formance (from Cambridge Face Memory Test, for instance).
Positive correlations have generally been found, indicating
that individuals do have metacognition about their face-
recognition abilities. However, the strength of the correlations
varies across different studies and the extent to which people
have insight into face-recognition ability is still a topic of
debate (Livingston & Shah, 2018).

Metacognition of face identification can also be evaluated by
examining howwell or confidently an individual considers his or
her performance at identifying a face on a trial-by-trial basis. For
example, in eyewitness studies, confidence-accuracy (CA) cor-
relations have been computed and have been found to be positive
though relatively weak (meta-analyses: r = .25, Bothwell,
Deffenbacher, & Brigham, 1987; r = .29, Sporer, Penrod,
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Read, &Cutler, 1995). The positive CA correlations indicate that
witnesses have higher confidence ratings on average for correct
responses relative to incorrect ones. Importantly, the CA corre-
lations tend to be higher for participants whomake positive iden-
tifications than thosewhomake rejection responses (Sporer et al.,
1995). Recent studies (Brewer & Wells, 2011; Palmer, Brewer,
Weber, &Nagesh, 2013) used a calibration approach and plotted
proportion of accurate responses against each confidence level.
They also found a positive relationship between confidence and
accuracy for positive identifications, suggesting that people have
metacognition about face identification.

In eyewitness studies, usually witnesses are asked to iden-
tify the previously seen culprit from multiple suspects.
However, it is common that a witness may have observed a
number of individuals during an episode, and so have tomatch
a suspect against the entire set of individuals. Using the mem-
ber identification task as described above, researchers have
found that if the test face was the average of the previous faces
in the set, participants tend to judge this average face to be
present, even though it was never visible to them, suggesting
an implicit extraction of average identity of a set of faces (de
Fockert & Wolfenstein, 2009; Neumann, Schweinberger, &
Burton, 2013). The multiple-faces identification task provides
an important test of face metacognition: do we have insight
into whether a face was actually studied, or is the average of
those studied member faces? If the test face was the average
face, are individuals confident when they identify the average
face as being present, or do they lack the ability to discrimi-
nate the average face from studied faces? In the current study,
we utilized the member identification task (de Fockert &
Wolfenstein, 2009; Haberman & Whitney, 2009) and the
modified average identification task, and measured CA rela-
tions as an index of metacognition of face identification and
average face perception. We computed the within-person
Goodman-Kruskal gamma correlation, a nonparametric corre-
lation coefficient ranging from -1.0 to 1.0, between confidence
and accuracy (Nelson, 1984; Goodman&Kruskal, 1954; Kelly
& Metcalfe, 2011; also see Supplementary methods in the
Online Supplementary Material (OSM)). If the gamma correla-
tion is significantly above zero, it indicates that people have
awareness of their cognitive states, that is, they knowwhat they
know and what they don’t know. A correlation of zero suggests
that people do not have any knowledge of whether their judg-
ments are correct or not. If the correlation is below zero, it
indicates that people are more confident about their incorrect
judgments than their correct ones. On the other hand, when the
average face is required to be identified, if people are certain
that the correct average face is present (i.e., confident at the
correct response), then it would suggest that people have insight
of the averaging process.

In addition, we also investigated the effect of exposure time
in metacognition of average face perception. It has been
shown that increased exposure time of the target face

improved eyewitness identification accuracy (see meta-
analysis by Bornstein, Deffenbacher, Penrod, & McGorty,
2012). Relative to short durations, longer durations ofmultiple
faces in the set also increased the endorsement for a test face
that matched one of the target faces; while for the “unseen”
average face, the endorsement increased first (e.g., up to 1,600
ms, Neumann, Ng, Rhodes, & Palermo, 2017) and then de-
c l ined (Li e t a l . , 2016; Neumann et a l . , 2017) .
Notwithstanding, the effect of exposure time on CA relations
is less clear. Confidence-accuracy correlations of identifying
the perpetrator from a lineup have been found to be positively
correlated with the exposure time of the target face (Bothwell
et al., 1987); metacognition of face identification improvedwith
increased exposure, consistent with an optimality hypothesis
that suggests that confidence judgments discriminate correct
from incorrect decisions better when information processing
becomes more optimal (Bothwell et al., 1987; Deffenbacher,
1980). Some other studies, by contrast, found the opposite ef-
fect, in that confidence predicted accuracy better in more diffi-
cult conditions when the exposure time was short compared to
easier trials with long duration (Memon, Hope, & Bull, 2003;
Palmer et al., 2013). There are also studies that found that
increasing exposure time did not influence CA correlations
(Lindsay, Read, & Sharma, 1998). One possible reason under-
lying these discrepancies might be that some of the previous
studies did not distinguish between different types of responses
(e.g., selection vs. rejection). Confidence-accuracy relations
have been found to be different between positive selections
and negative rejections (Sporer et al., 1995). It would be likely
that the effect of exposure time on CA relations was also de-
pendent on the response types, and we analyzed CA relations
separately for positive and negative decisions.

In sum, the aim of the current study was to examine meta-
cognition of ensemble coding for face identities and the effect
of exposure time on such metacognition. In Experiment 1, we
employed an implicit averaging task (de Fockert &
Wolfenstein, 2009) where participants were required to iden-
tify whether the test face was one of a set of previously pre-
sented stimuli. In Experiment 2, we explicitly asked partici-
pants to average across the target faces and to identify whether
the test face was the average face. A 5-point Likert scale was
used to measure confidence levels immediately after each
identification response. The four types of test face (the
matching member, which was presented in the previous set;
the matching average, which was the average of the four
studied faces in the previous set; the non-matching member,
which was not presented in the set; and the non-matching
average, which was the average of four unstudied faces) were
tested within participants, and two exposure times (2 s, 5 s)
were applied between participants. We employed gamma cor-
relations (Goodman & Kruskal, 1954; Nelson, 1984) to mea-
sure metacognition of individual and average face identifica-
tion. We hypothesized that people have metacognition of



identifying member faces (i.e., above-zero correlation), simi-
lar to findings in eyewitness studies (Brewer & Wells, 2011;
Sporer et al., 1995), and metacognition would be better for
positive (“yes” responses) than negative decisions (“no” re-
sponses). For average faces, if we observed positive CA cor-
relations in the implicit averaging task, it would suggest that
they have good insight into face identification, and they are
aware of the differences between average faces and actual
studied faces. The positive CA correlations in the explicit
averaging task would suggest that participants have metacog-
nition of average face perception. In contrast, if there were
zero or even negative CA relations, it would suggest that they
did not have knowledge about the averaging process and their
metacognition of face identification was even misdirected.
Moreover, increasing presentation time of a set of multiple
target faces was hypothesized to improve metacognition of
identifying whether the following test face was presented be-
fore, based on the optimality hypothesis (Bothwell et al.,
1987), but the effect of exposure time on metacognition might
be dependent on whether participants gave positive or nega-
tive identification responses.

Experiment 1

In the first experiment, the matching member face that was
presented in the set was required to be identified. If people
were certain that the average face was present (i.e., confident
at incorrect responses, resulting in correlation at zero or even
below zero), it would suggest that metacognition of face iden-
tification is poor, and people have little insight into the differ-
ences between the observed faces and their averages.

Methods

Participants

Forty-eight Chinese students from the University of Hong
Kong participated in this experiment for credit, and they were
randomly but evenly assigned to the two duration conditions
(duration 2 s: 18–25 years, 17 females; duration 5 s: 18–25
years, 15 females). The sample size of 48 (i.e., 24 in each
group) was determined a priori, so that the number of partic-
ipants in each group was consistent with the previous study
examining a similar duration effect in a member identification
task (Neumann et al., 2017). The participants gave written
informed consent prior to the start of the experiment, and
reported being right-handed and having normal or corrected-
to-normal vision. The study protocol was conducted in accor-
dance with the Declaration of Helsinki and approved by the
local ethics committee.

Stimuli

We selected 32 male and 32 female identities from the face
images we collected in the lab. All face identities were
Chinese and showed neutral expressions with closed mouths.
The face images were trimmed to an oval shape and their hair,
ears, neck, and other external information were cropped. All
images were converted to grayscale, and scaled to the same
mean luminance and root-mean-square contrast (Bex &
Makous, 2002). Each face image subtended a visual angle
4.47° × 7.15°, and was presented against a homogenous black
background.

We first chose 32 target sets, each of which consisted of
four faces with the same gender but different identities. Since
we had only 64 face images in total, every face was present in
two different sets, but no two sets had more than one face that
overlapped. The average face of each set was generated by
morphing together the four individual faces from that set,
using FantaMorph 5. The gender of the test face was always
the same with the faces in the target set. In the matching
member condition, the test face was randomly chosen from
the four faces in the target set. In the non-matching member
condition, the test face was randomly selected from faces that
were not shown in the target set. The matching average test
face was the morphed face across the four faces in the target
set. The non-matching average test face of one set was ran-
domly selected from the average faces of the other target sets.

Similar to de Fockert and Wolfenstein (2009), we also
morphed the original face images with themselves for the
member test faces, to create blurred appearances close to those
of morphed average faces. In addition, we added Gaussian
noises to all the test faces, in order to further reduce the low-
level differences between the average and member test faces.
The center of the four faces in each set occupied a matrix of
5.37° × 8.00°, centered on the screen. The positions of these
four individual faces within the set were randomized. The test
face was shown on the center of the screen. Figure 1 shows an
example of face stimuli used in this study.

Apparatus and procedure

Participants sat 50 cm in front of a 17-in. flat screen with a
refresh rate of 60 Hz. Speed of response was not emphasized
and feedback was not given. The task was programmed and
controlled using PsychoPy (Peirce et al., 2019). The experi-
ment lasted around 20–25 min. A trial began with a fixation
cross that appeared at the center of the screen for 500 ms.
Then, a set of four faces was presented for 2 s or 5 s, imme-
diately followed by the test face. Participants gave a response
about “whether the test face was present or not in the previous
four faces,” by binary choices using “left” or “right” buttons
(Fig. 1). The response keys were counterbalanced across par-
ticipants. Immediately after this response, participants rated
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how confident they thought their response was correct on a 5-
point Likert scale, where 1 indicates very unconfident and 5
indicates very confident. The next trial started automatically
1,000 ms after the confidence rating.

The face type (member, average) and the match type
(match, non-match) were randomized within blocks. The du-
ration of face sets (2 s, 5 s) was a between-subject variable.
Participants performed four experimental blocks of 32 trials
(eight trials per condition). Each of the 32 face sets was paired
once with four kinds of test faces (match member, non-match
member, match average, and non-match average). Before the
formal task, participants practiced 16 trials with different face
stimuli. Practice trials were excluded from all subsequent
analyses.

Data analysis

Trials with response times (RTs) exceeding 2.5 SDs above or
below the grandmeanRT for each participant (overall 3.1% (2
s) and 2.9% (5 s) trials in the two duration conditions) were
excluded. This standard cutoff was chosen before running data
analyses. The probabilities of endorsing the test face as pres-
ent and the within-participant gamma correlation between
confidence ratings and accuracy (Nelson, 1984; also see
Kelly & Metcalfe, 2011) was then analyzed using mixed-
design repeated-measures ANOVAs. The within-subject fac-
tor was face type (member, average), and the between-subject
factor was duration (2 s, 5 s). Given the instructions to partic-
ipants, the correct answer for judgments of matching member

faces was “yes,” and for the matching average face was “no.”
The correct responses for all the non-matching test faces
should be “not present.” A Greenhouse-Geisser correction
was applied when assumptions of sphericity were violated.
A Bonferroni correction was used when multiple comparisons
were performed.

Results

Probability of “yes” responses

The probability of “yes” responses in each condition is shown
in Table 1. We computed the difference scores between the
matching and non-matching conditions for member and aver-
age faces separately as in Neumann et al. (2017), to remove
the potential response biases. Here, we report the results that

Table 1 Percentages of “yes” responses (mean and standard deviation)
in each condition in Experiments 1 and 2

Experiment 1 Experiment 2

2 s 5 s 2 s 5 s

Matching member .60 (.19) .64 (.20) .66 (.15) .71 (.15)

Non-matching member .26 (.20) .16 (.17) .16 (.10) .16 (.10)

Matching average .57 (.17) .52 (.18) .80 (.14) .77 (.14)

Non-matching average .30 (.19) .21 (.14) .37 (.19) .29 (.12)

Fig. 1 Procedure of the task. The duration of the set of four faces was 2 s
(as shown in the figure) or 5 s. There are four types of test faces: a member
of the set, a member of the other set, an average of the four faces in the set,

and an average of the four faces in the other set (from left to right). After
judging whether the test face was present or not, participants also rated
their confidence about their response
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removed the partially overlapping average faces from the non-
matching set, because it is likely that two face sets had one
face that overlapped, and the faces that contributed to the non-
matching average face on some occasions had an overlap with
the faces in the target set. This resulted in the removal of
26.3% and 27.7% trials in the two duration conditions, respec-
tively.1 The difference scores for the member faces were larg-
er (M = .41, SD = .32) than those for average faces (M = .31,
SD = .22), F (1, 46) = 11.88, p = .001, η2G = .03, which
suggests better discrimination when judging the member faces
than the average faces (Fig. 2). Consistent with previous stud-
ies (de Fockert & Wolfenstein, 2009; Neumann,
Schweinberger, & Burton, 2013), the results show that partic-
ipants could actually discriminate the previously presented
member faces from the average of the member faces in the
set. When the duration of face sets increased from 2 s to 5 s,
the difference scores enlarged numerically for both the mem-
ber (2 s:M = .34, SD = .31; 5 s:M = .47, SD = .33) and average
faces (2 s:M = .29, SD = .23; 5 s:M = .34, SD = .21), but the
improvement did not reach significance, F (1, 46) = 1.5, p =
.23, η2G = .03, which was slightly different from the previous
findings (Neumann et al., 2017). There was no significant
interaction between face type and duration, F (1, 46) = 2.02,
p = .16, η2G = .005.

Confidence-accuracy correlations

We first plotted accuracy against each confidence level for
member and average test faces in two duration conditions.
As Fig. 3A shows, when the confidence rating increased, ac-
curacy of identifying the member faces increased in both du-
ration conditions. However, for identifying the average faces,
accuracy declined with increasing confidence ratings when
the duration was 2 s, and the relation between confidence
and accuracy was less strong when the duration was 5 s.

Analyses of gamma correlations quantified the CA rela-
tions. Similar to above, we report analyses of data from which
the partially overlapping non-matching average faces had
been trimmed, and as noted above the analyses for the non-
trimmed data showed the same pattern. We applied Fisher Z-
transformations to the gamma correlations so that they be-
come normally distributed. One participant had a gamma cor-
relation of -1 in one condition, which could not be z-
transformed and so was not included in further analyses. The
repeated-measures ANOVA was then conducted on the trans-
formed correlations with face type as the within-subject vari-
able and duration as the between-subject variable. The results
showed a significant main effect of face type, F (1, 45) =
22.69, p < .0001, η2G = .24, and also a significant main effect

of duration, F (1, 45) = 7.38, p = .009, η2G = .06. The gamma
correlations were larger for the member faces than the average
faces, and they were larger when duration was longer. The
interaction between face type and durationwas not significant,
F (1, 45) <1, η2G = .009. One-sample t-tests were conducted to
compare observed gamma correlations against chance (zero)
in each condition. The results showed that gamma correlations
were significantly greater than zero for member faces in both
2-s (M = .66, SD = .13) and 5-s durations (M = .66, SD = .13), t
(23) = 5.25, p < .001, d = 1.07; t (23) = 5.24, p = .001, d =
1.07. For the average face, they were significantly below zero
when duration was 2 s, t (23) = -2.27, p = .03, d = .46, and did
not differ significantly from zero when duration was 5 s, t (23)
= 1.17, p = .25, d = .24 (Fig. 3B).

We were interested in particular in the extent to which
participants had metacognitive awareness of whether an aver-
age face had been shown in the set or not. A matching average
face contained information about the studied faces, while a
non-matching average did not, although both were actually
not studied. Thus, we analyzed metacognitive awareness for
matching and non-matching averages separately (Fig. 4). As
can be seen from Fig. 4A, for both 2-s and 5-s durations,
participants show a negative relationship between confidence
and accuracy for matching averages. In other words, when
accuracy of identifying the matching average faces decreased,
the confidence rating actually increased. Participants were
more confident about their incorrect endorsement for the
matching average faces in Experiment 1. This pattern is rela-
tively consistent across the two duration conditions. On the
other hand, the CA relation for the non-matching average
faces showed a different pattern. When duration was 2 s, the
slope seemed flat; while when duration increased to 5 s, there
was a positive relationship between confidence and accuracy
for identifying the non-matching average faces. The statistical

1 We conducted all the reported statistical analyses with the original, un-
trimmed data set. In all cases, the patterns of statistical significance for main
effects and interactions were the same as for the trimmed data.

Fig. 2 Difference scores (the difference of the probability of judging
“yes” to the test face between the matching and non-matching conditions)
when duration was 2 s (dark blue) and 5 s (light blue) for two face types
separately in Experiment 1. The error bar represents the 95% confidence
interval of the mean, and each dot represents data for each participant
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analyses of gamma correlations confirmed the above observa-
tions (see OSM, and also Fig. 4B).

Previous studies have shown that the confidence-accuracy
relations differed between positive and negative decisions.
Here, we also computed the gamma correlations for “yes”
(positive) and “no” (negative) responses separately (Fig. 5).
To be noted, the correct responses for the average faces in the
member identification task used in Experiment 1 were always
“no” responses, no matter whether in the matching or the non-
matching conditions, and the “yes” response were always in-
correct. Therefore, we could not measure gamma correlations
for the positive and negative decisions separately for the av-
erage faces. We decided to collapse the two face types, and
conducted the repeated-measures ANOVA on the Fisher Z-
transformed gamma correlations with response type and

duration as two factors. The results revealed a significant main
effect of response type, F (1, 46) = 30.34, p < .0001, η2G = .16.
The main effect of duration, as well as the interaction between
duration and response type, was not significant, F (1, 46) <1,
η2G = .34; F (1, 46) = 1.45, p = .23, η2G = .009. Gamma corre-
lations for the positive decisions (M = .40, SD = .31) were
significantly larger than the negative decisions (M = .14, SD =
.30), and both of them were above zero under two duration
conditions, ts > 2.00, ps < .057.

Discussion

Using the member identification task (de Fockert &
Wolfenstein, 2009; Li et al., 2016), we replicated the previous

Fig. 4 (a) Accuracy against each confidence level for matching average
(solid line) and non-matching average faces (dashed line) when duration
was 2 s (dark blue) and 5 s (light blue) in Experiment 1. The error bar
represents the 95% confidence interval of the mean. In each figure, a
dotted black line has been drawn for reference purposes, showing an
idealized function of chance performance of lowest confidence and per-
fect performance at highest confidence. The line is drawn in such a way

that the lowest confidence rating corresponds to accuracy at chance level
and the highest confidence rating corresponds to perfect accuracy (accu-
racy equals to one). (b) Gamma correlations when duration was 2 s (dark
blue) and 5 s (light blue) for matching average and non-matching average
faces in Experiment 1. The error bar represents the 95% confidence in-
terval of the mean, and each dot represents data for each participant

Fig. 3 (a) Accuracy against each confidence level for member (dashed
line) and average test face (solid line) when duration was 2 s (dark blue)
and 5 s (light blue) in Experiment 1. The error bar represents the 95%
confidence interval of the mean. In each figure, a dotted black line has
been drawn for reference purposes, showing an idealized function of
chance performance of lowest confidence and perfect performance at
highest confidence. The line is drawn in such a way that the lowest

confidence rating corresponds to accuracy at chance level and the
highest confidence rating corresponds to perfect accuracy (accuracy
equals to one). (b) Gamma correlations when duration was 2 s (dark
blue) and 5 s (light blue), in each face type condition in Experiment 1.
The error bar represents the 95% confidence interval of the mean, and
each dot represents data for each participant
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findings that participants incorrectly identified the average
face (morphed from the previous four member faces) as the
member face. The gamma correlations between confidence
and accuracy for average faces had large variance across par-
ticipants (Figures 3 & 4), especially when duration was short.
We observed a negative CA relation for average faces when
duration was 2s, that is participants were more confident about
the erroneous decisions compared to the correct ones. When
we looked at the CA relation for matching average and non-
matching average faces separately (Figure 4), it is clear that
the negative slope was mainly driven by the negative correla-
tion when the average face was matching (i.e., the average of
the member faces). Participants actually had high confidence
when they incorrectly endorsed the matching average face,
which suggests that they were not aware of the mean identity
representation and had poor insight into the differences be-
tween the average faces and the studied faces. Relative to 2s,
for 5s-display duration participants show clear evidence for
sensitivity to the accumulation of information about non-
matching averages, and they show higher rates of accuracy
at judging that non-matching averages were not studied as
their confidence grows (Figure 4, also see Supplementary
materials). However, importantly, the CA relations did not
differ from zero under 5s duration condition, confirming the
lack of insight to implicit averaging. On the other hand, people
had metacognition of identifying individual faces (e.g., Arizpe
et al., 2019; Palmer et al., 2013), as shown by the positive CA
relation for member faces. The overall gamma correlation
scores which combined two face types were also positive,
confirming the insight to identifying individual faces even
when the test faces include average face distractors which
were perceptually similar to the target faces. To be noted,
the overall gamma correlations were not impacted by dura-
tion, which was different from the findings that gamma cor-
relations increased with increased duration when two face
types were analyzed separately. Thus, we should be cautious
about the conclusion of the duration effect on CA relations,

especially for identifying individual faces. Moreover, consis-
tent with the previous studies (Sporer et al., 1995), we found
that CA relations were higher for positive decisions (judging
“yes”) than negative ones (judging “no”); however, duration
seems not to modulate this distinction.

Experiment 2

In Experiment 1, participants were not explicitly asked to
make judgments about the average faces but they implicitly
did so. However, previous research suggests that participants
can explicitly extract the average information from faces when
asked to do so (e.g., Haberman & Whitney, 2009; Ji, Chen,
Loeys, & Pourtois, 2018; Ji, Rossi, & Pourtois, 2018). Beyond
the well-known ensemble perception for faces, would partic-
ipants be able to monitor their internal processes whenmaking
judgments about the average faces? In Experiment 2, we ran a
new task in which participants were explicitly asked about the
presence of the average face, in order to further explore meta-
cognition of explicit average perception. We reasoned that
they may have sensitivity to the average face when specifical-
ly asked. If people are certain that the matching average face is
present and the non-matching average is not (i.e., confident at
the correct response, resulting in a positive CA correlation),
then it would suggest that people have insight of the averaging
process. In Experiment 2, we also examined the effect of du-
ration on CA relations and whether they differ between posi-
tive and negative decisions.

Methods

Participants

A new group of 48 Chinese students from the University of
Hong Kong participated in this experiment for credit or cash
payments. They were randomly assigned to the two duration
conditions (duration 2 s: 18–21 years, 17 females; duration 5
s: 18–23 years, 20 females). The sample size of 48 (i.e., 24 in
each group) was determined a priori, and was chosen to be the
same as in Experiment 1. The participants gave written in-
formed consent prior to the start of the experiment, and report-
ed being right-handed and having normal or corrected-to-
normal vision. The study protocol was conducted in accor-
dance with the Declaration of Helsinki and approved by the
local ethics committee.

Stimuli

Apart from the 64 face images used in Experiment 1, we
collected 64 new face stimuli in the lab, resulting in a total
of 64 female and 64 male faces. All face identities were
Chinese and showed neutral expressions with closed mouth.

Fig. 5 Gamma correlations for “yes” and “no” responses separately,
when duration was 2 s (darker blue) and 5 s (lighter blue) in
Experiment 1. The two face types were combined. The error bar
represents the 95% confidence interval of the mean, and each dot
represents data for each participant
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Similar to Experiment 1, the face images were cropped to an
oval shape and converted to grayscale. Each face image
subtended a visual angle 4.47° × 7.15°, and was presented
against a homogenous black background. The face sets and
the test faces were created similarly to Experiment 1, with the
only difference being that every face was present in only one
face set in Experiment 2. In other words, the face sets did not
have any overlap in face images.

Apparatus and procedure

Participants sat 50 cm in front of a 17-in. flat screen with a
refresh rate of 75 Hz. Speed of response was not emphasized
and feedback was not given, as in Experiment 1. The task was
programmed and controlled using PsychoPy (Peirce et al.,
2019). The procedure was similar to that in Experiment 1,
except that the two different face types (member, average)
were shown in separate blocks in Experiment 2. In the mem-
ber-block, the participants were required to judge “whether or
not the test face was one of the member faces in the previous
set you have just seen.” In the average-block, the participants
were asked “whether the test face was the average of the faces
you have just seen in the set.” They were reminded that the test
face was always an average face in the average-block, and the
non-matching average face was the average of four different
faces that were not presented earlier in the trial. The order of
the two blocks and the response keys (“left” or “right” but-
tons) were counterbalanced across participants. Each of the 32
face sets was paired once with the matching and non-matching
targets in each block. The match type (match, non-match) was
randomized within blocks, and the duration of face sets (2s,
5s) was a between-subject variable. Before the formal task,
participants practiced eight trials in each block with different
face stimuli. Practice trials were excluded from all subsequent
analyses.

Data analysis

Trials with RTs exceeding 2.5 SDs above or below the grand
mean RT for each participant (overall 2.8%, and 2.8% trials in
two duration conditions) were excluded. This standard cutoff
was chosen before running data analyses. Here, we considered
the “yes” judgments to the matching member and the
matching average faces as correct, and the “no” responses to
the non-matching member and average face as correct re-
sponses in the analysis. Similar to Experiment 1, the probabil-
ities of endorsing the test face to be matched (i.e., the “yes”
judgments) and the within-participant gamma correlation be-
tween confidence ratings and accuracy were computed and
analyzed using repeated-measures ANOVAs. The within-
subject factors were face type (member, average) and the
between-subject factor was duration (2 s, 5 s). One participant
gave the highest confidence rating (level 5) for all member

faces under 2-s duration, thus gamma correlations could not
be computed for this participant in this condition. A
Greenhouse-Geisser correction was applied when assump-
tions of sphericity were violated. A Bonferroni correction
was used when multiple comparisons were performed.

Results

Probability of “yes” responses

The probability of “yes” responses in each condition is shown
in Table 1. We also computed the difference scores between
the matching and non-matching conditions for member and
average faces separately (Fig. 6), in order to remove potential
response biases. Similar to Experiment 1, the difference scores
for the member faces were larger (M = .52, SD = .16) than
those for average faces (M = .45, SD = .21), F (1, 46) = 5.93, p
= .02, η2G = .03, suggesting better discrimination of the mem-
ber than of the average faces. When the duration of face sets
increased from 2 s to 5 s, the difference scores did not change
significantly (2 s:M = .46, SD = .17; 5 s:M = .51, SD = .14), F
(1, 46) = 1.10, p = .30, η2G = .02. There was no significant

interaction between duration and face type, F (1, 46) <1, η2G =
.0001.

Confidence-accuracy correlations

As in Experiment 1, we first plotted accuracy against each
confidence level for member and average test faces in two
durations in Experiment 2. When the confidence rating in-
creased, accuracy of identifying both the member and average
faces also increased (Fig. 7A).

The repeated-measures ANOVA on the Fisher Z-
transformed gamma correlations (the transformed value was
infinitive in one condition for one participant) showed a

Fig. 6 Difference scores (the difference of the probability of judging
“yes” to the test face between the matching and non-matching conditions)
when duration was 2 s (dark blue) and 5 s (light blue), for two face types
separately in Experiment 2. The error bar represents the 95% confidence
interval of the mean, and each dot represents data for each participant
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marginally significant main effect of face type, F (1, 44) =
3.83, p = .06, η2G = .03. The gamma correlations were larger
for discriminating member faces compared to average faces.
The main effect of duration and the interaction between face
type and duration was not significant, F (1, 44) <1, η2G =

.0005; F (1, 44) = 1.27, p = .27, η2G = .01. One-sample t-tests
showed that gamma correlations were significantly greater
than zero for member faces in both 2-s (M = .47, SD = .25)
and 5-s durations (M = .52, SD = .22), t (22) = 9.09, p < .0001,
d = 1.90; t (23) = 11.40, p < .0001, d = 2.33. They were also
significantly above zero for average faces when duration was
2 s (M = .33, SD = .42) and 5 s (M = .36, SD = .29), t (23) =
3.92, p = .0007, d = .80; t (23) = 11.40, p < .0001, d = 2.33
(Fig. 7B).

As in Experiment 1, we also computed the gamma corre-
lations for “yes” (positive) and “no” (negative) responses sep-
arately (Fig. 8). Five participants had no incorrect responses in
some of the conditions, and one participant gave the same
level of confidence ratings (level 4) for all “yes” responses

in one condition, and thus gamma correlations could not be
computed for these conditions. For the rest, the gamma corre-
lations had extreme values (-1 or 1) among 11 participants
under some conditions. The repeated-measures ANOVA on
the Fisher Z-transformed gamma correlations revealed a mar-
ginally significant main effect of face type, F (1, 32) = 3.91, p
= .06, η2G = .02. There was an interaction between face type

and response type, F (1, 32) = 10.23, p = .003, η2G = .06. The
main effects of duration and response type and the other in-
teractions were not significant, ps > .17. Gamma correlations
for the positive decisions of member faces (M = .62, SD = .29)
were significantly larger than those of the average faces (M =
.42, SD = .33), p = .0005, while gamma correlations for the
negative decisions did not differ significantly between the
member (M = .43, SD = .52) and average faces (M = .41, SD
= .38), p = .35. For the member faces, gamma correlations
were larger for the positive than the negative responses, p =
.002; while for the average face, gamma correlations did not
differ significantly between the positive and negative

Fig. 7 (a) Accuracy against each confidence level for member (dashed
line) and average test face (solid line) when duration was 2 s (dark blue)
and 5 s (light blue) in Experiment 1. The error bar represents the 95%
confidence interval of the mean. In each figure, a dotted black line has
been drawn for reference purposes. The line is drawn in such a way that

the lowest confidence rating corresponds to accuracy at chance level and
the highest confidence rating corresponds to perfect accuracy (accuracy
equals one). (b) Gamma correlations when duration was 2 s (dark blue)
and 5 s (light blue) in each face type condition in Experiment 2

Fig. 8 Gamma correlations for member and average faces, and for “yes” and “no” responses separately, when duration was 2 s (dark blue) and 5 s (light
blue) in Experiment 2. The error bar represents 95% confidence interval of the mean, and each dot represents data for each participant
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responses, p = .25. Gamma correlations for the positive and
negative decisions were above zero under both duration and
face-type conditions, ts > 2.51, ps < .02.

Discussion

In Experiment 2, we used separate individual and average face
identification tasks where participants were required to iden-
tify whether the test face was the member or the average face,
respectively. The results showed that participants identified
member faces better than average faces. The correlations be-
tween confidence and accuracy were positive in explicitly
identifying the average and the member faces, suggesting that
people have insight into both average face and individual face
identification. The overall gamma correlations showed that
metacognition of individual face identification was better than
that of average face perception. Interestingly, when we look at
the response-specific gamma correlations, CA relations were
larger for member than average faces when participants gave
“yes” responses; when they gave “no” responses, CA relations
did not differ between member and average faces. This dis-
crepancy suggests that participants might have different
criteria when making positive and negative responses, and
the corresponding confidence ratings (Maniscalco & Lau,
2014). In the present study, we found that metacognitive pro-
cessing differed for positive and negative responses, and the
comparisons of insight to individual and average face process-
ing depended on the response type. We did not observe sub-
stantial effects of duration on overall or response-specific
gamma correlations in Experiment 2, however. The slope of
accuracy against confidence level seems to be steeper (Fig.
7A) when duration was longer, but since the percentages of
trials having the lowest confidence ratings were extremely low
(Supplementary Table S2, OSM), the impact of these points
would be very limited. When we directly compared the CA
relations of individual face identification between the two ex-
periments, we did observe a duration effect, that is, gamma
correlations for individual face identification increased with
longer duration (OSM). Similar to Experiment 1, the results of
duration on metacognition were mixed, and we need to be
cautious about the conclusion we draw from this result.

General discussion

In this study, we explored whether human observers can
metacognitively introspect face-averaging processes and
asked whether that process would be impacted by the presen-
tation time of faces. Metacognition was measured as the
confidence-accuracy (CA) relation. Using the implicit average
task, we found that there were large proportions of “present”
judgments for the average face that was morphed across the
previously presented faces, replicating the previous results (de

Fockert & Wolfenstein, 2009; Neumann et al., 2013). Our
novel findings showed a negative CA relation for average
faces when duration was 2 s. When the presentation time of
faces increased to 5 s, the CA relations for average faces
increased from negative to zero. On the other hand, when
averaging was explicitly required, participants could identify
whether the test face was the average of member or non-
member faces above chance level, and there was a positive
CA relation for identifying the average faces.

Individuals were more confident about their incorrect
identification responses than the correct ones for average
faces, which resulted in a negative CA relation in
Experiment 1. Previous studies have already found that
there exists a strong tendency to judge the never-shown
average item to be present among the multiple items in
the set, for both low-level features (e.g., sizes, Ariely,
2001) and high-level objects (e.g., faces, de Fockert &
Wolfenstein, 2009; Haberman & Whitney, 2007). In ad-
dition, perception and memories for the individual items
are also biased to the average information of them (Brady
& Alvarez, 2011; Griffiths, Rhodes, Jeffery, Palermo, &
Neumann, 2017; Sama, Nestor, & Cant, 2019). The cur-
rent study took one step further. We found that the
confidence-accuracy correlations were significantly below
zero for the average faces under the 2-s duration condi-
tion, and participants were confident that the unseen av-
erage face was present. A high confidence rating indicates
a high degree of match between a specific stimulus and an
image in memory (Bernbach, 1971; also see Sauer,
Brewer, & Weber, 2008). Thus, our new results suggest
that individuals had the (wrong) knowledge that the aver-
age identity matched one of the member faces. When
duration increased to 5 s, the CA relations for the average
faces increased, but they were not significantly different
from zero. There are two factors that would contribute to
the enlarged CA relations. One is that participants became
less confident for the incorrect endorsement for the
matching average faces, and another is that participants
became more confident for the correct rejection of the
non-matching average faces. Our results supported the
latter factor (Fig. 4; also see OSM). Interestingly, with
longer time to process the face sets, participants were still
quite confident about their incorrect selection of the aver-
age face that was morphed across four study faces. They
displayed awareness for some elements of the studied
faces, but they were not aware that this specific face had
not been studied. The near-zero CA relation for average
faces confirmed the lack of insight into the implicit aver-
age perception. On one hand, participants had more en-
dorsement for the member than the average faces, and
even had generally higher confidence ratings for the for-
mer than the latter (OSM), implying the ability to percep-
tually discriminate these two kinds of stimuli; on the other
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hand, our results suggest that they might not be aware of
the differences between the member and average faces at
a conscious level, and they seemed to lack the knowledge
about the potential averaging process when averaging is
not explicitly required.

When participants needed to explicitly judge whether the
test face was the average of the previously presented faces, as
in Experiment 2, performance was above chance level but
worse than identification of member faces. In previous studies
using different averaging tasks (Haberman & Whitney, 2009;
Ji, Rossi, & Pourtois, 2018; Yamanashi Leib et al., 2014), a
similar level of individual face coding and ensemble face cod-
ing has been found. The better performance of identifying the
member than the average faces in the current study might be
due to the longer processing time we provided. It has been
shown that individual representations of face identities could
be advantageous over ensemble representations when the for-
mer become sufficiently detailed (Li et al., 2016; Neumann
et al., 2017). More importantly, our new results showed that
people were more confident about their correct identification
responses than the incorrect ones for the average faces, imply-
ing that they did have insight into average face perception,
when averaging is explicitly required. This finding contrasts
with the lack of insight observed in Experiment 1 when aver-
aging was judged implicitly. There are large numbers of stud-
ies demonstrating that participants can extract summary sta-
tistics implicitly and explicitly (Whitney & Leib, 2018). A
recent study showed similar dissociations between implicit
and explicit ensemble representations (Hansmann-Roth,
Kristjansson, Whitney, Chetverikov, 2020). To the best of
our knowledge, the current study is the first to move beyond
ensemble perception and to explore metacognition of the av-
eraging processes using retrospective confidence judgments.
It appears that ensemble perception can be an unconscious
process and can be open to metacognitive introspection at
the same time. These two aspects are not necessarily contra-
dictory. The average face matched the mean impression from
the four target faces in the set, and thus participants responded
with relatively high confidence. The factor of averageness was
an interference factor that would lead to incorrect responses in
Experiment 1 but it was an explicit requirement in Experiment
2. In addition, the average face was needed to be discriminated
from member faces in Experiment 1, but only from non-
matching averages in Experiment 2. Ensemble perception is
quite flexible (Haberman & Whitney, 2009; Whitney & Leib,
2018), and metacognition about it might be dependent on the
nature of the judgment required.

On the other hand, when the test face was the true member
that was present previously in the set, positive CA correlations
were observed under both duration conditions in two experi-
ments, suggesting that a certain amount of insight to face
identification did exist, which was consistent with previous
findings from eyewitness studies (Brewer & Wells, 2011;

Sporer et al., 1995). The insight into fine-grained face identi-
fication, as when the average face had to be discriminated
from member faces in Experiment 1, is poorer, however, rel-
ative to what is found in Experiment 2 where member and
average face task was blocked (OSM). Previously, some re-
searchers have found that the CA relations were smaller when
the similarity between the target and the foils was high com-
pared to the low-similarity condition (Brewer & Wells, 2006;
Brigham, 1990). The average face, which is averaged across
all the member faces in the target set, is necessarily similar to
any of the member faces in the current study. When the foil
face was perceptually similar to the target faces (e.g., the av-
erage of the member faces), the CA correlations dropped sig-
nificantly. Admittedly, we did not control or directly measure
perceptual similarities between multiple targets and between
targets and test faces in the current study. Considering the
potential modulatory role of face similarity, future studies
could systematically manipulate this factor to further explore
metacognition of face averaging and face identification.

Previously, researchers proposed an optimality hypothesis
for the CA relationship, in that it becomes stronger when the
processing condition is better, for example under longer ex-
posures (Bothwell et al., 1987; Deffenbacher, 1980), but our
findings regarding the duration effect on CA relations were
not unambiguous. In Experiment 1 using the member identi-
fication task, CA relations increased with increasing duration
when we analyzed the member and average faces separately;
however, there was no significant effect of duration shown by
an overall gamma correlation that treated the average faces as
one kind of non-member faces. In Experiment 2 using sepa-
rate member and average face identification tasks, we did not
observe duration effects on CA relations. The response type
(positive or negative decisions) did not modulate the duration
effects in either of the experiments. Extending the presentation
time of 2 s to 5 s might not be long enough to enable partic-
ipants to make more appropriate confidence estimates. Some
previous eyewitness studies found that the CA relation was
stronger when exposure was short relative to long (12 s vs. 45
s, Memon et al., 2003; 5 s vs. 90 s, Palmer et al., 2013). It is
also likely that there are stimulus-specific CA relations
(Maniscalco & Lau, 2014), as we found a different impact
of duration on matching and non-matching average faces in
Experiment 1. In addition, the gamma correlation as a measure
of CA relations has its own limitations (Masson & Rotello,
2009). For instance, it may be impacted by response biases. If
the response biases or the processing strategies (Ying, Burns,
Choo, & Xu, 2020) were different between conditions or
across participants, they would bias the results of CA rela-
tions. Moreover, some researchers have distinguished meta-
cognition sensitivity andmetacognition efficiency (Fleming&
Lau, 2014). The gamma correlations we used in the current
study represent metacognition sensitivity, which differs with
task difficulty, for example. When task performance is better,
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metacognition sensitivity is usually better as well.
Metacognition efficiency controls the effect of task difficulty
and is ideally constant across different levels of task perfor-
mance. In this case, metacognition efficiency would be hy-
pothesized not to be impacted by duration of face sets. It
would be interesting in future studies to use shorter (e.g.,
500 ms) presentation time as a baseline, and some other re-
sponse bias-free measures of metacognition sensitivity (e.g.,
the receiver operating characteristics analysis, Benjamin &
Diaz, 2008; Fleming et al., 2010) and of metacognition effi-
ciency (e.g., relative meta-d’ measures, Maniscalco & Lau,
2012, 2014) to further examine metacognition of (average)
face identification and its potential modulations.

In sum, we provide evidence for the first time that people
have insight into face averaging when it is required explicitly.
In contrast, however, participants did not demonstrate insight
into the identity of face averages when they needed to be
discriminated from previously displayed face identities. We
found that people do have metacognition of face identification
to some extent, but the insight to fine-grained face identifica-
tion is poor. Metacognition is considered a hallmark of intel-
ligent behavior (Deroy, Spence, & Noppeney, 2016), and is
closely related to awareness and consciousness (Clifford,
Arabzadeh, & Harris, 2008; Persaud, McLeod, & Cowey,
2007). The current study represents an important starting point
to explore the relationship between awareness and ensemble
perception.
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