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Abstract
Modulation patterns are known to carry critical predictive cues to signal detection in complex acoustic environments. The current
study investigated the persistence of masker modulation effects on postmodulation detection of probe signals. Hickok, Farahbod,
and Saberi (Psychological Science, 26, 1006–1013, 2015) demonstrated that thresholds for a tone pulse in stationary noise follow
a predictable periodic pattern when preceded by a 3-Hz amplitude modulated masker. They found entrainment of detection
patterns to the modulation envelope lasting for approximately two cycles after termination of modulation. The current study
extends these results to a wide range of modulation rates by mapping the temporal modulation transfer function for persistent
modulatory effects. We found significant entrainment to modulation rates of 2 and 3 Hz, a weaker effect at 5 Hz, and no
entrainment at higher rates (8 to 32 Hz). The effect seems critically dependent on attentional mechanisms, requiring temporal
and level uncertainty of the probe signal. Our findings suggest that the persistence of modulatory effects on signal detection is
lowpass in nature and attention based.
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Rhythmic acoustic modulation occurs naturally in a large
class of complex sounds, from speech and music to animal
vocalizations and environmental sounds (Eddins & Bero,
2007; Elemans, Heeck, & Muller, 2008; Klump &
Langemann, 1992; Lamminmaki, Parkkonen, & Hari,
2014; Peelle & Davis, 2012; Saberi & Hafter, 1995; ten
Cate & Spierings, 2019). The human auditory cortex has
evolved networks specialized for detecting the envelope
spectrum of amplitude and frequency modulated signals
(Barton, Venezia, Saberi, Hickok, & Brewer, 2012;
Baumann et al., 2011; Hsieh, Fillmore, Rong, Hickok, &
Saberi, 2012; Langner, Dinse, & Godde, 2009). These net-
works are most prominent in the core and belt regions of

the auditory cortex, are orthogonal to tonotopic gradients
in auditory field maps, and have a lowpass characteristic
with robust entrainment to modulation rates below 8 Hz
(Barton et al., 2012; Joris, Schreiner, & Rees, 2004).
Psychophysical findings are consistent with neurophysio-
logical and neuroimaging results. Temporal modulation
transfer functions (TMTFs), which measure modulation
detection thresholds as a function of modulation rate, also
have a lowpass characteristic for steady-state noise
maskers with optimum detection at rates below 16 Hz
and a shallow (3 dB/octave) roll-off above this rate
(Eddins, 1993, 1999; Hsieh & Saberi, 2010; Scott &
Humes, 1990; Morimoto et al., 2019).

One approach to measuring TMTFs is the probe-signal
method in which the detection of a brief tonal pulse is
measured as a function of its temporal position relative to
the masker modulation phase. As modulation rate is in-
creased, the detection of the probe becomes less dependent
on modulator phase. This is largely due to a loss of phase-
locking by auditory nerve fibers to the modulation enve-
lope (Joris et al., 2004; Langner, 1992). The phase-
dependent improvement in signal detection can be substan-
tial. Scott and Humes (1990), for example, reported an
approximately 40-dB improvement when a tone probe
was presented at masker envelope minima relative to its
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maxima. Largest improvement was observed at the lowest
modulation rate tested (2 Hz) with a steady decline in per-
formance as modulation rate increased. Similar findings on
detection of modulation signals have been reported using
other methods for measuring TMTFs (Eddins, 1993, 1999;
Morimoto et al., 2019; Scott & Humes, 1990).

More recently, a number of studies have investigated the
predictive nature of modulating waveforms in signal detec-
tion. Luo and Poeppel (2007), for example, have reported
that phase cues in low-frequency neural oscillations predict
sentence intelligibility. Engel, Fries, and Singer (2001) and
Giraud and Poeppel (2012) have found that rhythms in
speech and other sounds provide predictive cues to the
time of arrival of subsequent critical bits of information.
Neural recordings in macaque auditory cortex have dem-
onstrated a persistence of entrained oscillatory activity to a
train of brief tonal pulses for several seconds after termi-
nation of acoustic stimulation (Lakatos et al., 2013). This
neural persistence occurs only when the monkey is attend-
ing to the stimulus stream and not when the stream is
ignored. Hickok, Farahbod, and Saberi (2015) have shown
that psychophysical signal detection by human listeners is
similarly affected by the phase of a 3-Hz modulating mask-
er even after termination of modulation. Simon and
Wallace (2017) used stimuli modeled after Hickok et al.
to demonstrate a phase-dependent persistence of modula-
tory effects in EEG measures of a signal-detection task.
Consistent with Hickok et al. (2015), they found that the
EEG response to a (postmodulation) tone depended on the
delay between the offset of modulation and onset of the
tone in an antiphasic manner—that is, best signal detection
occurred at the expected dip of the modulating masker (had
the modulation continued). These findings collectively
suggest a predictive role for modulating envelopes in au-
ditory processing of attended sounds.

The current study extends the work of Hickok et al.
(2015) by measuring TMTFs using a probe tone in station-
ary noise preceded by modulating maskers of different
rates (2 to 32 Hz). The noise masker consisted of a modu-
lating segment followed by a steady-state unmodulated
segment during which the probe was presented.
Thresholds were measured for the probe at various tempo-
ral positions after termination of masker modulation. We
found a significant cyclic effect on signal detection for
rates at or below 5 Hz that was entrained to the noise
modulation envelope. Largest entrainment was observed
at 2 and 3 Hz, with some residual effects at 5 Hz. No
effects were observed at higher rates. In a second experi-
ment, we found that persistence of the effects of modula-
tion on signal detection requires signal uncertainty, sug-
gesting a possible critical role for selective attention con-
sistent with prior auditory neurophysiological findings
(Lakatos et al., 2013).

Experiment 1

Method

Participants

Five normal-hearing (self-report) adults served as subjects in
the 3, 5, 16, and 32 Hz conditions, and four normal-hearing
adults in the 2 and 8 Hz conditions. Subjects were either un-
dergraduate or graduate students at the University of
California, Irvine (UCI), with the exception of one subject,
who was a postdoc. All subjects were under 30 years of age.
Subjects were unaware of the purpose of the experiment and
were given instructions only on how to perform the task.
Different subjects participated in different experimental con-
ditions because of the extensive time it took to collect the large
volume of data. Some subjects participated in multiple condi-
tions. A total of 10 subjects ran in the various conditions of
this study across three experiments. Detailed information
about which subjects participated in which condition is avail-
able in the supplementary material uploaded to UCI’s Data
Repository (see Open Practices Statement at the end of the
article). None of the authors served as a subject in this study.

Stimuli

Stimuli were generated using MATLAB software (The
MathWorks, Natick, MA) on a Sony Lenovo T400 computer.
Stimuli were presented at a rate of 44.1 kHz, through 16-bit
digital-to-analog converters and Sennheiser headphones (eH
350) in a steel-walled acoustically isolated chamber (Industrial
Acoustics Company). The masking stimulus was a broadband
Gaussian noise burst with a nominal level of 70 dB (Aweighted)
measured using a 6-cc flat-plate coupler. The noise consisted of
an initial modulated segment followed by a steady state
(unmodulated) part. The total duration of the noise was 4 s for
all modulation rates except for the 2-Hz condition, which had a
duration of 4.5 s due to its long modulation period. The first ~3
seconds of the noise was sinusoidally amplitude modulated at a
depth of 80%, terminating on the cosine phase of the first mod-
ulation cycle after 3 s (e.g., for a 5-Hz modulation rate, the
modulating part was 3.1 s and the unmodulated part 0.9 s).
Figure 1 shows an example stimulus. We employed six modu-
lation rates of 2, 3, 5, 8, 16, and 32Hz.1 These rates include those
typically associated with natural sounds, such as phonemes and
syllables (<10Hz), aswell as some higher rates that allowed us to
determine the upper boundary of potential modulatory effects.
The signal to be detected was a 50-ms 1-kHz pure tone with a 5-
ms rise-decay ramp for all modulation rates except for 32 Hz.
Because the period of a 32-Hz modulator is brief (~31 ms), we

1 Data for the 3-Hz condition are reproduced from Hickok et al. (2015).
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set the duration of the tone signal for this condition to 5mswith a
1-ms rise-decay time. This choice was arbitrary but seemed rea-
sonable given the rapidmodulation rate. The tonewas centered at
one of nine temporal positions during the unmodulated part of
the noise burst. These temporal positions started at the offset of
the modulation and were successively spaced at one-quarter of
the modulation period (light blue circles in Fig. 1). Thus, the nine
starting temporal position of the tonal signal covered two full
cycles of the expected modulation waveform had the modulation
continued during this period (i.e., yellow dashed curve).

Procedure

On each trial of a single-interval two-alternative forced-choice
task, the subject was required to indicate (via a key press)
whether a tonal signal was present during the unmodulated
segment of the masking noise. Feedback was provided after
each trial. The a priori probability of a signal occurring on a
given trial was 0.5. When a tone was presented, its temporal
position was selected randomly from one of nine delays, as
shown in Fig. 1, and its level was selected randomly from one
of five signal-to-noise ratios (SNR) covering a range of ~12
dB to allow measurement of psychometric functions. The 12-
dB range was selected based on pilot work to produce a range
of performance from near-chance to near-perfect detectability.
Each run consisted of 100, trials and for most conditions, each
subject completed a minimum of 27 runs per modulation rate,
for a total of 77,300 trials across subjects and conditions.2 This
resulted in approximately 300 trials per delay per level per
modulation rate. During each 2-hour session of the experi-
ment, each subject completed approximately 8 to 10 runs.
Each run lasted approximately 10 minutes. Subjects were giv-
en frequent breaks as needed and usually took a break after 2
to 3 runs in a session. Since all conditions were mixed within a
run of 100 trials, performance was determined after comple-
tion of all runs for each subject by pooling data for a specific
condition across all runs. All protocol were approved by the
University of California, Irvine’s, Institutional Review Board.

Results

For each subject and each modulation rate, psychometric
functions were determined as a function of stimulus level

(collapsing across nine temporal positions). This resulted in
a 5-point psychometric function at the five SNRs. Trials asso-
ciated with the SNR on the psychometric function closest to
the steepest point of its slope (between 0.7 and 0.9 proportion
correct) were selected for further analysis, maximizing the
likelihood of observing variations in performance (see
Hickok et al., 2015).

The left panels of Fig. 2 show averaged proportion correct
performance as a function of the delay between the offset of
masker modulation and onset of tone signal (light blue circles
in Fig. 1). Each panel shows performance for a different mod-
ulation rate from 2 to 32 Hz (top to bottom). Error bars are ±1
standard error. Right panels of Fig. 2 show the same data as
the left panels plotted as a function of the expectedmodulation
phase at which the tone signal is presented. Note that the nine
temporal positions at which the signal was presented cover
exactly two full cycles of modulation, and hence the abscissa
in the right panels cover 4π radians. Performance for the 2, 3,
and 5-Hz conditions appear to be phase-locked and antiphasic
to the expected modulation envelope, as is evident from the
approximate M-shaped patterns (also see Supplemental Fig.
S1). Performance for rates of 8 Hz or higher are inconsistent
across the tone’s temporal position and not phase-locked to
the expected modulation cycle. Individual subject data are
shown in Supplemental Figs. S2 and S3. Analysis of variance
(ANOVA) (Greenhouse–Geisser correction for unequal vari-
ances3) showed a significant effect of the temporal position at
which the signal was presented for modulation rates of 2 Hz,
F(8, 24) = 11.43, p = .005, effect size η2 = 0.792, observed
power π = 0.952; 3 Hz, F(8, 32) = 10.61, p = .004, η2 = 0.726,

Fig. 1 Stimulus used in the current study.Modulating noise was followed
by stationary noise. Tone probe was presented at one of nine temporal
positions (light-blue circles). Vertical green line marks the end of masker
modulation. Yellow sinusoidal curve shows the expected modulating
envelope, had it continued. (Color figure online)

2 The total number of trials collected for all experiments in the current study
was 94,200, of which 77,300 were for the main experiment (six modulation
rates) and 16,900 for the fixed-level experiment, which was restricted to only a
single modulation rate of 3 Hz. Excluding the data of the 3-Hz condition,
which was previously reported in Hickok et al. (2015), data from 86,400
new trials were collected in the current study. The number of trials in the main
experiment of Hickok et al. was 11,600 from five subjects, and 14,400 for the
entire study for an average of 28 runs per subject (this was previously stated as
a minimum per subject). This included runs at signal-to-noise ratios, not
shown. The 3-Hz data reproduced from Hickok et al. (was based on 7,800
trials from five subjects (900, 1000, 1900, 2000, 2000).

3 Unequal variance is expected, given ceiling effects when proportion correct
performance is near peak levels for some temporal positions, and near or below
0.7 for others (see top left panel of Supplemental Fig. S2).

3560 Atten Percept Psychophys  (2020) 82:3558–3570



π = 0.944; and 5 Hz,F(8, 32) = 4.87, p = .041,; η2 = 0.549,π =
0.631, but no significant effects for 8 Hz, F(8, 24) = 2.50, p =
.182, η2 = 0.455, π = 0.275; 16 Hz, F(8, 32) = 2.69, p = .092,
η2 = 0.402,π = 0.512, or 32Hz,F(8, 32) = 3.31, p = .078, η2 =
0.453, π = 0.509. Bayes factor analysis (BIC approximation)
showed moderate evidence for the null hypothesis at the 16-
Hz modulation rate BF01 = 6.51, and strong evidence for the
null at 32 Hz, BF01 = 15.16. For the three statistically

significant modulation rates (2, 3, 5 Hz), d′ values are shown
in Supplementary Fig. S1 for comparison, measured as z(hits)
− z(false alarms) individually for each subject and signal delay
(Macmillan & Creelman, 2004).

We also conducted additional analyses to get a better sense
of the temporal periodicity effects observed in the data.
Several measures were examined. First, we measured the au-
tocorrelation function for the data of Fig. 2, as well as the

Fig. 2 Left panels show tone detectability as a function of time after
offset of noise modulation. Each panel shows data from one modulation
rate (top to bottom: 2 to 32 Hz). The abscissa represents time after offset
of masker modulation (at its cosine phase). Error bars are ±1 standard

error. Right panels show the same data plotted as a function of the
expected modulation phase at which the tone signal is presented (two
cycles: 0 to 4π)
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cross-correlation function of these data with a single cycle of a
sinusoid at the expected modulation rate. We found peaks in
the cross-correlation function at the expected rates for rates at
or below 5 Hz and no discernable effects above 5 Hz.
However, both of these measures (cross-correlation and
autocorrelation functions) were relatively noisy and largely
dominated by the peak at zero delay given the very brief
duration of the “waveforms” (2 cycles). Second, we examined
the Fourier spectrum of the functions shown in Fig. 2 to de-
termine the magnitude of spectral peaks at the expected mod-
ulation rate relative to the level of background noise at other
frequencies. This approach was less informative as the dura-
tion of functions shown in Fig. 2 are exactly two cycles of
modulation, producing spectral peaks at half the expected
modulation rate (i.e., 1/duration) whether or not there is any
periodicity. This, in turn, may produce spectral peaks at the
first harmonic of 1/duration, which is equal to the expected
modulation rate (i.e., a false positive). Overall, our analyses
using a number of approaches show that the strongest entrain-
ment effects are at the lowest modulation rates tested.

One other interesting observation is worth noting. There
appears to be a shift in the minima (and maxima) of the
sustained periodicity in signal detection with increasing mod-
ulation rate. This can be observed in the right panels of Fig. 2
in which performance is plotted as a function of modulation
phase. The top right panel (2 Hz) shows a minimum at a phase
angle slightly higher than 2π radians, whereas the middle
panel (3 Hz) shows this dip at slightly below 2π. This phase
shift may also suggest a possible slight shift in the frequency
of the detection functions relative to the referent (stimulus)
modulation rates. This can be seen in the same three panels
where the 2 Hz data seem to be associated with a frequency
slightly lower than 2 Hz (we estimate this at 1.4 Hz), and the 3
and 5 Hz data seem to be associated with a frequency slightly
greater than their own referent rates. A similar and possibly
related effect is observed in the data of Scott and Humes
(1990). They show that increasing the masker modulation rate
results in a shift in the minima of the functions that relate
signal-detection thresholds to the phase of the modulating
masker (see Fig. 2 of Scott & Humes, 1990).

Experiment 2

Signal uncertainty and selective attention

Signal uncertainty has been shown to enhance selective atten-
tion in signal detection (Dieterich, Endrass, & Kathmann,
2016). As uncertainty increases (and predictability decreases),
the system’s limited attentional resources are allocated to
monitoring an increasing number of sensory channels. The
use of an “attentional filter” under conditions of uncertainty
has been shown to improve performance in a number of basic

auditory tasks, including the detection of simple or complex
tones of uncertain frequency (Dai, Scharf, & Buus, 1991;
Hafter & Saberi, 2001; Schlauch & Hafter, 1991; Wright &
Fitzgerald, 2017) uncertain duration (Dai &Wright, 1995), or
uncertain time of occurrence (Bourbon, Hafter, & Evans,
1966). To our knowledge, no study has examined the effects
of stimulus level uncertainty on selective attention.
Neuroimaging studies (Bilecen, Seifritz, Scheffler, Henning,
& Schulte 2002; Schreiner & Malone, 2015) have interesting-
ly identified “amplitopic” maps in the human auditory cortex
(transverse temporal gyrus) that appear spatially arranged
along stimulus-intensity gradients. These intensity maps can
potentially serve as substrates for focusing attentional filters
on specific stimulus levels.

Our rational for considering the role of uncertainty and
attention in persistence of modulatory effects was as follows.
If amplitude modulation during early parts of the masking
noise modulates attention, and if signal uncertainty during
the steady state portions of the noise enhances use of selective
attention during periods of minimum noise, then the persis-
tence of a brief attentional cadence after termination of masker
modulation may yield results consistent with the observed
antiphasic pattern of signal detection. If level uncertainty is
removed, the role of selective attention may diminish,
resulting in a flat detection function.

We should note that temporal uncertainty obviously re-
mains after removal of level uncertainty. Prior work has dem-
onstrated a strong influence of temporal uncertainty on audi-
tory signal detection (Bonino & Leibold, 2008; Bonino,
Leibold, & Buss, 2013; Bourbon et al., 1966), and we suspect
that removal of temporal uncertainty would also likely dimin-
ish the periodicity of postmodulation signal detection.
However, for two reasons, we focused on level uncertainty.
First, virtually no studies have examined the effects of level
uncertainty on auditory signal detection, and we therefore
thought that this would be an interesting stimulus dimension
to investigate, especially given discoveries of amplitopic maps
in auditory cortex (Bilecen et al., 2002; Schreiner & Malone,
2015). Second, pilot tests during early stages of the experi-
ment unexpectedly showed that modulatory effects diminish
when using fixed-level stimuli, and hence, the current study
was designed to further investigate those early observations.

Method

All stimulus parameters, experimental design, and equipment
were the same as those used in Experiment 1, except for the
following. The signal level was fixed within a run instead of
randomly selected from a set of five levels. A single masker
modulation rate of 3 Hz was used, and data were collected at
four of the five different SNRs (fixed within a run). Three
subjects who had participated in Experiment 1 also
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participated in this study, with each subject completing ap-
proximately 40 runs of 100 trials each.

Results

Figure 3a (top left) shows results of this experiment for two of
the fixed signal levels, with the upper curve showing data for a
tone that was 3.5 dB higher than that of the lower curve. The
other two levels investigated produced ceiling-level perfor-
mance and were therefore not informative. Each dotted trace
shows data from one listener, and the bold solid line shows
their average. No modulatory effect on signal detection is
observed. This is contrary to the pattern of performance
shown in Fig. 3b for the same three subjects in the multilevel
condition where a clear effect of masker modulation is ob-
served. The data of Fig. 3b are pooled from those trials on
which the signal level was 3.5 dB, corresponding to the upper
curve in Fig. 3a. Figure 3c shows the difference between the
mean performance in the random (multilevel) and fixed-level
conditions at the 3.5-dB signal-level condition. This is the

difference between the solid line in panel b and the top solid
line in panel a. A two-way (2 × 9) repeated-measures ANOVA
on the data of the left panels (at 3.5 dB) showed a significant
effect of condition (fixed vs. multi), F(1, 2) = 20.77, p = .045,
a near-significant effect of signal delay, F(8, 16) = 7.17, p =
.075, and a near-significant interaction effect between condi-
tion and delay, F(8, 16) = 5.78, p = .074. The nonsignificance
of the “delay” and interaction effects is not surprising, as the
relatively flat functions of the fixed-level conditions diminish
the overall modulatory effects when data are collapsed across
fixed and multilevel conditions. While there does seem to be
some trend toward lower performance at the shortest and lon-
gest delay in the fixed-level condition, there is no cyclic pat-
tern as seen in the random-level conditions. A one-way
ANOVA on only the fixed-level data showed no significant
effect of signal delay on performance, F(8, 16) = 3.33, p =
.157, and Bayes factor analysis on the same data provided
further evidence in support of the null hypothesis that signal
delay has no significant effect on performance in the fixed-
level condition, BF01 = 2.10.

Fig. 3 a Performance for three subjects when signal level was fixed
within a run (no uncertainty). Data are shown for two different signal
levels. The heavy solid lines show their mean. b Data from the same
three subjects when signal level was randomized from trial to trial
across five levels within a run (multilevel uncertainty). Note that data

from only one signal level (3.5 dB) out of five is shown even though
signal level was roved on every trial. c Difference between the random
and fixed-level conditions (at 3.5 dB signal level). d Performance for one
subject (MI) in multilevel condition before and after being tested at the
fixed-level condition (see text for details)
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For one subject, we repeated the original experiment with
level uncertainty after the subject had completed the single-
level condition. Thus, this subject completed the original mul-
tilevel experiment, followed by the fixed-level experiment,
and then followed by a replication of the multilevel experi-
ment. Results, plotted in Fig. 3d, show that reintroduction of
level uncertainty restores the modulatory pattern of signal de-
tection for this subject.

One other interesting observation is worth noting. The av-
erage proportion-correct performance level, pooled across all
nine signal delays, is nearly identical for the fixed and random
level conditions (0.82 vs. 0.79, respectively), t(25) = 1.95, ns).
These two proportion correct values are the average of the top
bold curve in Fig. 3a and the average of the bold curve in Fig.
3b. However, the peaks and dips of the difference function
(Fig. 3c) are significantly different from each other, t(2) =
5.04, p = .037. This suggest that under conditions of level
uncertainty, signal detection is enhanced at the expected dips
of the masker modulation envelope and degraded at the ex-
pected peaks. In other words, best performance across delays
occurs in the level uncertainty condition (not fixed level),
possibly as a result of focal attention at the expected dips.

Finally, while it is not unusual for auditory experiments to
employ three subjects per condition (Hsieh, Petrosyan,
Goncalves, Hickok, & Saberi, 2011; Hsieh & Saberi, 2010),
and while several statistical tests converge in support of the
main conclusions of this experiment, one should nonetheless
exercise some caution in interpreting these results due to the
comparatively smaller number of subjects. Specific support,
however, for a relatively robust effect includes (1) a statisti-
cally significant difference between fixed-level and random-
level conditions; (2) an absence of an effect, as predicted, in
the fixed-level condition that was additionally supported by
Bayes factor analysis; and (3) completion of over 16,000 trials
by the three subjects in a within-subject’s design, which, even
for psychophysical experiments, is a relatively large number.

Discussion

Hickok et al. (2015) reported that low-frequency rhythmic
stimulation can induce an oscillation in signal detection even
after the driving stimulus has stopped oscillating. The present
study extended these findings to a wide range of modulation
rates to better characterize the nature of this persistent
postmodulatory effect. Prior work has shown that sensitivity
to amplitude-modulation detection in broadband noise
maskers generally has a lowpass shape with greatest sensitiv-
ity at rates below 8 Hz. We found a similar lowpass effect in
our study, but with a significantly more pronounced decline in
performance with increasing modulation rate.

Traditional TMTFs have shown a shallow roll-off with a
slope of approximately 3 dB per octave as a function of mod-
ulation rate. Significant effects of modulation have been

reported even at rates as high as 32 Hz. This is in contrast to
our finding that the persistence of entrainment to modulation
precipitously decays for rates above 3 Hz.

Figure 4 shows estimated change in signal detection thresh-
olds from the current study as a function of masker modula-
tion rate. To obtain these estimates, we fit sinusoidal functions
to the data of Fig. 2 and measured difference in performance
between peaks and troughs of the fitted functions (see
Supplemental Fig. S4). Change in performance, which is a
measure of the degree to which performance has entrained to
the modulation envelope, clearly drops sharply for rates above
3 to 5 Hz. While some improvement may be observed for
higher rates, these are likely due to noise in performance, as
no consistent modulation-phase dependence was observed
across individual subjects at these higher rates. This is con-
firmed by the statistically nonsignificant effects of probe delay
at these rates. The shape of the function shown in Fig. 4 is not
surprising, given the well-known loss of cortical phase
locking with increasing modulation rate. Virtually no phase
locking remains above a modulation rate of about 20 Hz (Joris
et al., 2004). This finding is also consistent with the neuro-
physiological work of Lakatos et al. (2013) who demonstrated
sustained postmodulation phase locking to a driving modula-
tory auditory stimulus in monkey cortical neurons for rates up
to 6 Hz, but not for a rate of 12 Hz.

Predictions from a modulation filterbank model

To gain better insight into the signal processing dynamics
involved in the observed modulatory effects, we conducted a
more detailed analysis of how the auditory system processes
modulating waveforms of the type used in our experiments.
The lowpass transfer function typically observed for modula-
tion detection may be more accurately characterized as

Fig. 4 Estimated change in signal-detection performance as a function of
modulation rate. Sinusoidal functions were fitted to the data of Fig. 2, and
improvement in performance was measured as the difference between
peaks and troughs of the fitted functions
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resulting from the output of a bank of bandpass modulation
filters orthogonal to the conventional tonotopoically orga-
nized peripheral (critical band) filters (Dau, Püschel, &
Kohlrausch, 1996). There is neurophysiological and neuroim-
aging support for existence of such modulation filters at the
cortical level, and psychophysical modeling has provided
compelling support for such filters (Barton et al., 2012; Dau,
Kollmeier, & Kohlrausch, 1997; Hsieh & Saberi, 2010; Sek &
Moore, 2003; Xiang, Poeppel, & Simon, 2013). To this end,
we processed the 3-Hz modulated noise stimulus used in our
experiment through a model of the auditory periphery follow-
ed by a modulation filterbank. The initial peripheral process-
ing consisted of a GammaTone filterbank with 50 filters
whose center frequencies (CFs) were logarithmically spaced
from 500 to 2,000 Hz (Holdsworth, Nimmo-Smith, Patterson,
& Rice,1988; Slaney, 1998) followed by an inner hair-cell
model (Meddis, Hewitt, & Shackleton, 1990; Slaney, 1998).
The output of this model is shown in Fig. 5. Left panels show a
single stimulus (masker plus 1 kHz tonal signal) and right
panels show average of 25,000 stimuli (masker only). To fa-
cilitate visual inspection, the 1-kHz tone was set to the highest
SNR used in the experiment at a temporal position corre-
sponding to the first expected dip in the modulating envelope
had the modulation continued (third temporal position in Fig.
1). Bottom panels show the same model output, except that
filter outputs were integrated across frequency channels to
better show overall changes in amplitude of the noise enve-
lope. Note that the masking noise causes greater activity in the
outputs of the higher frequency filters (top-right panel) be-
cause of the increasing bandwidth of peripheral filters with
increasing center frequency. Second, and more importantly,

note the monotonic decline in the average amplitude of the
filter outputs immediately after termination of modulation
(bottom-right panel). This decline may partially explain why
detection of a tone signal immediately after termination of
modulation (first delay point) is poor, but cannot explain the
modulatory nature of performance (M-shaped function) that
persists for two modulation cycles after termination of the
driving noise modulator.

The model output from the peripheral filter centered at
1 kHz was then extracted and processed through a modu-
lation filterbank. The reason for this additional step was the
concern that perhaps modulation filters would “ring” in an
oscillatory manner that could predict the M-shaped func-
tions observed in the behavioral data. The model com-
prised five modulation filters with a Q of 1 and resonant
frequencies of 3, 6, 12, 24, and 48 Hz (Dau et al., 1996;
Hsieh & Saberi, 2010; Sek & Moore, 2003). Top panel of
Fig. 6 shows the output of the modulation filterbank for the
3-Hz noise masker (no signal). Bottom panel shows out-
puts of the five individual filters.

Note that, as expected, the greatest activity is observed at
3 Hz and that after termination of masker modulation, the
output of the modulation filters decline to zero for most filters.
For the modulation filter centered at 3-Hz (blue line in the
bottom panel of Fig. 6), this activity monotonically declines,
persists for several hundred milliseconds, but not with an os-
cillatory profile. Thus, while the output activity of modulation
filters may explain part of the observed behavioral data (i.e.,
poorer performance at the transition point between the modu-
lating and steady state sections of the noise masker), we do not
see a sinusoidal ringing of these filters after termination of

Fig. 5 Left panels show the output of a model of the auditory periphery in
response to the type of stimuli used in our experiment (3-Hz masker
condition plus a 1-kHz tonal signal). Right panels show the averaged
model output in response to 25,000 masker samples (no signal). Bottom

panels show model outputs integrated across frequency channels. Note
the decline in the masker noise amplitude envelope immediately after
termination of the 3-Hz modulation (bottom-right panel). See text for
details
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modulation in a way that could explain the M-shaped pattern
of performance seen in Fig. 2.

Monte Carlo simulations

We combined the model output with a putative attention mod-
ulation function to predict psychophysical performance using
Monte Carlo simulations. The simulations were motivated by
two considerations. First, how does the decline in the ampli-
tude of the noise envelope after termination of the driving
modulator (at the model's output) affect predicted perfor-
mance. Second, if modulation of attention induces a change
in effective SNR, how much change in SNR predicts the ap-
proximately 20% change in percentage-correct performance
observed in the M-shaped functions of Fig. 2.

TheMonte Carlo simulation consisted of 1,000 runs of 100
trials each using the same stimuli as in the 3-Hz condition of
Experiment 1, with a tone signal level that generated the data
in the second row of Fig. 2. Each signal-plus-noise stimulus
was independently generated on each trial and filtered through
the peripheral filterbank model described earlier. The peak
value of the model output during the steady state part of the
masker (after termination of modulation) was then compared
with a criterion. If the output amplitude at any point exceeded
this criterion, a “signal present” response was recorded, and
otherwise a “no signal” was recorded. The value of the crite-
rion was a free parameter of the model and set to produce an
average performance (across all delays) that matched that of

the actual average performance observed in the psychophysi-
cal experiments (approximately 80% correct). Modulation of
attention was simulated by weighting the tone signal ampli-
tude with a sinusoidal function antiphasic to the masker mod-
ulation envelope. Obviously, a sinusoidal weighting function
will likely result in a sinusoidal pattern of performance.
However, as noted earlier, our motivation for the simulation
was twofold. First, to determine the degree to which a
postmodulation decline in the envelope amplitude (as seen
in Figs. 5 and 6) affects the pattern of simulated performance,
and second, to determine how much change in SNR (from the
sinusoidal attention function) would produce simulation re-
sults that matched the range of change in proportion-correct
performance observed in the behavioral data. The weighting
function was W(τ) = 1 + m [sin(2πfmτ − π/2)], where τ is the
temporal position of the tone signal as shown in Fig. 1 (one of
nine values), fm is modulation frequency (3 Hz in the current
simulation), and m is the signal modulation depth (i.e., the
amplitude by which the putative attentional mechanism mod-
ulates the “effective” signal level). The amplitude parameter
(m) was the second free parameter of the model. No internal
noise was added to the process since the external (masking)
noise had a large enough variance to generate the probabilistic
range of performance observed in the psychophysical
experiments.

Simulation results, shown in Fig. 7, suggest that it takes
very little “effective” signal modulation (m = 0.18, −14.9 dB
modulation depth) to generate the approximately 20% range
of change in performance observed in the data. If attention is
in fact modulated by the masker’s driving modulator, and if
this attentional modulation briefly persists during the steady
state portion of the masking noise, then a ~20% change in
performance can be induced with as little as 0.18 perturbation
of the amplitude of the tonal signal. The simulation results

Fig. 7 Results of the Monte Carlo simulation (3-Hz condition) based on
1,000 runs of 100 trials each. The approximately 20% range of change in
performance observed in the data can be generated with very little “effec-
tive” signal modulation (m = 0.18, −14.9 dB modulation depth)

Fig. 6 Output of a modulation filterbank model in response to the 3-Hz
noise masker used in the current study. The output of the peripheral
auditory filter at 1 kHz (from Fig. 5) was used as input to the modulation
filterbank. Top panel shows the model’s response as a function of time
and filter center frequency. Bottom panel shows the response of each
individual filter separately. The blue line in the bottom panel represents
the response of the modulation filter centered at 3 Hz. (Color figure
online)
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also show virtually no effect of the decline in noise amplitude
envelope immediately after termination of the driving masker
modulation (bottom-right panel of Fig. 5). While such a de-
cline in noise masker envelope may be a real effect of how
peripheral filters operate, these processes will likely similarly
affect the amplitude of the tonal signal, leaving SNR relatively
unchanged. In addition, the variance of amplitude of a masker
sample on a given trial perhaps is too large relative to any
single-trial decline in postmodulation amplitude envelope to
affect performance. In other words, the decline in
postmodulation amplitude envelope becomes evident after av-
eraging 25,000 noise masker samples and may be relatively
inconsequential on a trial-by-trial basis (compare the bottom
left and right panels of Fig. 5).

Comparison to findings from vision research

Substantial evidence from vision research suggests that peri-
odic modulatory effects are a natural feature of cortical activ-
ity that could be linked to attentional mechanisms (Buzsáki,
2006; VanRullen & Macdonald, 2012). Psychophysical stud-
ies suggest that selective attention samples visual features
(e.g., location) rhythmically at a rate of about 8 Hz. As de-
mand for attentional resources is increased—for example, by
having to simultaneously monitor two visual locations or
features—the system allocates resources proportionately and
samples each at around 4 Hz (Fiebelkorn, Saalmann, &
Kastner, 2013; Landau & Fries, 2012; Re, Inbar, Richter, &
Landau, 2019).

The phase of oscillatory patterns of psychophysical perfor-
mance can be reset both in visual (Landau & Fries 2012) and
auditory tasks (Ho, Leung, Burr, Alais, & Morrone, 2017).
For example, a brief visual flash at one location can reset this
phase in a visual change-detection task involving two target
locations with an antiphasic pattern of performance associated
with the two loci. Similarly, in a pitch-discrimination task, the
onset of steady state noise triggers a reset of the phase of an
oscillatory process that cyclically affects the discrimination of
the pitch of a brief tone probe (Ho et al., 2017). The cyclic
pattern of psychophysical performance (as a function of tone
delay) is ear dependent, with the left and right ears producing
an antiphasic pattern. The authors speculated that the
antiphasic nature of this pattern across ears may possibly ex-
plain why some auditory studies have failed to show periodic
patterns in psychophysical performance. They suggest that
because most of these studies use diotic signals (presented
simultaneously to both ears), any potential modulatory effect
would be canceled when summed across ears. Although we
used diotic signals in our current study, our design differs
from Ho et al. in two major ways. First, we used a tone-in-
noise detection task whereas Ho et al. used a pitch-
discrimination task. It is unclear whether the antiphasic pro-
cesses across ears observed by Ho et al. may extend to a tone-

in-noise detection task. Second, our steady state masking stim-
uli were preceded by amplitude modulated noise, which may
have synchronized the phase of oscillatory attentional effects
at the two ears. Phase resets have also been shown across
modalities, with an auditory stimulus triggering a reset of the
phase of oscillatory visual behavioral and cortical activity pat-
terns (Mercier et al., 2013; Romei, Gross, & Thut, 2012), and
conversely, a visual stimulus resetting the phase of oscillatory
patterns associated with the auditory system (Thorne, De Vos,
Campos Viola, & Debener, 2011).

Finally, in another interesting vision study, Spaak, de
Lange, and Jensen (2014) used a stimulus design more similar
to ours in investigating both psychophysical performance and
cortical oscillatory activity patterns after termination of a pe-
riodic visual stimulus. They reported that cortical activity pat-
terns outlasted the stimulus in a periodic manner for several
cycles. Furthermore, they found that psychophysical perfor-
mance in a visual signal-detection task mirrored the cyclic
pattern of poststimulus cortical activity. This finding is con-
sistent with auditory neurophysiological findings in macaque
monkeys, as well as with our current psychophysical results
that thresholds may show a cyclic pattern after termination of
the driving stimulus. Our findings, together with those of other
auditory and visual experiments, suggest that attention-based
rhythmic modulation of signal detection may be a universal
feature of perceptual systems and not modality specific.

Conclusions

In our original paper, we speculated that the persistence of
modulatory effects may possibly be a bottom-up process
(Hickok et al., 2015). This idea was partly a result of the
antiphasic shape of the sustained modulatory effect with re-
spect to the driving modulation envelope. Our reasoning was
that if listeners had in fact attended to the peak of the
amplitude-modulated noise to predict stimulus arrival, one
would expect best performance at the peak of the expected
modulation cycle contrary to what we had observed. Our cur-
rent results, however, suggest that attention likely does play a
critical role in observing sustained entrainment. When signal
level uncertainty is eliminated from the experimental design,
persistence of modulatory effects disappears, and when it is
reintroduced, the original effect is recovered. How, then, can
one interpret the antiphasic shape of entrainment if it is actu-
ally driven by attentional processes? Perhaps attention cues
the subject to listen at points in time when the SNR is at its
maximum (listening in the dip strategy). Listeners have been
shown to take advantage of “glimpses” in the dips of modu-
lated noise to detect a signal by directing attention to the por-
tions of a signal with the most favorable SNR (Festen &
Plomp, 1990; Hopkins & Moore, 2009; Peters, Moore, &
Baer, 1998). Neurophysiological findings also support a role
for attention in persistence of modulatory effects. For
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example, animals that ignore the modulating auditory stimu-
lus do not show sustained neural entrainment after termination
of the driving modulator (Lakatos et al., 2013). EEGmeasure-
ments during signal-detection tasks in humans also implicate
potential attentional mechanisms in postmodulatory persis-
tence (Simon & Wallace, 2017).

In summary, we have found that when an amplitude mod-
ulated noise is followed immediately by a stationary noise
masker, the detectability of a probe tone in the stationary noise
follows a cyclic pattern as if the modulating masker had con-
tinued. This effect is observed for approximately two cycles of
the driving modulation envelope. The strongest entrainment
occurs at the lowest modulation rates of 2 and 3 Hz, with some
residual effects at 5 Hz, and no effect at higher rates. The
effect also seems to be at least partly mediated by attentional
mechanisms and signal uncertainty. An interesting question
that remains is whether entrainment effects can generalize to
other types of biologically relevant auditory signals. One such
signal is the modulation envelope itself. If the signal to be
detected is a single-cycle of AM with a shallow (near thresh-
old) depth, does its detection depend on its onset phase rela-
tive to the terminating phase of the driving modulator? We
suspect that AM detection would be worse when its starting
phase matches the ending phase of the driving modulator
masker, and best when they are antiphasic. Furthermore, we
speculate that a mismatch between the rates of the AM signal
and that of the driving modulator may improve AM detection.
Should we find entrainment for AM (or FM) signals compa-
rable to those of the current study, it would suggest that per-
sistence of modulatory effects can generalize to a wide class of
basic auditory signals including potentially speech and music.
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