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Abstract
In modern digital applications, users often interact with virtual representations of themselves or others, called avatars. We
examined how these avatars and their perspectives influence stimulus–response compatibility in a Simon task. Participants
responded to light/dark blue stimuli with left/right key presses in the presence of a task-irrelevant avatar. Changes in stimu-
lus–response compatibility were used to quantify changes in the mental representation of the task and perspective taking toward
this avatar. Experiments 1 and 2 showed that perspective taking for an avatar occurred in orthogonal stimulus–response map-
pings, causing a compatibility effect from the avatar’s point of view. In the following two experiments we introduced a larger
variety of angular disparities between the participant and avatar. In Experiment 3, the Simon effect with lateralized stimulus
positions remained largely unaffected by the avatar, pointing toward an absence of perspective taking. In Experiment 4, after
avatar handmovements were added in order to strengthen the participants’ sense of agency over the avatar, a spatial compatibility
effect from the avatar’s perspective was observed again, and hints of the selective use of perspective taking on a trial-by-trial basis
were found. Overall, the results indicate that users can incorporate the perspective of an avatar into their mental representation of a
situation, even when this perspective is unnecessary to complete a task, but that certain contextual requirements have to be met.

Keywords Avatar . Orthogonal compatibility . Perspective taking . Simon effect . Stimulus–response compatibility . Action
effects

The ever-changing world of modern technology continually
imposes new tasks on users. Avatars are often used to repre-
sent users in virtual environments, and the rising trend toward
use of virtual reality can lead to diffusion between the real and
virtual worlds, as users put themselves in virtual characters’
shoes and see the world through their eyes. Flavell, Green,
Flavell, Watson, and Campione (1986) referred to such phe-
nomena as level 2 perspective taking. Originally the target of
this change in perspective was another person, but the same
concept can be applied to interactions with avatars. The dif-
ference between one’s own and the avatar’s point of view can
be quantified by measuring the angular disparity between the
two perspectives. Generally, larger angular disparities be-
tween the person and the target are associated with higher
perspective-taking costs, such as increased reaction times
(for an overview, see Avraamides, Hatzipanayioti, & Galati,

2015). Seeing the world from a different point of view in-
cludes knowledge of how a scene would look from this new
perspective. This phenomenon is often characterized as being
more complex than the mere judgment about someone else’s
ability to see a certain object from their point of view, a pro-
cess that is called level 1 perspective taking (for a comparison
of the two concepts, see Michelon & Zacks, 2006). At first
glance, perspective taking has a lot in common with the men-
tal rotation of objects, and it is sometimes referred to asmental
self-rotation (Hegarty & Waller, 2004). However, there are
some pronounced differences between the two concepts.
When mentally rotating an object, the time needed to perform
the rotation is linearly dependent on the angular disparity
(Cooper & Shepard, 1973; Janczyk, 2013; Shepard &
Metzler, 1971). In contrast, perspective taking is often charac-
terized by a discontinuous relationship between angles and
reaction times, with an increase in reaction times starting be-
tween rotations of 60° and 90°, and little to no increase for
smaller angles (Janczyk, 2013). Janczyk provided substantial
evidence that two distinct processes are involved in perspec-
tive taking. The first one is used to bridge small gaps in per-
spective (up to 60°) and likely is effortless, in the sense that no
central capacity is involved. The second process, however,
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does require central capacity and is needed when larger dis-
parities must be overcome.

Freundlieb, Kovács, and Sebanz (2016) demonstrated that
the adoption of someone else’s perspective can also occur
spontaneously in social situations toward a confederate.
Although perspective taking was not required to solve the task
used in their study, Freundlieb et al. (2016) still found evi-
dence for it. In a later experiment, they demonstrated that this
process is modulated by the targeted person’s visual access
and is only present when the confederate can actually see the
stimuli (Freundlieb, Sebanz, & Kovács, 2017). On the basis of
these results, it seems that level 1 perspective taking could be a
precursor for level 2 perspective taking.

Our aim was to examine the degree to which visual per-
spective taking toward a nonhuman target, such as an avatar,
can be invoked in similar situations, when it is not necessary
to complete the given task. In comparison to Freundlieb et al.
(2016), who used a real person as a confederate, these avatar
tasks can be viewed as less social. The avatar is merely a
rough sketch of a person, and not an actual human being.
Depending on the cover story used and the exact properties
of the situation, an avatar is often more like a tool and less like
a social partner. On the basis of the spontaneous nature of
perspective taking, we expected it to be at least partly driven
by bottom-up processes, and therefore predicted that perspec-
tive taking could be invoked as a result of situational features,
even when the target was an avatar and not a person. Or, to put
it differently: In the correct circumstances, a person has no
choice other than to adopt the perspective of an avatar to some
degree, even when this process is not useful, or is potentially
detrimental, to the task at hand.

To quantify these changes in perspective, we incorporated
avatars as a target for perspective taking into a Simon task. It is
important to note that these avatars were irrelevant to the task
and could be seen as distractors. In the following paragraphs,
we will elaborate on the concept of stimulus–response com-
patibility in general and the Simon effect as a special case of
spatial compatibility, and show how these concepts are useful
to quantify perspective taking.

Stimulus–response compatibility
and the Simon effect

When performing a task, certain mappings of stimuli to re-
sponses result in faster reaction times and fewer errors than do
other mappings. Fitts and Deininger (1954) were the first to
examine these stimulus–response (SR) compatibility effects in
a systematic manner. They found that mappings in which the
stimuli and responses were spatially similar improved perfor-
mance relative to random mappings. The paradigms that are
used to examine such compatibility effects can be very simple
and often only feature two different stimulus and response

locations. When two different stimulus properties (such as
two different colors, or pitches of tones) indicate either
ipsi- or contralateral responses, an ipsilateral, and therefore
spatially corresponding, SR ensemble leads to better
performance than does a contralateral, and therefore
noncorresponding, one. In this case, the spatially correspond-
ing conditions can be identified as compatible, whereas the
noncorresponding conditions are incompatible. Spatial corre-
spondence is one of the strongest factors that causes compat-
ibility effects.

The examination of SR compatibility has long tradition,
and a wide variety of tasks have been used to study this phe-
nomenon. Some of the more prominent experiments were
conducted by J. R. Simon and colleagues: Simon and Small
(1969) used a mapping of high-pitched and low-pitched mon-
aural tones to left and right key presses, and Simon and Rudell
(1967) used the spoken words Bleft^ and Bright^ in a similar
fashion. The stimuli were randomly presented to the partici-
pants’ left and right ears. Although the stimulus location was
task-irrelevant, Simon and Small found a spatial congruency
effect between ear and response location (for a similar effect
using visual stimuli, see Brebner, Shephard, & Cairney, 1972).
Such a compatibility effect caused by the irrelevant position of
a stimulus is called a Simon effect (Hedge & Marsh, 1975; for
an overview, see Hommel, 2011).

Probably the best known theoretical framework for these
SR compatibility effects is the dimensional overlap model,
proposed by Kornblum, Hasbroucq, and Osman (1990). The
authors suggested that SR ensembles are compatible when the
dimensional overlap between the stimuli and responses is suf-
ficiently large. These overlaps often occur in the spatial di-
mension—for instance, on the horizontal, left–right dimen-
sion. Importantly, the overlapping dimensions do not have to
be relevant to the task itself, allowing the model to explain the
Simon effect. The only necessary condition for compatibility
effects is that the dimensional overlap be sufficiently large
(Kornblum et al., 1990). The model proposes that when a
dimensional overlap is present, stimulus features cause the
activation of corresponding responses via a direct and auto-
matic route. A stimulus on the right, for example, automati-
cally activates a right key press when the overlapping dimen-
sion is the horizontal position. A second and indirect route is
based on the mapping, often defined by an instruction. When
both routes call for the same response, the ensemble is com-
patible, and trials in which both routes lead to different re-
sponses are incompatible. Showing some similarities to the
overlapping dimensions in Kornblum’s model, other theoret-
ical frameworks have focused on the idea of common coding.
The theory of event coding (Hommel, 2015; Hommel,
Müsseler, Aschersleben, & Prinz, 2001), for example, argues
that perception and action share the same basic representation-
al units. This theory views perception and action planning as
being closely related, although functionally different. As a
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consequence, there should be no fundamental difference be-
tween stimulus and response codes, so that perception and
action can influence each other. In a Simon task, the stimuli
and responses share task-irrelevant features, such as spatial
information. For example, when participants should answer
a green stimulus with a left key press—regardless of stimulus
position—and the stimulus happens to appear on the left, the
stimulus position will lead to the abstract feature code
BLEFT.^ This feature code now facilitates motor responses
that use the same feature code, in this case a left key press. It
is important to note that responding to the same stimulus by
saying Bleft^would also create a response that shares the same
abstract BLEFT^ feature code, even though the response is not
bound to a physical location in space. Both responses could
therefore recruit the same feature code, even when the modal-
ity is different. The more feature codes that stimuli and re-
sponses have in common, usually, the higher is their resulting
degree of compatibility. Another framework for SR compati-
bility is the response discrimination account (Ansorge &
Wühr, 2004). In a series of experiments, Ansorge and Wühr
provided compelling evidence in favor of the idea that com-
patibility effects only arise when the responses are shown on
an axis that is also used to discriminate between responses. In
the majority of classical compatibility experiments, this is a
given. Often horizontal stimulus sets are combined with a
horizontal response set, so that the stimuli are indeed present-
ed on a discriminating axis. There are, however, some surpris-
ing compatibility effects that seem to defy most of the tradi-
tional explanations for SR compatibility.

Orthogonal compatibility

In a compatibility experiment, Bauer and Miller (1982)
assigned a horizontal stimulus set to a vertical response
set and observed a peculiar SR compatibility effect. The
right–up, left–down mapping resulted in faster reaction
times when the responses were performed with the right
hand. In contrast, a left–up, right–down advantage was
observed when participants responded using their left
hand. As a consequence, these mappings seemed to vary
in compatibility: For the right-hand condition, the com-
binations of down–left and up–right were compatible,
whereas the down–right and up–left combinations were
incompatible. For the left-hand condition, the compati-
bility associations were reversed.

Cho and Proctor (2005) observed a similar up–right map-
ping advantage by assigning stimuli that were positioned
above or below a fixation point to left or right responses.
This up–right/down–left advantage is usually smaller and
more volatile than classic compatibility effects and is known
as the orthogonal compatibility effect. Nishimura and
Yokosawa (2006) reported a 12-ms advantage in favor of

orthogonally compatible conditions, whereas Cho, Proctor,
and Yamaguchi (2008) weren’t able to observe this mapping
advantage in a similar setup. Overall the up–right/down–left
advantage in orthogonal mappings appears to be a lot smaller
than the regular Simon effect, and therefore is harder to
measure.

Although small, the orthogonal compatibility effect is
remarkable because there is no obvious relation between
the spatial properties of the stimuli and responses—no
overlapping dimensions. Weeks and Proctor (1990) pro-
posed a possible explanation for this effect by pointing
out that asymmetries in the coding process could explain
this effect. They argued that assigning positive and nega-
tive polarities to stimulus dimensions introduces compat-
ibility on an abstract level. A positive polarization can be
attributed to a higher salience of the top position, as com-
pared to the lower salience (and therefore negative polar-
ization) of the lower position on the vertical dimension.
Overall, right responses seem to be more salient than left
responses for right-handed people. However, a response
in the left dimension—for example, after the response
panel was shifted to the left—can cause higher salience
for left than for right responses. This explanation is
known as the salient-feature hypothesis (Cho & Proctor,
2003; Weeks, Proctor, & Beyak, 1995), and it manages to
close the gap in the dimensional overlap model by
reintroducing an overlap on the abstract dimension of po-
larity. This polarity of the spatial dimension, rather than
the spatial dimension itself, is now the relevant dimension
that causes the observed compatibility effects. Other re-
searchers have also been interested in the topic of orthog-
onal compatibility and have put forward other hypotheses
for its origin. Lippa and Adam (2001), for example, ar-
gued that end-state comfort might be an important factor
in orthogonal mappings, and that participants prefer map-
pings that lead to the more comfortable end state. They
demonstrated in their first experiment that the often found
up–right/down–left advantage is reversed when the re-
sponse panel is shifted to the left. This observation is still
in line with the salient-feature hypothesis, because the left
shift of the response panel could have caused an increased
salience for the left position. But in their following exper-
iment, Lippa and Adam managed to find conditions in
which a response panel on the right was also related to
an up–left advantage, a finding that is irreconcilable with
the salient-feature hypothesis.

Although compatibility effects are sometimes seen as prob-
lematic when examining the underlying mechanisms of per-
spective taking (May & Wendt, 2013), we will make the case
that they can be a valuable tool when determining whether
perspective taking occurs. Orthogonal compatibility effects
without an eccentricity manipulation are generally smaller
than compatibility effects with lateralized stimulus and
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response positions, so we decided that an orthogonal setup
would be more suitable to reveal compatibility changes based
on perspective taking with an avatar, because the orthogonal
compatibility is easier to influence and overcome than is its
lateralized counterpart. We will now lay out how a change of
SR compatibility as a result of the avatar presentation can be
an indicator of a change in the mental representation of a task.
We believe these compatibility changes can therefore be use-
ful as an objective performance measure to quantify perspec-
tive taking.

Avatars, perspective taking,
and compatibility

We aimed to investigate whether the presence of an avatar and
its orientation can change the mental representation of a task
as a result of visual perspective taking. An example of such an
avatar is shown in Fig. 1. When we take a look at both sce-
narios in the figure, we can see that there are two conflicting
ways to represent the location of the blue disc: On the one
hand, we can code it from our own point of view, and in this
case the disc would be on the left in the first panel and on the
right in the second one. Coding the stimulus from our own
perspective is usually the default assumption (Gardner &
Potts, 2011; Taylor, Flynn, Edmonds, & Gardner, 2016). On
the other hand, we could represent the stimulus position from
the avatar’s perspective. As a result, in both cases the disc
would be represented as on the left from the avatar’s view-
point. In the left panel, both representations lead to the same
outcome, and the stimulus would be represented as on the left.

In the right panel we have two conflicting representations. If
we assume that perspective taking is successful, the represen-
tation from the avatar’s point of view should overwrite the
egocentric representation. This switch in coding should be
measurable with the help of SR compatibility effects, in that
perspective taking should cause the 180°-rotated condition on
the right, in which the stimulus is on the avatar’s left, to acti-
vate a left response. This condition should therefore be com-
patible with a left key press. Without perspective taking, we
would expect that the stimulus on the right would activate a
right response. This right key press should be compatible be-
cause it is spatially corresponding to the stimulus from our
own point of view. To demonstrate these effects, we aimed
to influence the typically observed effects in Simon tasks by
introducing into the paradigm avatars with which the partici-
pants could identify. These avatars could also be seen as
distractors that would carry spatial information in a similar
way to how the target stimuli do. However, there is a crucial
difference between avatars and targets in a Simon task: Both
the avatars and stimuli carry spatial information that is irrele-
vant to the task, but the targets themselves still contain task-
relevant features, whereas the avatars do not. It might there-
fore be easier to ignore the avatar position than the stimulus
position. The avatars also might resemble an accessory stim-
ulus (for an example of the use of accessory stimuli, see
Nishimura & Yokosawa, 2010), but in contrast to typical ac-
cessory stimuli, the avatars would remain visible throughout
the experiment, and not suddenly appear before stimulus
presentation.

The issue of SR compatibility in the context of visual
perspective taking has been raised before by other authors.
May and Wendt (2013), for example, pointed out that in the
paradigms that are typically used to observe perspective
taking, the participant is often required to judge on which
side of a body a certain object is presented. These tasks
therefore often contain only ipsilateral responses, and
therefore cannot accurately determine the influence of spa-
tial compatibility on these measurements. The combination
of a compatibility task and a perspective-taking task seems
to be a logical step to bridge this gap, and so allow us to
observe how SR compatibility is affected by perspective
taking. If perspective taking with an avatar changes the
spatial compatibility relations, this would be observable
as a dependency of the spatial compatibility on the position
of the avatar. Such a result could therefore be interpreted as
evidence that the mental representation of the task had
changed.

The goals of this study were to further our understanding of
visual perspective taking and to demonstrate the usefulness of
the Simon effect as a tool to quantify visual perspective taking.
We alsowanted to show that perspective taking can occur with
regard to targets that are task-irrelevant and that do not engage
in actions on their own.

Fig. 1 Avatars in egocentric (0° rotation; left) and rotated (180° rotation;
right) perspectives. In both cases the blue disc is on the avatar’s left, but
from the perspective of the viewer, the disc changes position from left to
right.
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Experiment 1

In Experiment 1, we examined whether the orthogonal Simon
effect could be influenced by perspective taking toward an
avatar that was present during the task. The avatar itself was
placed to the left or right of a vertically arranged stimulus set
(Fig. 2), manipulated by rotating the avatar 90° clockwise
(referred to as B90°^) or 90° counterclockwise (referred to as
B– 90°^), respectively, from the participant’s position. When
the avatar is displayed on the left-hand side of a vertical set of
stimuli (90° rotation) facing the central fixation point, stimuli
presented above the fixation point can be coded as Bleft^ from
the avatar’s point of view. This causes a spatial correspon-
dence to a key press on the participant’s left. This particular
scenario can be seen in light of the response discrimination
account (Ansorge & Wühr, 2004), and a compatibility effect
relative to the avatar’s point of view would indicate that the
stimuli are presented on a response-discriminating axis.

We expected a change in the frame of reference in which
the stimulus position was coded relative to the avatar’s mid-
line instead of the person’s own. As a result, the responses and
stimuli would be coded on the same dimension and could
therefore share spatial features. If this were the case, the result
would be a dimensional overlap that would cause a spatial
compatibility effect similar to the effect in a classic setup with
left and right stimuli and responses. To put this in terms of the
theory of event coding: Both the stimulus and response would
now relate to the same, abstract feature code. We therefore
believed that this avatar-related modification of the measured
compatibility effects would allow inferences about the nature
of the spatial codes formed and would therefore provide an
objective performance measure to quantify the degree of per-
spective taking. Overall, a match between response and stim-
ulus codes of some kind would be the most straightforward
explanation if we were to observe such an avatar-based com-
patibility effect.

Additionally, we instructed half of the participants to imag-
ine controlling the avatar’s hands and to adopt its point of

view while performing the task (steer group), in order to
examine whether the effect would be subject to top-down
modulation. To accomplish this, the participants had to
perform a mental self-rotation of 90° either clockwise or
counterclockwise (i.e., – 90°), to mentally align them-
selves with the left or right avatar position, respectively.
When the avatar was presented on the left side, its left
hand was pointing toward the upper stimulus position
and its right hand toward the lower, resulting in an asso-
ciation that would oppose the usually advantageous and
compatible up–right combination. If the avatar were on
the right side, the resulting association would correspond
to the established up–right, down–left advantage. The oth-
er half of the participants were instructed to ignore the
avatar while performing the same task (ignore group).
Both groups differed only in terms of the instructions.

Franz, Sebastian, Hust, and Norris (2008) found evidence
that perspective taking is independent of central processing,
and is therefore not subject to a central processing bottleneck
when combined with tasks that require the allocation of cen-
tral processing resources, such as the retrieval of SR map-
pings. However, this is apparently only the case in tasks with
rotations up to 60°. Since the rotations in the present experi-
ment were 90° and – 90°, they were most likely associated
with cognitive effort, and therefore subject to capacity limita-
tions (Janczyk, 2013). As a consequence, perspective taking
should be related to higher overall reaction times when com-
pared to ignoring the avatar, because processing of the SR
mapping and perspective taking would both demand central
capacity. This would make perspective taking an overall un-
economical strategy that should be avoided in order to maxi-
mize performance. However, this conclusion would only be
applicable if perspective taking is voluntary and subject to a
sufficient degree of top-down modulation. We expected top-
down modulation to be relevant and to observe a higher
amount of perspective taking in the steer group than in the
ignore group, on the basis of observations in an experiment
that had used a comparable manipulation with different

Fig. 2 Examples of the conditions in Experiment 1. (Left) 90° rotation, here with a light blue stimulus on top. (Right) – 90° rotation, here with a dark blue
stimulus on top.
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instructions in non-Simon perspective-taking tasks (Böffel &
Müsseler 2018, Müsseler, Ruland, & Böffel 2018).

Hypotheses

We believed that the typical up–right/down–left advan-
tage of orthogonal SR ensembles would be overwritten
by a Simon effect defined by the avatar’s point of view:
When the avatar was presented on the right, we expect-
ed an advantage for up–right/down–left pairs, but when
the avatar was on the left, an advantage of up–left/
down–right ensembles was predicted, as a result of per-
spective taking. Because orthogonal compatibility is
defined by the typical up–right/down–left advantage,
our predicted effect would manifest itself in the form
of an interaction between the factors orthogonal com-
patibility and avatar rotation. We further predicted that
this interaction would be influenced by the instructions
used, with larger effects with the steer than with the
ignore instructions.

Method

Participants and sensitivity In total, 24 students (22 female,
two male) from RWTHAachen University, with a mean age
of M = 24.2 (SD = 8.4), participated in this experiment for
course credit or a monetary compensation of €5. All partic-
ipants of the present and the following experiments had
normal or corrected-to-normal vision and gave informed
consent to the terms of data collection, use, and storage,
in accordance with the Declaration of Helsinki (World
Medical Association, 2013).

The total sample size allowed for a detection of compati-
bility effects of about ηp

2 = .26 overall and about ηp
2 = .45

within each group individually, with a power of (1 – β) = .80
according to G*Power (Faul, Erdfelder, Lang, & Buchner,
2007). For a comparison, the effect observed in the
perspective-taking task of Freundlieb et al.’s (2016) experi-
ment had an effect size of ηp

2 = .44. All effect sizes (ηp
2)

reported in this study incorporate correlations between paired
measures (Lakens, 2013).

Apparatus and stimuliMatlab and the Psychophysics Toolbox
extension, version 3.0 (Brainard, 1997; Pelli, 1997), were
used to control the experiment. The stimuli were presented
on a 22-in. CRT monitor (Iiyama Visionmaster Pro 514, with
a resolution of 1,024 × 768 pixels at 100 Hz). The participants
were seated approximately 70 cm in front of the monitor and
responded with their left and right index fingers on left and
right response keys, each in a distance of 5 cm from the par-
ticipant’s midline.

Dark blue (RGB 36 115 254) and light blue circles (RGB
98 193 254), each with a diameter of 50 pixels (1.79°), were

used as the targets, presented at a distance of 45 pixels (1.61°)
above or below a central fixation cross in front of a gray
background (RGB 155 155 155). The avatar covered an area
of roughly 240 × 200 pixels (8.73° × 8.56°) and was posi-
tioned in such a way that its hands would point toward the
stimulus positions from either the left or the right side facing
the fixation cross (Fig. 2). The avatar positions were achieved
by rotating the avatar by 90 and – 90°. The avatar position was
blocked so that it was switched after the first half of the ex-
periment. The mapping of light and dark blue stimuli to left
and right responses and the starting positions of the avatar
were counterbalanced between participants.

Procedure The experiment was conducted in a dimly lit
room. After being informed of the terms of data collection
and storage, half of the participants were instructed that the
avatar was irrelevant to the task and were asked to ignore it
(ignore group), and the other half were told to adopt the
avatar’s point of view and imagine steering the avatar’s
hands (steer group). Regardless of the instructions used,
the avatar did not show any visual action effect after a
key press. As a consequence, the differences between the
groups were based solely on the two different instructions.

Each participant performed two blocks, with a right (–
90°) or a left (90°) avatar position, respectively. Each of
these two main blocks started with 20 practice trials and
was followed by eight subblocks with five repetitions of
each condition. The order of trials was randomized within
each subblock, and the order of the initial avatar position
and the mapping of light and dark blue stimuli to left and
right responses was counterbalanced between participants.
Each condition was repeated 40 times over the course of
the experiment, resulting in a total of 320 trials per par-
ticipant. The participants needed between 20 and 30 min
to complete the experiment.

Each individual trial started with the presentation of the
fixation cross and the avatar, which remained visible
throughout the experiment. After a delay of 750 ms, tar-
gets were presented above or below the fixation cross. If a
response was incorrect, slower than 1,000 ms, or faster
than 100 ms, it was labeled as an error and followed by
a feedback tone. The waiting period between the response
and the beginning of the next trial was 1,500 ms, which
increased by an additional 1,500 ms after an error had
occurred.

DesignWe labeled the up–right and down–left SR ensembles
as compatible, and the down–right/up–left pairings as incom-
patible, in reference to the orthogonal Simon effect. This re-
sulted in a 2×2×2 design with the within-subjects factors or-
thogonal compatibility (incompatible vs. compatible) and av-
atar rotation (90° vs. – 90°), and the between-subjects factor
instructions (steer vs. ignore).
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Results and discussion

Reaction times (RTs) longer than 1,000 ms or shorter than 100
ms were regarded as errors and were removed from the anal-
yses. A total of 20 trials (0.26%) were excluded in this way,
along with 151 false responses (1.97%), for a total of 171
errors (2.23%). The mean RTs and percentage errors were
analyzed separately using 2×2×2 mixed design analyses of
variance (ANOVAs) with repeated measurements on two
factors.

Reaction times The instructions factor did not cause a sig-
nificant main effect or interaction with the other factors
(all ps > .25). A significant interaction between the posi-
tion of the avatar and orthogonal compatibility was ob-
served, with F(1, 22) = 14.81, p < .001, ηp

2 = .40. The
up–right advantage was 16 ms when combined with the –
90° avatar rotation, and – 15 ms with the 90° avatar ro-
tation, reversing the orthogonal compatibility effect when
the avatar was presented to the left of the stimulus set
(Fig. 3). Post-hoc two-tailed t tests showed that both ef-
fects differed significantly from zero, with t(23) = – 2.55,
p = .018, and t(23) = 3.49, p = .002, respectively. No
other significant RT effects were observed.

Percentage errors A significant interaction between the
factors avatar position and orthogonal compatibility
was observed, with F(1, 22) = 26.65, p < .001, ηp

2 =
.55. The up–right advantage amounted to 1.4% for an
avatar position on the right (– 90°), and to – 1.2% for
an avatar on the left (90°), again reversing the orthog-
onal compatibility effect in the left avatar position.
Two-tailed post-hoc t tests showed that both effects dif-
fered significantly from zero, with t(23) = 3.76, p =
.001, and t(23) = – 2.60, p = .016, respectively. Other
significant effects were not observed.

No significant differences between the steer and ignore
instructions were observed in terms of either mean RTs or
percentage errors. The further lack of a significant interac-
tion between the factors instructions, orthogonal compati-
bility, and avatar rotation was contrary to our initial hy-
pothesis of significant top-down modulation of perspective
taking by instructions. We therefore cannot reject the null
hypothesis with sufficient confidence. This shows that the
top-down modulation of the effect was most likely unsuc-
cessful, and might therefore underline the importance of
stimulus-driven, bottom-up processing for perspective tak-
ing. However, these results cannot completely rule out an
influence of the instructions. If we were to assume that the
effect size of the three-way interaction on the population
level was close to an observed ηp

2 = .05, the experiment
would lack the power to reliably detect an effect of this
magnitude. Because the effect was most likely very small
at best, however, we will treat both instructions as largely
interchangeable. Overall, this is a surprising finding and
could point to the conclusion that the participants in the
ignore group were in fact unable to ignore the avatar. One
alternative view would be that the steer group also ignored
the avatar, contrary to the instructions, but we believe that
the observed influence of the avatar rotation supports the
first explanation. If both groups had been able to ignore the
avatar, its rotation should not have mattered for SR com-
patibility. There is another explanation, however: It is pos-
sible that the participants in both groups knowingly
attended to the avatar, and that one group ignored the ig-
nore instructions. This could have been the result of a
resource-saving strategy in the ignore group. If perspective
taking is the natural way to interact with these scenarios
and has to be suppressed, actively ignoring the avatar
might potentially be associated with cognitive control.

Although ignoring the avatar could help eliminate the ad-
ditional costs of conditions that were noncorresponding from
the avatar’s point of view, it would also eliminate the potential
benefits in conditions that spatially corresponded with the per-
spective taking. If these effects are symmetrical, then there
would be no overall advantage of the ignore strategy, so using
additional resources to pursue it would be inefficient. Overall,
we think that if the participants were able to ignore the avatar
effectively, we would have been unable to measure any influ-
ence of the avatar and its rotation on orthogonal compatibility.

Furthermore, we managed to eliminate the up–right/down–
left advantage expected in orthogonal mappings. In the con-
flict of orthogonal and avatar-induced compatibility, the avatar
compatibility came out on top and effectively overwrote the
orthogonal compatibility effect. This is especially remarkable
because not only was the avatar’s position irrelevant to the
task, but so was the avatar itself. This points us to the conclu-
sion that perspective taking did take place, even though it was
unnecessary. Combined with the results regarding the

Fig. 3 Mean reaction times (RTs; thick lines) and error rates (thin lines) as
a function of orthogonal compatibility and avatar rotation. Error bars
represent 95% within-subjects confidence intervals (Morey, 2008).
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instructions, it seems very likely that perspective taking with
avatars may be an involuntary and spontaneous process.
Because of its requirement for central capacity, it could poten-
tially reduce the performance in the primary task.

However, if we look back at the theories regarding orthog-
onal compatibility, there was an alternative explanation to
consider: The effects could also be explained using the
salient-feature hypothesis (Weeks & Proctor, 1990; Weeks et
al., 1995). The avatar position could have increased the sa-
lience of the corresponding pole of the spatial axis and caused
a shift in polarity. When the avatar was presented on the left
side, it would make the left location more salient and associate
it with positive polarity. If this were the case, the shift in
polarity could lead to the up–left/down–right mapping being
compatible in terms of polarity. In the second experiment, we
aimed to address this possibility and try to differentiate be-
tween perspective taking and salient-feature coding as two
possible explanations of the effects observed in Experiment 1.

Experiment 2

In this experiment we wanted to show that the increased sa-
lience of the location where the avatar was presented was
insufficient to explain the reversal of orthogonal compatibility
observed in Experiment 1. Weeks and Proctor (1990) argued
that orthogonal compatibility is the result of the corresponding
polarity between up–right- and down–left-oriented SR ensem-
bles. The presentation of a distractor such as the avatar would
probably increase the polarity of the hemifield it was present-
ed in, resulting in a positive polarity of the Bleft^ position
when the avatar was also presented on the left side. To contrast
this idea with the perspective-taking hypothesis, we modified
the first experiment by replacing the avatar with geometric
figures that should have also increased the salience of the
location they were presented at, but without inducing perspec-
tive taking. If the mere presence of a stimulus on the left side
of the targets causes a shift of the left side’s polarity toward
positive values, the same effect should be achievable by pre-
senting easily noticeable, and therefore salient, geometrical
figures.We used two different alternative distractors to replace
the avatar in the first two blocks of the experiment: a black
disc and an arch (Fig. 4). We expected the avatar effect to be
more closely related to perspective taking than to a shift in
polarity, and to observe a differential effect of the distractor
types.

Hypotheses

In the conditions that used the avatar as a distractor, we pre-
dicted a replication of the first experiment’s results. In con-
trast, we expected to observe a significantly reduced influence
of the other distractors as compared to the avatar. This

prediction should be observable in the form of a significant
interaction between the factors distractor type, orthogonal
compatibility, and distractor rotation.

Method

Participants and sensitivity Sixteen naive students (14 female,
twomale) from the same pool as in Experiment 1, with a mean
age of M = 22.4 (SD = 4.4), participated in the experiment.
Participation was compensated with course credit. On the ba-
sis of the observations in Experiment 1, we assumed that the
population effect size of the interaction between avatar rota-
tion and orthogonal compatibility is close to the measured
effect size of ηp

2 = .40. According to G*Power (Faul et al.,
2007), a sample size of 16 participants would suffice to mea-
sure effects of this magnitude. This sample size would yield a
power of (1 – β) = .84, assuming a true effect size of ηp

2 = .40.

Apparatus, stimuli, and procedure The experimental setup
used was similar to that of Experiment 1 and was based on

Fig. 4 Schematic examples of the conditions in Experiment 2: (Top)
Distractor disc. (Middle) Distractor arch. (Bottom) Distractor avatar.
Only the 90°-rotated conditions with dark blue targets are shown.
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the same hardware and software used for stimulus presenta-
tion. We also used the same target positions and distractor
(avatar) rotations described above. We used two different col-
ored squares instead of discs as the target stimuli, with a length
andwidth of 24 pixels (0.86°) and the same light and dark blue
color as in Experiment 1. This change was made in order to
use a round distractor that was perceptually similar to the
avatar’s head without introducing an overlap between
distractor and target in the dimension of shape.

The experiment consisted of three blocks in which
different distractors were presented on the left or right
side of the fixation cross (Fig. 4). The distractor location
was changed after half the trials in each block, and half
of the participants started with a left and the other half
with a right distractor position. In the first block, this
distractor was a black disc (50 pixels, 1.79°), presented
at a 125-pixel (4.46°) distance from the fixation cross in
the middle of the screen. In the second block, a black
arch replaced the circle, with a gestalt similar to the
avatar’s arm span, and in the third block the same avatar
was used as in Experiment 1. In the third block we there-
fore aimed to replicate the first experiment’s effects,
while contrasting them with a possible salience—or po-
larity-based—effect. All participants performed all three
blocks in the same order (disc–arch–avatar). We did not
balance the order of distractors between participants, be-
cause we assumed that early presentation of the avatar
would lead to a different interpretation of the distractors
in the following blocks. This could potentially lead the
participant to interpret the curved line as arms or the
circle as a head, effectively rendering our manipulation
inconsequential.

In contrast to Experiment 1, we instructed all participants to
ignore the displayed distractors. This made the same instruc-
tions applicable to all distractor types, which was more useful
than using a steer instruction that could differentially have
affected the interpretation of the distractors. No other remarks
regarding the shape or meaning of the distractors were given.

Design We continued to label the up–right and down–left SR
ensembles as compatible and the down–right/up–left ensem-
bles as incompatible. The result was a 2×2×3 design with
three within-subjects factors: orthogonal compatibility (in-
compatible vs. compatible), distractor rotation (90° vs. –
90°), and distractor type (disc vs. arch vs. avatar).

Results and discussion

The mean RTs and percentage errors were analyzed separately
using repeated measure ANOVAs. Applying the same RT
criterion as in Experiment 1, a total of 82 trials (0.7%) were
excluded, along with 293 false responses (2.3%), for a total of
375 errors (3.0%).

Reaction times A significant interaction of the factors or-
thogonal compatibility and distractor rotation was ob-
served, with F(1, 15) = 8.24, p = .012, ηp

2 = .35. A rotation
of – 90° (distractor on the right) was associated with an
orthogonal compatibility effect of 6 ms, and a rotation of
90° (distractor on the left) produced an orthogonal compat-
ibility effect of – 5 ms. This interaction was significantly
modulated by the factor distractor type. The observed in-
fluences of distractor rotation and orthogonal compatibility,
already found in Experiment 1, were only present in the
block that used the avatar (Fig. 5), resulting in a three way
interaction, with F(2, 30) = 4.43, p = .021, ηp

2 = .23. The
numerically largest compatibility effects were observed
when the avatar was used as a distractor: 14-ms advantage
of incompatible conditions in the – 90° rotation, and 14-ms
advantage of compatible mappings in the 90° rotation, rep-
licating the results of the first experiment.

We further observed a tendency toward a main effect of
distractor type, F(2, 30) = 3.18, p = .056, ηp

2 = .18, or put
differently, an increase of mean RTs over the course of the
experiment: The distractor disc was associated with the fastest
(Mdisc = 450ms), the distractor arch with intermediate (March =
456 ms), and the distractor avatar (Mavatar = 460 ms) with the
slowest mean RTs.

Percentage errors We observed a significant interaction be-
tween the factors orthogonal compatibility and distractor ro-
tation, F(1, 15) = 11.90, p = .004, ηp

2 = .44, with larger ad-
vantages of orthogonally incompatible mappings in the – 90°
conditions. The results further showed a marginal main effect
of distractor type, F(2, 30) = 2.70, p = .083, ηp

2 = .15, with
increasing error rates over the course of the three blocks.

The results of Experiment 2 support our hypothesis that the
observed avatar influence on orthogonal compatibility is a
result of perspective taking rather than of a shift in polarity,
because the compatibility relations observed in Experiment 1

Fig. 5 Mean reaction times (RTs; thick lines) and error rates (thin lines) as
a function of orthogonal compatibility, distractor type, and distractor
rotation. Error bars represent 95% within-subjects confidence intervals
(Morey, 2008).
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were only present when the avatar was used as a distractor.
The observedmain effects of distractor type canmost likely be
attributed to fatigue over the course of the experiment.

Experiment 3

The previous two experiments showed that participants
tend to adopt the perspective of rotated avatars with or-
thogonal stimulus positions. In the present experiment, we
extended the avatar rotations in order to observe perspec-
tive taking with larger angular disparities. Because the
stimuli were rotated along with the avatar, this change
also introduced lateralized stimulus positions. This led to
varying degrees of spatial correspondence on the horizon-
tal axis and set the bar higher for an avatar-based compat-
ibility effect. Although the orthogonal Simon effect is
usually weak, the standard Simon effect with lateralized
mappings is very robust. We wanted to test whether the
measured avatar influence can also challenge this strong
effect. We expected to measure an influence of the avatar,
but predicted that it would be reduced in conditions with
further lateralized stimulus positions, because of a greater
dimensional overlap between the stimulus and response
locations. Larger angular disparities are also associated
with increased effort in perspective taking, and this should
make perspective taking even less desirable.

To achieve our experimental goals, the avatar and stimulus
locations were rotated by 15°, 75°, 105°, and 165° clockwise,
from the participant’s view (Fig. 6), where the 15° and 165°
conditions were associated with a stronger lateralization of the
stimulus locations than were the 75° and 105° conditions. We
used 15° and 165° instead of 0° and 180° in order to include
two conditions that had the same degree of stimulus laterality
as each other and were comparable to the spatial relations in a
typical Simon task, while avoiding the 0°/180° conditions,
which could lead the participant to interpret the scene as being
mirrored instead of rotated. This would be problematic, be-
cause people usually tend to prefer a mirror explanation over
rotation in such scenarios (Sutter & Müsseler, 2010).

Hypotheses

On the basis of the results of the previous experiments, we
expected to observe a Simon effect defined by spatial corre-
spondence as seen from the avatar’s point of view. This pre-
dicted effect would bemeasurable in the form of an interaction
between the factors spatial correspondence and avatar rota-
tion. We expected an advantage of spatially corresponding
conditions with rotations of 15° and 75°, but an advantage
of spatially noncorresponding conditions with avatar rotations
of 105° and 165°, and therefore to find a Simon effect based

on the spatial correspondence as seen from the avatar’s point
of view, rather than from the participant’s own perspective.

Method

Participants and power In total, 16 students (15 female, one
male) with a mean age of M = 24.5 years (SD = 9.5) partici-
pated in this experiment for course credit. This sample size
would yield a power of (1 – β) = .84, assuming an effect size
of ηp

2 = .40.

Apparatus, stimuli, and procedure We used the same method
as in the previous experiments but the disc-type stimuli from
Experiment 1. We changed the degree of rotation of the avatar
and the stimuli to 15°, 75°, 105°, and 165° clockwise from the
participant’s point of view (Fig. 6). We created four different
sequences of these rotations that were balanced using the
Latin square. Each of the four resulting sequences was com-
pleted by four participants, who were all presented with the
steer instruction from Experiment 1, in order to make this
experiment comparable to a planned follow-up (Exp. 4) that
would introduce action effects and include actual steering of
the avatar’s hands by the participants.

As in the previous experiments, the avatar rotations were
presented blockwise. Each block started with 20 practice tri-
als, and each condition was repeated a total of 40 times
throughout the experiment, amounting to a total of 640 trials

Fig. 6 The four different avatar rotations used in Experiments 3 and 4
(top to bottom: 165°, 105°, 75°, and 15°).
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per participant, excluding practice trials. The participants
needed about 45 min to complete the experiment.

Design The factor spatial correspondence was defined from
the participant’s point of view. The result was a 2×4 design
with two within-subjects factors: spatial correspondence
(noncorresponding vs. corresponding) and distractor rotation
(15°, 75°, 105°, and 165°).

Results and discussion

Overall, 67 trials (0.65%) were marked as errors on the basis
of the same RT criterion as in the previous experiments. In
addition, 354 trials had incorrect responses (3.46%), for a total
of 421 errors (4.11%). RTs and percentage errors were ana-
lyzed separately using repeated measures ANOVAs and are
shown in Fig. 7. We observed a significant influence of the
factor spatial correspondence on the mean RTs, F(1, 15) =
6.60, p < .021, ηp

2 = .31, which overall favored spatially
corresponding SR ensembles (Mnoncorr = 462 ms vs. Mcorr =
452 ms). No other significant effects were observed.

The results indicated a Simon effect aligned with spatial
correspondence from the participant’s point of view and inde-
pendent of the avatar’s rotation. This was contrary to our pre-
diction, and we therefore had to reject our hypothesis. The
most straightforward conclusion is that perspective taking
did not take place at higher angular disparities, and that par-
ticipants simply ignored the avatar. This explanation is sup-
ported by the fact that no significant increase in RTs was
observed with larger rotations, as would be expected in the
case of perspective taking. Since the avatar was irrelevant to
the task, it was much easier not to adopt its perspective in
order to free central capacity that could be used to complete
the response selection stage of the task. In the subsequent
experiment, we introduced conditions that should make it

more difficult to ignore the avatar, with the goal of provoking
perspective taking in conditions in which it was not observed
in this experiment.

Experiment 4

In Experiment 4 we aimed to increase the avatar’s influence
by providing it with appropriate action effects, in the form of
hand movement. The avatar’s hand movements corresponded
to the participant’s response hand (left key presses were
followed by movements of the avatar’s left hand, and vice
versa for right key presses), to strengthen the feeling of control
over the avatar, and thereby the sense of agency. We expected
this change to force the avatar’s movement to be included in
the participant’s action code as a result of action effect antic-
ipation. With this change, the avatar still remained irrelevant
to the task; its hand movements, however, did become a rele-
vant tool for action control—for example, as a means to mon-
itor the response’s correctness and the registration of the re-
sponse by the apparatus. We expected that the irrelevant spa-
tial position of the avatar would become part of the event code,
in the same way that irrelevant spatial information related to
the target is incorporated into its feature code. To realign the
location of effector and its action effect, perspective taking
should take place.

Hypotheses

We predicted that the inclusion of action effects would lead to
a reappearance of the avatar’s influence that had been ob-
served in the first two experiments, which would renew the
hypotheses made in Experiment 3.

Method

Participants and power In total, 16 students (13 female, three
male) with a mean age of M = 22.1 years (SD = 3.6) partici-
pated in this experiment for course credit. Because the sample
size was the same as in Experiment 3, it would also lead to a
power of (1 – β) = .84, assuming an effect size of ηp

2 = .40.

Stimuli, procedure, and design These were the same as in
Experiment 3; only an action effect of the avatar was added,
increasing the correspondence of the hand to the participant’s
response. The hand movement occurred as soon as possible
after the corresponding key press (with the next valid frame),
and the hand remained in this position until the start of the
following trial.

Fig. 7 Mean reaction times (RTs; thick lines) and error rates (thin lines) as
a function of spatial SR correspondence and avatar rotation. Error bars
represent 95% within-subjects confidence intervals (Morey, 2008).
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Results and discussion

Overall, 66 trials (0.64%) were marked as errors, on the basis
of the same RT criteria as in the previous experiments. In
addition, 347 trials had incorrect responses (3.39%), for a total
of 413 errors (4.03%).

Reaction timesWe found a marginally significant effect of the
factor spatial correspondence, with F(1, 15) = 4.16, p = .059,
ηp

2 = .22: Spatially corresponding trials were associated with
faster mean RTs overall, as compared to noncorresponding
trials (Mcorr = 455 ms, Mnoncorr = 461). We further observed
a significant interaction between the factors degree of rotation
and spatial correspondence, with F(3, 45) = 26.54, p < .001,
ηp

2 = .64. The mean RTs, shown in Fig. 8, display a reversal of
the Simon effect for degrees of rotation larger than 90°.
Although we did not find a significant main effect of the factor
rotation, overall a trend was observed, connecting higher de-
grees of rotation to slower RTs,F(3, 45) = 2.26, p = .094, ηp

2 =
.13.

Percentage errors We observed a significant interaction be-
tween the factors spatial correspondence and rotation,
F(1.88, 28.23) = 6.05, p = .007, ηp

2 = .29 (degrees of freedom
were Greenhouse–Geisser adjusted as a result of sphericity
violation). The results are in line with the RT data, pointing
toward a reversal of the Simon effect in conditions with 105°
and 165° avatar rotations.

Combined analysis of Experiments 3 and 4 To estimate the
effect size of the action effect manipulation, the mean RTs and
percentage errors of the previous two experiments were jointly
analyzed is a 4×2×2 mixed ANOVA, with the within-subjects
factors avatar rotation and spatial correspondence, and the
between-subjects factor action effect.

We observed a significant three-way interaction of spatial
correspondence, rotation, and action effect in mean RTs, F(3,

90) = 11.38, p < .001, ηp
2 = .28, which shows how strongly the

interaction between spatial correspondence and avatar rotation
was influenced by the presence of action effects. Without ac-
tion effects, compatibility was based on spatial correspon-
dence from the participant’s point of view, but after action
effects were added, compatibility sided with spatial correspon-
dence as seen from the avatar’s perspective instead. This effect
was complemented by an interaction of spatial correspon-
dence, rotation, and action effect in percentage errors, al-
though the effect was smaller, F(3, 90) = 3.23, p = .043, ηp

2

= .10 (degrees of freedom were Greenhouse–Geisser-adjusted
as a result of sphericity violation). No significant effects other
than the ones reported in the separate analyses were found.

These results support our hypothesis that action effects did
nudge participants into taking the avatar’s perspective, which
was clearly demonstrated by the reversal of the Simon effect
in avatar positions that were rotated by 105° and 165°.
Surprisingly, this change in compatibility relationships was
not accompanied by a significant overall increase in RTs with
increased angular disparity, although a trend was observed (p
= .09). If we take a look at the RT pattern in Fig. 8, the
conditions that are compatible from the avatar’s point of view
(15° compatible, 75° compatible, 105° incompatible, and
165° incompatible) show a different dependency on rotation
than in the conditions that are incompatible from the avatar’s
viewpoint. An exploratory AVOVA of the avatar-compatible
condition RTs with only the factor rotation was performed to
investigate this, and the influence of rotation was highly sig-
nificant, F(3, 45) = 5.51, p = .003, ηp

2 = .27. The correspond-
ing analysis of the avatar-incompatible conditions did now
show such an effect, F(3, 45) = 0.26, p = .85, ηp

2 = .02. This
suggests that the participants might have approached the task
differently on a trial-by-trial basis. They may have used per-
spective taking if it led to a compatible situation, resulting in
an increase of the mean RT with rotation, but not if the result
was incompatible from the avatar’s perspective. In this way,
they were able to reap the compatibility benefits without the
additional costs of incompatible conditions after perspective
taking. Overall, such a combination of strategies should be the
most beneficial, but it was unexpected that participants would
be able to switch between the two so quickly.

General discussion

Overall, the results lead us to the conclusion that perspective
taking can be invoked toward avatars, even when the avatar is
not relevant to the task. However, it also became apparent that
this process is influenced by the characteristics of the situation
at hand.

The results of Experiments 1 and 2 indicate a general ten-
dency to alter the frame of reference in order to create a di-
mensional overlap between the stimuli and responses, when

Fig. 8 Mean reaction times (RTs; thick lines) and error rates (thin lines) as
a function of spatial SR correspondence and avatar rotation. Error bars
represent 95% within-subjects confidence intervals (Morey, 2008).
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they are orthogonal. Lippa and Adam (2001) attributed the
tendency to perform a mental self-rotation in orthogonal map-
pings to increased comfort with the rotation outcome. It allows
the participants to recode left/right–up/down stimulus–re-
sponse pairs as left/right, compatible/incompatible pairs.
Because this representational shift effectively eliminates the
up–down axis from the equation, perspective taking might be
a valid mechanism to reduce the number of relevant dimen-
sions, which is possibly advantageous for working memory
allocation. Our results show that participants prefer the direc-
tion of realignment suggested by the avatar over the naturally
occurring tendency to map the up and down positions to right
and left positions, respectively. These results are in accordance
with Freundlieb et al. (2016), who observed a similar compat-
ibility effect defined by the position of a confederate.
However, one major difference between Freundlieb et al.’s
(2016) study and this one is that the avatars we used in the
first experiments did not perform a task themselves. Although
perspective taking might be useful in order to understand and
interpret a confederate’s actions (Tversky & Hard, 2009), this
aspect was most likely irrelevant in our experiments, and
probably is not a necessary condition for visual perspective
taking overall. This also raises some questions about the im-
portance of theory of mind for visual perspective taking.

On the basis of the second experiment, we concluded that a
shift in spatial polarity alone, as proposed by Weeks and
Proctor (1990), was insufficient to explain the observed com-
patibility effects in Experiment 1. We currently believe that
perspective taking and the resulting different stimulus coding
is the most straightforward explanation for the observed ef-
fects. Looking back at the major theories of stimulus–response
compatibility, the results allow us to make the following ob-
servations. On the basis of the dimensional overlap model of
Kornblum et al. (1990), the measured compatibility effects
point to a dimensional overlap that is caused by the avatar,
showing that the avatar is fundamentally different from the
other distractors used in the second experiment. It appears
the stimuli were coded from the avatar’s point of view as
either right or left, and therefore had a dimensional overlap
with the right or left responses. This dimensional overlap was
absent with other distractors, for which therefore no compat-
ibility effects were observed. With regard to the theory of
event coding, we think that stimuli and responses activate
the same feature codes in conditions that are spatially corre-
sponding from the avatar’s point of view.When we look at the
response discrimination account of Ansorge andWühr (2004),
we can draw a similar conclusion. In our first two experi-
ments, the account would predict no Simon effect without an
alteration of stimulus coding, because the stimuli appear on
the vertical axis whereas the responses are made on the hori-
zontal. But with the avatar present, we did indeed find a com-
patibility effect, suggesting that the stimulus position were
part of the axis that discriminated between responses. This

avatar-based compatibility effect can be reconciled with the
response discrimination account if we accept that the stimulus
positions were represented from the avatar’s point of view
instead of the person’s. The stimuli were represented on the
horizontal axis instead, the same axis that discriminated be-
tween responses and the avatar again caused a match between
stimuli and responses that was not present before. In essence,
the first two experiments show that compatibility based on the
avatar’s point of view is crucial when it in conflict with the
orthogonal Simon effect. Contrary to the labels we used in our
experiments, the faster conditions should be labeled as com-
patible, which should be defined on the basis of the avatar’s
point of view; the labeling based on the orthogonal Simon
effect should be abandoned.

However, the situation is different when the stimulus and
response positions were already lateralized (Exps. 3 and 4)
and larger angular disparities had to be overcome to realign
oneself with the avatar. Here, stimuli and responses contained
a dimensional overlap in the dimension laterality even without
perspective taking. Although perspective taking is in this case
not useful to reduce the number of relevant dimensions and
not needed to match the stimulus to the response codes, the
participants could still use it for strategic reasons, for example
to increase the dimensional overlap further or to produce it in
noncorresponding conditions with rotations larger than 90°.
The perspective-taking strategy would lead to an overall per-
formance advantage if the advantage in noncorresponding tri-
als outweighed the disadvantage in corresponding ones.

When comparing the mean RTs of Experiments 3 and 4, it
is evident that the observed avatar effects are a lot larger in
Experiment 4 and most likely are absent in Experiment 3.
However, it is possible that the avatar influence was still pres-
ent in Experiment 3 but simply was not large enough to be
measured with the method used, due to a lack of statistical
power. Both Experiments 3 and 4 used the steer instructions,
which asked the participant to imagine controlling the avatar’s
hands with the respective keys and to try to take the avatar’s
point of view. Since the only difference between the two ex-
periments was the introduction of action effects, the differ-
ences in observations between the two are likely a result of
this manipulation. The manipulation also introduced varying
degrees of response–effect correspondence, depending on the
avatar rotation. Correspondence between responses and action
effects typically leads to compatibility effects that are concep-
tually similar to those of SR compatibility (Kunde, 2001;
Müsseler, Kunde, Gausepohl, & Heuer, 2008; Müsseler &
Skottke, 2011). However, only a small and not significant
overall main effect of rotation was observed, which led us to
the conclusion that response–effect compatibility is most like-
ly insufficient to explain the differences between Experiments
3 and 4. Perspective taking could, however, be a valid strategy
to reduce response–effect incompatibilities, because it results
in spatially corresponding representations of response and
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effect locations. Perspective taking is associated with an in-
crease of RTs with higher angular disparities (Janczyk, 2013;
Lippa & Adam, 2001), and this information leads us to a
remarkable observation: Only conditions that were spatially
corresponding from the avatar’s point of view showed this
increase in RT with rotation, whereas the avatar-
incompatible conditions did not. This might indicate that par-
ticipants can switch between the avatar perspective and their
own very quickly, and that they might prefer the strategy that
produces a compatible ensemble over the other. This, howev-
er, is difficult to reconcile with the idea of automatic activation
of a response based on the stimulus location, because this
automatic activation should preempt the selection of a strate-
gy. There are some ways to solve this dilemma. It is possible
that the observed compatibility effects are a result of a general
advantage of ipsi- over contralateral mappings in working
memory rather than automatic activation, or that the process-
ing of stimulus position is updated or recoded after the strat-
egy is selected. This pattern was absent in Experiment 3, and it
seems likely that perspective taking only took place in the
presence of appropriate action effects, and therefore of per-
ceived control over the avatar. The additional benefit of elim-
inating response–effect incompatibilities might have been an
additional incentive for perspective taking. To follow up on
the relationship between the interpretation of avatar move-
ments and perspective taking, we conduted an experiment that
demonstrated a possible connection between body ownership
and avatar-based compatbility effects (Böffel & Müsseler
2018). It therefore semms plausible that the differences be-
tween Experiments 3 and 4 might be related to differences in
perceived ownership aswell.

Overall, the results point to the conclusion that perspective
taking toward avatars can occur in tasks even when it is not
mandated by the primary task itself. Our experiments show
that contextual features are crucial to whether perspective tak-
ing occurs, and they demonstrate that action effects and agen-
cy over the avatar are of vital importance to the processes that
lead to perspective taking in avatar control and may allow for
strategic or selective use of perspective taking.
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