
Spence (1948; 1950, p. 161) characterized cognitive 
theories of learning as those that “emphasized the forma-
tion and modification of cognitive patterns representa-
tive of the relationships in the environment.” For the most 
part, within these theories, such as those of Koffka (1935), 
Kohler (1940), Lewin (1936), and Tolman (1932), learn-
ing was construed as part of a larger problem of percep-
tual organization and reorganization with experience. 
By contrast, stimulus–response (S–R) theories, such as 
those of Guthrie (1935), Hull (1943), Spence (1936), and 
Thorndike (1898), emphasized such constructs as habits 
and S–R bonds, which referred to hypothetical learning 
states or intervening variables. S–R theories provided 
rules relating stimulus factors, such as reward magnitude, 
number, and timing, to the strengths of those intervening 
variables and rules relating those variables to empirical 
response measures. On the whole, Spence saw few points 
of disagreement between these two theoretical positions 
and attributed most of the dissension between the camps 
to misinterpretation of S–R theory by cognitive theorists. 
From my perspective, the tone conveyed in his article 
was that of a patient teacher pointing out the mistakes of 
well-intentioned but misguided students of cognition, but 
without sparing the somewhat-less-pervasive (in his eyes) 
mistakes of S–R theorists.

I. Six Distinctions Between Cognitive 
and S–R Theories

Metaphors: Map control rooms versus telephone 
switchboards. Perhaps because spatial-learning tasks 
provided an important test arena for early cognitive and 
S–R psychologists, cognitive theories of learning became 
associated with the metaphor of “map control rooms,” in 
which spatial representations and relations were acquired, 
computed, and exploited. By contrast, S–R theories became 

attached to the analogy of  “telephone switchboards,” by 
which stimulus inputs were, through learning, connected 
to new response outputs (Tolman, 1948). Spence (1950, 
p. 161) asserted that “no scientifically oriented person 
in psychology, however, would ever take such analogies, 
whether telephone switchboards or map control rooms, as 
serious attempts at theoretical representations of learning 
changes.” For example, the meaning of Hull’s habit con-
struct was “given by the mathematical function relating it 
to the antecedent experimental variables,” and thus, “any 
comparison of switchboards with map control rooms is 
entirely beside the point” (Spence, 1950, p. 163). More 
relevant was the question of whether learning in spatial 
tasks was more “map-like” or “habit-like”—that is, how 
much of the spatial information contained in those tasks 
was encoded in learning and could be used to guide per-
formance later, when, for example, the usual paths were 
blocked or shortcuts opened (Tolman, Ritchie, & Kalish, 
1946a, 1946b). Interestingly, much of this debate was 
eventually distilled to the issue of place versus response, 
which could just as easily be phrased entirely in S–R terms 
as “approach cue X” versus “turn right.”

Neurophysiological basis of learning: Brain fields 
or receptor–effector connections. Whereas cognitive 
theorists referred to reorganization of “electrical brain 
fields” and “neurophysiological trace systems,” Hull 
(1943) related habit formation to the establishment of 
neural “receptor–effector” connections. Spence (1948, 
1950) noted that these differences had little or no signifi-
cance for learning theory because these neurophysiologi-
cal models were nothing more than analogies and played 
no role in the deductions or inferences of either camp. 
Properties of “brain fields” were inferred from introspec-
tion, rather than from physiological investigation, and 
with few exceptions, knowledge or even speculation about 
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figure–ground relations, part–whole relations, belonging-
ness, set). By contrast, most studies of behavior from the 
S–R tradition focused on temporal variables and those that 
related to motivation, such as reward magnitude and de-
privation state. But Spence’s (1950, p. 167) attitude was 
that “such differences of emphasis . . . do not necessarily 
involve conflict” and noted that S–R theorists’ preoccupa-
tion with time and motivation did not preclude an interest 
in stimulus reception and organizational variables. In-
deed, in the past 25 years, a great deal of learning research 
emerging from the S–R tradition has addressed the latter 
issues—for example, interests in orienting and attention 
(Holland, 1997; Mackintosh, 1975; Pearce & Hall, 1980) 
and in perceptual organization (Cook, Riley, & Brown, 
1992; Rescorla, 1986).

Organism as active or passive processor of infor-
mation. At the time of Spence’s address (1948), there was 
considerable discussion about the “role of the organism” 
in information processing: whether animals “merely pas-
sively receive and react to all the stimuli which are physi-
cally present” (Tolman, 1948, p. 189) or actively process 
that information, selecting and assembling the elements 
of association prior to forming associations themselves. 
Again, Spence felt that cognitive theorists had misrepre-
sented the S–R position:

It is difficult to know for sure just what Tolman and 
others who have expressed this notion mean by this 
kind of statement. . . . Much of the S–R theory is 
concerned with the classical conditioning situation 
in which the conditions of stimulation are extremely 
simple. No “active looking” for the cue . . . or special 
receptor orientation is necessary. . . . But even in the 
case of this simple learning situation the S–R learn-
ing theorist has not assumed that organisms passively 
receive and react to all stimuli that are physically 
pres ent. (Spence, 1950, p. 168)

Thus, Spence set the stage for subsequent incorporation 
of variables that are now described as “attentional” into 
S–R theory. For example, reinforcement contingencies 
may reasonably be expected to extend both to explicit at-
tentional processing, such as eye movements and orient-
ing behaviors (e.g., Siegel, 1967), and to the more implicit 
processing assumed by more recent learning theories, such 
as changes in learning rate parameters. All of these could 
influence the subsequent reception and use of particular 
stimuli in association formation later.

II. Is Learning S–S or S–R?
As Spence (1948, 1950) noted, there is nothing intrinsi-

cally S–S or S–R about a habit. For example, Figures 1A 
and 1B reproduce Spence’s (1950) and Holland’s (1990) 
diagrams distinguishing potential S–S and S–R associa-
tions in a simple Pavlovian conditioning experiment. If 
the second term of an association is late in the processing 
stream, we describe the association as S–R, and if it is 
early, we describe it as S–S. From this perspective, how 
late is late and how early is early define the question of 
whether an association or habit is S–R or S–S.

the physiological basis of reflexes did not inform the con-
struction of S–R theories. Indeed, Spence (1950, p. 164) 
stated that “picturing neurophysiological processes with-
out specifying the hypothetical relations that tie them up 
with the experimental variables and the response measure 
is almost a complete waste of time so far as furthering our 
understanding of learning phenomena is concerned.” In 
Section III of this article, I will relate examples of prog-
ress in relating brain and behavior that have been more 
useful in characterizing the nature of learning.

Stimulus–stimulus (S–S) or S–R associations. Cog-
nitive theorists of the time were clear that learning in-
volved associations among, or reorganization of, sensory– 
perceptual processes. By contrast, Guthrie, Thorndike, 
Hull, and others posited that learning involved S–R as-
sociations, between stimuli and “muscle contraction and 
glandular secretion” (Guthrie, 1946, p. 7). Spence (1948, 
1950) pointed out, however, that Hull’s (1943) emphasis 
on S–R associations followed from his neurophysiologi-
cal, rather than from his mathematical definition of habit. 
From Spence’s perspective, there was nothing intrinsi-
cally S–R or S–S about habit, as defined within the Hul-
lian system, although, like Hull, he clearly believed that 
most learning involved formation of associations between 
stimuli and responses:

I do not find it difficult to conceive of both types 
of organizations or associations being established in 
learning. Certainly simple types of perceptual learn-
ing would appear possibly to involve intersensory 
associations. I seriously doubt, however, whether 
learning is exclusively of this type, or even that the 
majority of it is. Indeed, . . . evidence would appear 
to support more strongly the S–R conception than the 
S–S. (Spence, 1950, pp. 164–165)

Most of this article (Section II) will be concerned with 
this issue.

Contents versus conditions of learning. Spence 
(1948, 1950) noted that cognitive theorists tended to 
emphasize the “intrinsic” properties of their constructs, 
whereas S–R theorists tended to be concerned with the 
empirical relations among experimental variables that de-
termine their constructs. In Rescorla’s (1975) terminol-
ogy, the cognitive theorists concentrated on the content of 
learning, whereas S–R theorists focused on the conditions 
under which learning occurred. Although castigating cog-
nitive theorists for relying too much on introspection to 
make inferences about the contents of learning, Spence 
(1948, 1950) recognized that such contents could still be 
rigorously defined in terms of environmental variables, 
lauding Tolman’s sign–gestalt psychology. Thus, he con-
cluded that these concerns reflected “a very real differ-
ence between the two theoretical camps, but . . . one of 
emphasis rather than of conflict” (Spence, 1950, p. 166).

Stimulus variables: Intrinsic versus extrinsic. At 
the time of Spence’s (1950) writing, investigators from 
the cognitive tradition tended to examine the effects of 
variables that influenced the receipt of stimuli (e.g., ori-
enting and attention) and perceptual organization (e.g., 
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(pain) whose reduction could reinforce habit formation, 
whereas the addition of food added such a source of re-
ward. Although others were to find successful limb flex-
ion conditioning with motor cortex stimulation (e.g., Doty 
& Giurgea, 1961), later experiments (e.g., Thomas, 1971; 
Wagner, Thomas, & Norton, 1967) cast doubt on whether 
such studies revealed direct Pavlovian conditioning of leg 
flexion responses or the instrumental conditioning of re-
sponses that reduced the negative postural consequences 
of the sudden uncontrolled leg movements elicited by 
motor cortex stimulation. And apart from these concerns, 
one could easily question whether massive, unpatterned 
motor cortex stimulation would provide an appropriate 
basis for the plasticity needed for S–R learning at that 
point in the system. Notably, in some systems, such as 
eyelid conditioning, both the conditioned stimulus (CS) 
and the US can be replaced by direct stimulation of neural 
pathways (e.g., Steinmetz, Lavond, & Thompson, 1989; 
Thompson, Thompson, Kim, Kripa, & Shinkman, 1998; 
see Section III of this article).

Stimuli without responses. By the same logic, block-
ing responses to USs or choosing USs with minimal re-
sponses should substantially impair learning if learning 
is S–R but should have little effect if learning is S–S. 
Early studies with peripheral blockade of responses during 
training typically revealed substantial responding after the 
blockade was removed (e.g., Finch, 1938). However, it is 
again easily argued that no one really expects S–R learning 
to be localized at the neuromuscular junction or sympa-
thetic neuron. Such studies proved more useful in address-
ing claims that adventitious instrumental reinforcement 

Because in the simplest case, such views suppose a lin-
ear chain of event processing from stimulus reception to 
motor output, it seems unlikely that dichotomous catego-
rization of learned behaviors can be realistically made, 
within either psychological theories or neurophysiological 
theories, by pointing to differences in stimulus versus re-
sponse processing or sensory versus motor brain regions. 
Nevertheless, there is likely to be considerable agreement 
that some events are “more stimulus” and others are “more 
response.” Perhaps the earliest test arenas for asking the 
S–S or S–R question were those in which either stimulus 
or response aspects of the second, “reinforcer” event in an 
association event were minimized.

Responses without stimuli. Loucks (1935) examined 
learning when foreleg flexion in the presence of a buzzer 
was induced by electrical stimulation of the appropriate 
region of the motor cortex, rather than the usual foreleg 
shock unconditioned stimulus (US). In this procedure, 
the electrical stimulation was presumed to produce a re-
sponse without preceding stimulus input. Thus, S–S learn-
ing should be impossible and S–R learning unaffected in 
this preparation. Indeed, Loucks found no evidence for 
acquisition of the leg flexion response, suggesting that 
contiguity of stimulus and response was insufficient for 
learning. Spence (1950) conceded the point but then 
noted that in a second experiment, Loucks found that if 
the buzzer–motor-cortex stimulation was also followed 
by food, leg flexion was acquired. Spence (1950) asserted 
that this pair of outcomes was easily interpretable within 
an S–R reward-based theory: Unlike leg shock, motor cor-
tex stimulation produced a flexion response but no drive 
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Figure 1. (A) Spence’s (1950) diagram contrasting stimulus–stimulus (S–S) and 
stimulus–response (S–R) associations. Sc and Su refer to the conditioned and uncondi-
tioned stimuli, respectively; A1 and A2 refer to afferent processes produced by Sc and 
Su; E1 and E2 refer to efferent processes produced by A1 and A2; and Ro and Ru refer 
to the orienting and unconditioned responses. (B) Holland’s (1990) diagram contrast-
ing S–S and S–R associations. CS, US, and UR refer to conditioned stimulus, uncon-
ditioned stimulus, and unconditioned response, respectively. The letters a–d refer to 
hypothetical stages of processing.
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CS2–CS1 associations required by the mediated learning 
account. For example, Ward-Robinson and Hall presented 
the two neutral stimuli in the order CS2–CS1 in the first 
phase of a sensory preconditioning experiment and found 
substantial responding to CS1 in test.

Posttraining assessments of the nature of learn-
ing. In the experiments discussed above, the logic was 
to examine the consequences of altering the conditions 
of learning so that they would be conducive (or not) to 
either S–S or S–R learning. However, although such stud-
ies were useful for showing that learning could be S–S or 
S–R, they were not informative about whether learning in 
any typical conditioning procedure was S–S or S–R. The 
use of posttraining tests of various sorts has often made it 
possible to collect such information.

Transfer tests. Perhaps the most common use of post-
training transfer tests was to determine whether rats in 
simple mazes learned spatial attributes of the maze envi-
ronment or turn responses. For example, in Tolman’s “sun-
burst” experiment (Tolman et al., 1946a), rats were trained 
in an apparatus in which they first ran straight down an 
alley, then had to make a left and two right turns before 
finding food on the right side of the room. In a transfer 
test, the rats were presented with alleys leading in a fan-
shaped array of angles from the start area. If the rats had 
learned “turn left” or “turn right” responses, they might be 
expected to choose the left-pointing (0º) or right-pointing 
(180º) alleys; if they had learned to “go straight then make 
turns,” they would select the straight-ahead (90º) alley; 
but if they had learned the approximate location of the 

of motor responses was responsible for the emergence of 
putatively Pavlovian conditioned responses (CRs).

A more fruitful line of research was that of sensory pre-
conditioning, in which relatively neutral stimuli, such as 
lights and sounds, were paired. Although, typically, such 
CS1–CS2 pairings did not produce readily observable 
changes in behavior by themselves, subsequent pairing 
of one of them (CS2) with a more significant event, such 
as food or shock, typically produced learned responding 
to the other cue (CS1) as well (Figure 2A). Typically, CRs 
to the untrained CS1 cue were thought to be mediated 
by the chaining of two separately acquired associations 
at the time of performance. In the initial phase, S–S as-
sociations were formed between events that were mostly 
sensory in nature. Then, in the second phase, associations 
were formed between the CS2 and the US. Finally, when 
CS1 was presented in test, it would call up CS2, which in 
turn would elicit a CR (Figure 2B). Of course, imaginative 
S–R theorists quickly proposed alternative, S–R solutions 
to the sensory preconditioning problem. For example 
(Figure 2C), in the first phase, S–R associations could be 
formed between the CS1 and orienting responses (ORs) 
to CS2, and then associations between sensory feedback 
from those responses and the response to the US could be 
formed in the second phase. Finally, in test, S1 would elicit 
the conditioned OR originally elicited by CS2, and feed-
back from those conditioned ORs would, in turn, elicit the 
UR-like CR conditioned to those feedback stimuli in the 
second phase (Osgood, 1953, pp. 461–462). Because such 
responses were often not easily observed, these accounts 
were often difficult to support or refute. Nevertheless, 
hundreds of sensory preconditioning experiments have 
yielded evidence for learning in the absence of obvious 
responses (e.g., Thompson, 1972). I suspect Spence would 
have been content to describe these results as examples of 
sensory–sensory habits.

Both the S–S and the S–R accounts above assume that 
the performance of CRs to CS1 is mediated at the time of 
test presentations by chaining together separate associa-
tions previously established between CS1 and CS2 and be-
tween CS2 and the US. No direct associations are formed 
between CS1 and the US. An alternative account is that 
direct associations are formed between CS1 and the US in 
the second phase. By this “mediated learning” (Holland, 
1981a) or “backward sensory preconditioning” (Ward-
Robinson & Hall, 1996) account, in the second phase, CS2 
associatively activates a representation of CS1, which is 
then followed by the US. Thus, associations can be formed 
directly between CS1 and the US, which are then revealed 
in the final test of CS1 alone (Figure 2D). It is usually dif-
ficult to distinguish between these alternatives, although 
it is notable that in an early human sensory precondition-
ing experiment, Brogden (1947) distinguished between 
subjects who attributed their response to CS1 in test to its 
reminding them of CS2 and subjects who claimed that, 
in Phase 2, CS1 had actually been paired with the US. 
Subjects can be encouraged to use a “mediated learning” 
strategy by using conditioning parameters that discourage 
use of the CS1–CS2 associations required by the mediated 
performance account and, instead, encourage the use of 

Phase 1          Phase 2        Test

CS1---CS2       CS2---US      

CS1 CS2       CS2 US     CS2 US

CS1---       CS2---US

CS1 CS2   CS2 US US

CS1 

A: 

B: 

C: 

D: 

CS2

CS1 

CS1 

CS1 

OR2 OR2 UR OR2 UR 

OR2-s OR2-s 

CS1 

Figure 2. Procedures and outcomes of the sensory precondi-
tioning experiment. (A) Experimental procedures. (B) Stimulus–
stimulus mediated performance account. (C) Stimulus–response 
mediated performance account. (D) Stimulus–stimulus mediated 
learning account. CS1, CS2, and US refer to two conditioned stim-
uli and the unconditioned stimulus. UR refers to the unconditioned 
response to the US. OR2 and OR2-s refer to the orienting response 
originally elicited by CS2 and to the stimulus feedback from OR2. 
Dashes (-  -  -) signify arranged relations; arrows ( ) signify learned 
associations; double-headed arrows (  ) signify bidirectional 
associations; lines ( ) signify unconditioned relations.
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though the rats readily consumed the sunflower seeds with 
no signs of disturbance, performance on subsequent trials 
was considerably disrupted, so as to be worse than the per-
formance of rats that had been trained with the sunflower 
seed reward from the start. This disruption suggested that 
the rats expected a particular reward. However, Elliot did 
not perform the analogous sunflower-to-bran substitution, 
and so the disruption may have reflected the effects of 
reduction in reward magnitude alone.

More recent experiments examined the effects of US 
substitution in Pavlovian conditioning in a more sym-
metrical manner. For example, Holland and Forbes (1982) 
found that either of two USs (differently flavored sucrose 
pellets) was better maintained in memory (assessed with a 
preparatory-releaser procedure; see, e.g., Terry & Wagner, 
1975) if they were preceded by an incongruent Pavlov-
ian CS (i.e., for the other US) than by a congruent CS. 
Similarly, in my laboratory, Alexander Johnson (unpub-
lished data) recently found that mice showed disruption 
of consumption of each of a pair of fluid USs (lecithin 
and sucrose) when each was accompanied by an auditory 
signal for the other fluid. Thus, at least some properties 
of the reinforcer seem to be coded by the CS after simple 
conditioning procedures.

Reinforcer revaluation. The post training reinforcer 
revaluation procedure (described formally by Rozeboom, 
1958) has become the gold standard of assaying the pres-
ence or absence of S–S (Pavlovian) or R–S (instrumen-
tal) associations (Pickens & Holland, 2004). Animals 
first receive Pavlovian or instrumental training with one 
or more reinforcers. Then the value of a reinforcer is al-
tered in the absence of the cues or responses of training. 
Finally, responding is assessed in the absence of any of 
the reinforcers. Often, the level of response observed in 
test spontaneously changes to reflect changes in value of 
the reinforcer with which it had been previously paired. 
Major advantages of this paradigm include its utility after 
nearly any sort of training procedure and the availability 
of a wide range of methods for altering the value of re-
wards either upward (“inflation”) or downward (“devalu-
ation”). For example, motivational states relevant to the 
reinforcers can be induced chemically (e.g., increasing or 
decreasing sodium balance after training with salt solution 
rewards) or by altering exposure to them (e.g., selective 
satiation of one of two food rewards). Similarly, particular 
aspects of rewards may be altered associatively by pairing 
them with various agents that increase or decrease their 
attractiveness. Even nonassociative manipulations, such 
as simple exposure to the reinforcer itself, or weaker or 
stronger versions of the reinforcer, can be effective (e.g., 
Rescorla, 1973, 1974).

An early application of this method was a study by 
Zener and McCurdy (1939). Food-deprived dogs received 
pairings of two cues with different-flavored dog biscuits. 
Then the dogs were carefully sated on one of the flavors of 
dog biscuit. Finally, the dogs’ reactions to each cue were 
noted. They responded much less energetically to the cue 
for the biscuit on which they were sated. Although, by 
pres ent standards, the study was somewhat flawed be-
cause the biscuits continued to be presented in the test 

food in the room, they might select an alley that pointed 
to that location (135º). Although Tolman et al. (1946a) 
found considerable individual variation in the rats’ choice 
behavior, the bulk of the data supported the assertion that 
the rats learned the approximate location of food (or that 
they integrated straight and right response vectors appro-
priately). A version of this experiment that has lasted lon-
ger follows T-maze training with a test in the maze when 
it has been rotated 180º (Packard & McGaugh, 1996; 
Pold rack & Packard, 2003; Tolman et al., 1946b). Thus 
in the test, “response” and “place” strategies are placed in 
opposition. If the rat makes the same turn (e.g., right) as 
in training, response learning is identified, whereas if it 
approaches the same side of the room as in training, place 
learning is inferred.

Posttraining changes in reward. Another way of 
phrasing the S–R versus S–S question was whether re-
wards facilitate the formation of associations or participate 
in them. That is, does reward simply stamp in (Thorndike, 
1898) or catalyze (Colwill & Rescorla, 1986; Rescorla, 
1988) S–R associations, or do animals form associations 
between stimuli and sensory and other properties of re-
wards? An initial approach to this question was to estab-
lish steady state performance with a particular reward 
and then substitute another reward. If reinforcers merely 
stamp in associations, no disruptions in performance 
would be expected (presuming the substituted reinforcer 
was of comparable value), whereas if animals anticipated 
particular rewards, aspects of performance might be sen-
sitive to the change. Early delayed-response experiments 
showed that monkeys could maintain memory represen-
tations of particular food items over relatively long in-
tervals. For example, working with Kohler, Tinklepaugh 
(1928) trained monkeys in a task in which, in view of the 
subject, the experimenter placed food under one cup, but 
not another, identical cup. After a delay in which the cups 
were screened from the monkey’s view, the screen was 
removed, and the monkey was told to get the food. Several 
different foods were used, in different sessions. Normally, 
the monkey selected the correct cup and quickly con-
sumed the food reward. However, if the experimenter hid 
a banana but then substituted lettuce under the cup while 
it was hidden from the monkey’s view, the monkey exam-
ined but did not touch the lettuce, thoroughly investigated 
the cup, and on occasion shrieked at the experimenter. By 
contrast, on a subsequent trial in which lettuce was hid-
den and maintained under the cup, the monkey consumed 
the lettuce rapidly and without incident. Thus, from these 
reactions to the substituted reward, monkeys must have 
represented specific aspects of the reward in memory. Un-
fortunately, because the reward expectancy was produced 
by presentation of the reward itself, rather than by an as-
sociate of the reward, such experiments shed little light on 
whether reward properties are represented in associative 
learning. Closer to the mark was an experiment performed 
in Tolman’s laboratory by Elliot (1928), in which different 
groups of rats were trained to run in a complex maze for 
either sunflower seeds or the preferred bran mash. After 
substantial training, in the bran group, the bran reward 
was replaced by the less-preferred sunflower seeds. Al-
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back was associated with the fractional shock response 
and, hence, would produce interference with running. By 
contrast, if the rat was shocked in the other goal box, the 
alley-elicited rg’s sg feedback would not be associated 
with the shock response, and no such interference would 
be anticipated. Miller indeed found this outcome. Thus, 
Miller’s S–R account not only explained such devaluation 
performance, but also suggested conditions under which 
it would and would not be observed.

Interestingly, in Tolman and Gleitman’s (1949) classic 
T-maze study, in which Tolman finally succeeded in find-
ing spontaneous devaluation performance, the two goal 
boxes were also constructed in such a way that they re-
quired distinctive goal responses (although Tolman and 
Gleitman instead emphasized the perceptual differences 
between the boxes). Finally, in one of the more bizarre 
twists on the logic of rg–sg mediation of devaluation ef-
fects, using a variant of Miller’s (1935) procedure, Fowler 
and Miller (1963) found that goal box shocks could ei-
ther depress or enhance test performance, depending on 
whether the shocks were administered to the front or rear 
feet of the rats. If the shocks were administered to the 
front feet, the Rshock would be jumping back, but if they 
were administered to the back feet, the Rshock was leap-
ing forward. When replaced in the alleys, the rats that had 
received goal shocks to the front feet jumped back, slow-
ing their performance, but those that had received goal 
shocks to the back feet leaped forward, enhancing their 
performance. Thus, once again, the rg–sg mediation sys-
tem not only provided an S–R account for “devaluation” 
effects, but also predicted the nature of the outcome on 
the basis of characterizations of the conditioned fractional 
anticipatory response.

The modern devaluation experiment. The mod-
ern devaluation experiment is associated with Rescorla’s 
use of the procedure to examine the content of Pavlovian 
defensive (Rescorla, 1973, 1974) and appetitive (Holland 
& Rescorla, 1975) conditioning and then, later, use of the 
procedure by Dickinson, Rescorla, and their colleagues to 
examine instrumental reward conditioning (e.g., Adams & 
Dickinson, 1981; Balleine & Dickinson, 1991; Colwill & 
Rescorla, 1985b, 1986; Rescorla, 1987). In each of those 
studies, a modest effect of US devaluation after CS–US 
pairings was observed. For example, Holland and Rescorla 
(1975) paired a tone with food pellets and then devalued the 
food by either satiating the rats on those pellets or pairing 
them with high-speed rotation, inducing motion sickness. 
They found that rats that received such devaluation showed 
less responding than did those that had not received sa-
tiation or had received unpaired presentations of food and 
rotation. At the same time, rats that had received second-
order conditioning of the same tone showed no such effects 
of either devaluation treatment on second-order CRs, thus 
ruling out a variety of simple performance-based accounts 
for reduced responding after devaluation.

Results such as these have encouraged the authors of 
texts of learning and introductory psychology to assert 
that conditioning is predominantly S–S. But such a con-
clusion is not necessarily well supported. First, devalua-
tion effects are typically small and, perhaps, confined to a 

(and thus, the reduced responding may have reflected 
the lower reinforcement value of the sated biscuit, rather 
than a spontaneous adjustment of responding based on its 
altered value), these and other results encouraged Zener 
(1937) to describe conditioning as “a reorganization into 
some kind of functional whole of the perceptual systems 
corresponding to the conditioned and unconditioned stim-
uli; and in the functional relation of this organized system 
to the urge or tension system originally excited by the un-
conditioned stimulus” (p. 386) rather than the learning of 
S–R associations.

A similar logic motivated early studies of discrimina-
tive maze or alley performance by Tolman (1933), Miller 
(1935), and Tolman and Gleitman (1949). Tolman (1933) 
initially trained rats in a two-choice discrimination box 
with two distinctive stimuli, black or white curtains. Pass-
ing through (say) the black curtains led to a food box, 
whereas passing through the white curtains led to a blind 
alley with no food. After substantial training on this task, 
the rats were placed directly in the food box and given an 
electric shock. Finally, the rats were returned to the start 
box and allowed to run. If the rats had truly learned the 
response–food-box associations or “sign–gestalt expecta-
tions,” then even on the first trial they should fail to run. 
However, each rat “immediately dashed off gaily and just 
as usual through the whole discrimination apparatus and 
bang whack into the food compartment in which he had 
just been shocked” (Tolman, 1933, p. 250).

In a reply to Tolman (1933), Miller (1935) went one 
better by describing an S–R account for how rats could 
exhibit flexible behavior in such a situation and proceeded 
to demonstrate it. In his account, Miller made use of the 
concept of fractional anticipatory goal responses. Rats 
might make powerful goal responses (Rg; e.g., chewing), 
portions of which (rg) could be conditioned to alley cues 
that preceded the goal box itself. When a rat was subse-
quently placed in the goal box and shocked, leaping or 
freezing responses to the shock might be conditioned to 
stimulus feedback from the previous food-based goal re-
sponses (e.g., Rg–Sg  Rshock). Then, when the rat was 
placed back in the alley, performance of the conditioned 
rg would yield the feedback cue sg, which in turn would 
elicit a conditioned, fractional part of the response to 
shock, interfering with running. Miller suggested that all 
that would be needed to generate Tolman’s (1933) antici-
pated data would be to give the goal boxes distinctive goal 
responses. He did this by using two rewards (food and 
water) and two distinctive goal boxes, one that required a 
climb and sharp right turn and one that required a straight 
entry followed by a sharp left turn. Unlike Tolman’s (1933) 
apparatus, which required a simultaneous choice discrimi-
nation, Miller used a single alley with a single goal box 
but exposed the rats to the other goal box in the absence 
of the alley. When the rats were later placed directly into 
the entry of one of the goal boxes and shocked, the shock 
response would be conditioned to a particular Sg arising 
from the distinctive Rg in that box. If a rat was shocked 
in a goal box that was the same as the one that had always 
been found at the end of the alley, placing that rat back in 
the alley start box for test would elicit an rg whose sg feed-
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conspicuous absences of such correlation as well. For ex-
ample, Galarce, Crombag, and Holland (2007) trained rats 
with two auditory cues signaling two foods (sucrose and 
maltodextrin). One food was paired with LiCl, whereas the 
other one was not. Finally, the rats were tested in the pres-
ence of the two tones. The unusual feature of this experi-
ment was that, in different test sessions, either the averted 
or the nonaverted US was presented in the food cup during 
the devaluation test. Interestingly, the continuous presence 
of either of those foods in the food cups had little effect on 
responding to the CSs. Although not surprisingly, the rats 
spent more time in the food cup when it contained the non-
averted food than when it contained the averted food, the 
CS for the nonaverted food enhanced food cup responding 
more than the cue for the averted food regardless of which 
food was physically present. Thus, responding based on 
goal expectancy may occur despite clearly disconfirma-
tory goal evidence.

Another concern in devaluation experiments is the mea-
sure chosen to reflect outcome expectancy. First, some 
measures are more sensitive to devaluation than are others. 
Holland and Straub (1979) found that later-chain behav-
iors (such as contacting and picking up the pellet) showed 
more sensitivity to food devaluation by pairings with LiCl 
than did early-chain behaviors (approaching the food cup). 
Interestingly, some more indirect measures of learning, 
which are often thought to reflect conditioned incentive 
motivational properties, seem especially insensitive to 
devaluation. For example, Holland (2004) and Rescorla 
(1994) found no evidence that Pavlovian- instrumental 
transfer was affected by devaluation of the reinforcer. In 
Holland’s (2004) study, after training with two CSs, two 
USs, and two instrumental responses, pairings of one US 
with LiCl reduced baseline levels of instrumental respond-
ing for that US, and reduced food cup responses to the CS 

limited range of training parameters. I have received many 
communications requesting “how-to” information from 
researchers who have failed to find devaluation effects. 
Although generally I have been able to set them on the 
road to success in obtaining the phenomenon, it is notable 
how small many devaluation effects are in absolute terms. 
For example, Figure 3 shows devaluation effects in the last 
dozen experiments published by members of my labora-
tory. Most of these studies were done in intact animals, 
although a few represent devaluation effects in rats with 
sham lesions of various brain regions known to be impor-
tant for devaluation. The notable feature of these data is 
how small the differences between control and devaluation 
conditions are and how much responding remains after 
devaluation. In most cases, devaluation of the US itself 
was complete; that is, rats consumed nearly nothing of the 
food itself. Colwill and Rescorla (1990) have discussed 
this issue extensively in the context of instrumental de-
valuation, pointing to the importance of such variables as 
the similarity between patterns of US delivery in training 
and devaluation stages. Nevertheless, the residual is quite 
large in most circumstances (but see Colwill & Rescorla, 
1990; Kerfoot, Agarwal, Lee, & Holland, 2007).

Second, the results of devaluation experiments can vary 
substantially as a function of the devaluation agent cho-
sen. For example, Holland and Straub (1979) and Holland 
(1981b) examined the effects of devaluing food by satia-
tion or by pairing it with lithium chloride (LiCl) or high-
speed rotation. Figure 4 shows consumption of the food 
and performance of anticipatory food cup entry responses 
to cues paired with food after devaluation by each of these 
three methods. In these studies, it was encouraging that 
the amount of reduction in consumption was positively 
correlated with the amount of reduction in food cup re-
sponding during the CS. At the same time, there are some 
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delivery of sucrose in the absence of tones, whereas rats in 
the maintain group received sucrose and LiCl on separate 
days. Control rats trained with tone and sucrose unpaired 
also received sucrose and LiCl either paired or unpaired in 
this phase. Finally, all the rats were tested with pairings of 
the tone with plain water infusions. The rats in the main-
tain group showed high levels of TR measures of posi-
tive (hedonic) affect on test trials (Figure 5A). Although 
these responses were especially evident in the presence of 
water, which provided a substrate for their performance, 
they also occurred during the tone alone, prior to the in-
fusion of water on each trial. By contrast, the rats in the 
devalue group showed no more licking or positive TRs 
than did the control rats. Thus, devaluation was complete. 
In addition, these rats showed substantially more nega-
tive TRs, such as gaping and abbreviated licks, which are 
normally shown in response to averted flavors themselves, 
than did either the control or the maintain rats (Figure 5B). 
The occurrence of these negative TRs is especially impor-
tant because devalue rats had never previously performed 
negative TRs to either the tone or the sucrose. At the time 
of tone–sucrose pairing and during sucrose-alone admin-
istration prior to LiCl injection, sucrose elicited only posi-
tive TRs, and sucrose was not presented again after the 
single LiCl injection. Thus, the display of negative TR 
responses by paired-devalue rats in test could not reflect 
S–R learning, even via the S–R (Osgood, 1953) or rg–sg 
(Miller, 1935) mediation mechanisms described earlier.

It is tempting to speculate from Kerfoot et al.’s (2007) 
results that learned consummatory or TR responses are es-
pecially sensitive to devaluation. However, a simpler pos-
sibility is that the intraoral delivery of the reinforcer and 
the use of that delivery method during both training and 
devaluation phases are more critical factors. Consistent 
with that possibility, Colwill and Rescorla (1990) found 

that predicted that US, but had no effect on the extent to 
which that CS enhanced instrumental responding that nor-
mally earned that US. Likewise, Parkinson, Roberts, Ever-
itt, and di Ciano (2005) found that although, after repeated 
testing, US devaluation thoroughly eliminated responding 
evoked by a CS, that CS did not lose its ability to serve as 
a secondary or conditioned reinforcer.

Second, response measures and devaluation methods 
may interact. For example, although Holland and Straub 
(1979) found that devaluation of food by LiCl decreased 
food cup entry more than did devaluation by high-speed 
rotation, rearing to visual cues and startle responses to 
auditory cues were affected more by high-spend rotation 
than by food–LiCl pairings. By contrast, satiation reduced 
both classes of responding by an intermediate degree. 
Clearly “US value” is not unidimensional in its relation 
to behavior systems. Different behavioral responses may 
be mediated by different sensory properties of US repre-
sentations, which in turn may be differentially sensitive 
to various devaluation methods. I will return to this issue 
briefly in Section III.

Third, appetitive and consummatory CRs may respond 
to reinforcer devaluation in quite different ways. Although, 
as is noted in Figure 2, food cup approach responses often 
show relatively little sensitivity to reinforcer devalua-
tion, consummatory CRs, such as licking and a variety 
of so-called taste reactivity (TR; Berridge, 2000; Grill & 
Norgren, 1978) measures thought to reflect hedonic or 
palatability aspects of rewards, are often are more com-
pletely eliminated. Using rats fitted with chronic intraoral 
cannulas, Kerfoot et al. (2007) paired a tone CS with the 
intraoral delivery of sucrose solution in a single session 
in two groups of rats and presented those events unpaired 
in other rats. Rats in the devalue group then were made 
ill by an LiCl injection after a single session of intraoral 
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such an effect in Pavlovian conditioning; that is, Pavlovian 
CRs are at least as sensitive to food devaluation by pairings 
with LiCl after extended training as after minimal training 
(e.g., Holland, 1998, 2004, 2005). Nevertheless, we have 
frequently observed dramatic loss in the ability of a Pav-
lovian CS to participate in “mediated learning” as training 
proceeds.

Holland (1981a, 1990) found that mediated food aver-
sion learning may be established when an associatively 
activated representation of food is paired with illness 
(see Holland & Wheeler, in press, for a recent review). 
For example, in one experiment (Holland, 1981a), rats 
first received pairings of two auditory CSs with two 
food reinforcers that differed only in flavor (e.g., tone  
wintergreen- flavored sucrose and noise  peppermint-
flavored sucrose), to give those CSs the ability to selec-
tively activate representations of one or the other of those 
reinforcers. Next, presentations of one of the auditory CSs 
alone were paired with the injection of the toxin LiCl, in 
the absence of any flavors. Subsequent consumption tests 
showed the establishment of a mild aversion to the food 
whose CS partner had been paired with illness, as if the 
CS’s activation of a representation of food just prior to 
the induction of illness permitted the formation of food–
illness associations. Later, Holland (1990, 1998, 2005) 
found that although CS–LiCl pairings established sig-
nificant mediated food aversions after 16–24 CS–food 
pairings, rats trained with 40 or more CS–food pairings 
showed no evidence for such mediated food aversions. 
At the same time, other rats trained with as many as 160 
CS–US pairings continued to display evidence for S–S 
tone–food learning, as indicated by reinforcer devalua-
tion procedures. These results led Holland (1990, 1998, 
2005) to suggest that early in training, CSs activate a wide 
range of processing usually activated by the US itself, 
including early-stage perceptual processing, but that, as 
training continues, access narrows to more limited sets 

nearly complete devaluation of operant leverpressing after 
training and devaluation with intraoral reinforcer delivery. 
More recently, Holland, Lasseter, and Agarwal (2008) ex-
amined consummatory and TR responses in devaluation 
experiments with either intraoral or conventional (to a re-
cessed cup) delivery of sucrose reinforcers. The food cups 
were equipped with cameras to permit measuring TR re-
sponses in the cup condition, as well as in the intraoral de-
livery condition. Positive TR responses showed the same 
pattern regardless of sucrose administration method. With 
both intraoral and cup delivery methods, the rats in the 
devalue condition showed nearly complete loss of positive 
TRs after sucrose devaluation, relative to rats in the main-
tain condition, and only the rats in the devalue condition 
displayed negative TR responses (Figures 6A and 6C). At 
the same time, food cup entry showed only partial sensi-
tivity to sucrose devaluation. In addition, in both deliv-
ery conditions, simple licking responses, characterized 
by Berridge (2000) as consummatory but nonhedonic, 
showed moderate but not complete sensitivity to devalu-
ation. Thus, the results of Holland et al.’s study suggest 
that, regardless of reinforcer delivery method, evaluative 
TR responses are especially sensitive to devaluation, as 
compared with nonevaluative consummatory responses 
(simple licking) and (with conventional delivery) with ap-
petitive responses (food cup entry).

A second purpose of Holland et al.’s (2008) study was 
to examine the effect of the amount of training on devalua-
tion performance, with all of these measures. In the context 
of instrumental learning, it is often claimed (e.g., Adams, 
1982; Kimble & Perlmuter, 1970; but see Colwill & Res-
corla, 1985a; Colwill & Triola, 2002; Holland, 2004) that 
learned responding becomes increasingly immune to rein-
forcer devaluation with extended training. Indeed, one of 
Tolman’s (1933) alibis (his word) for not obtaining a de-
valuation effect was that his rats had been overtrained and 
had become “fixated” on running. We have never observed 
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matory responses (simple licks) were sensitive to sucrose 
devaluation after either minimal or extensive training.

These data, like those from mediated learning studies, 
are consistent with the view (Holland, 1990) that early in 
training the CS activates perceptual processing normally 
activated by the food itself. Within this perspective, any 
function normally controlled by the taste of the US should 
be accessible by the CS. Thus, mediated learning of an 
aversion to that reinforcer would be expected if the CS was 
paired with LiCl injection, because the rat would experi-
ence illness after tasting the absent US. Similarly, that CS 
should control evaluative TR responses appropriate to that 
taste, as observed by Holland et al. (2008) and Kerfoot 
et al. (2007). Because the CS would activate preevalua-
tive perceptual processing of the food US, the TR observed 
would be consistent with the current evaluation of the taste 
of that food and, thus, would be sensitive to posttraining 
changes in reinforcer value, as observed in those studies. 
By contrast, as training continues, the CS loses access to 
this low-level perceptual processing of the US and, instead, 

of processing systems. Thus, within this view, mediated 
flavor aversion learning was not observed later in training 
because the CS no longer activated perceptual processing 
of the absent flavor, which could enter into associations 
with illness.

The logic behind Holland et al.’s (2008) studies was that 
if the conditioning of TR responses to cues paired with 
sucrose reflects the cues’ activation of perceptual pro-
cessing of the absent sucrose and such activation occurs 
only early in training, only a minimally trained CS would 
control these positive evaluative responses, and a more 
extensively trained CS would not. In each of their experi-
ments, Holland et al. trained each rat with two CSs, one 
paired with the sucrose US 16 times and the other paired 
with it 112 times. Figures 6A and 6C show the response 
to the minimally trained CS (described earlier), whereas 
Figures 6B and 6D show the response to the extensively 
trained CS. As was anticipated, the display of conditioned 
TR responses was observed only after minimal training. 
At the same time, appetitive and nonevaluative consum-
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tion have gone far beyond the crude stimulation of the 
motor cortex, as in Loucks’s (1935) experiments. For ex-
ample, in the neural systems analysis of eyelid condition-
ing, the replacement of real events such as CS and US (or 
both; e.g., Steinmetz et al., 1989) with brain stimulation 
has revealed events critical for eyelid conditioning. Simi-
larly, patterned stimulation of the amygdala has helped 
elucidate the mechanisms of acquisition and extinction 
of fear conditioning (Vidal-Gonzalez, Vidal-Gonzalez, 
Rauch, & Quirk, 2006).

Precise, pharmacologically selective lesions and revers-
ible inactivations of various cell groups can selectivity alter 
rats’ sensitivity to devaluation, without affecting other as-
pects of performance. For example, damage to components 
of circuitry, including the basolateral amygdala (BLA), 
the orbitofrontal cortex (OFC), subregions of the medial 
prefrontal cortex, and, in some situations, the mediodorsal 
thalamus, interfere with rats’ Pavlovian devaluation perfor-
mance without affecting the acquisition of food cup CRs 
or taste aversions (Gallagher, McMahan, & Schoenbaum, 
1999; Hatfield, Han, Conley, Gallagher, & Holland, 1996; 
Maddux & Holland, 2007; Pickens, 2008; Pickens et al., 
2003). Furthermore, these studies indicate that different 
portions of that circuitry have specialized functions within 
the devaluation task. For example, for rats to display de-
valuation effects with single-reinforcer procedures, BLA 
function is needed during initial CS–food pairings, but not 
thereafter. That is, if rats acquire CS–food associations 
while BLA function is intact, subsequent lesions do not 
impair performance on this form of devaluation, as if BLA 
function is needed for rats to acquire S–S rather than S–R 
associations, but not to use previously established S–S as-
sociations to control behavior (Pickens et al., 2003). By 
contrast, OFC function appears to be critical for the ex-
pression, as well as the acquisition, of such associations 
in devaluation tasks. Lesions of the OFC disrupt devalu-
ation performance (i.e., rats fail to spontaneously reduce 
responding to the CS after US devaluation) whether they 
are performed prior to CS–food, food aversion, or final test 
phases (Pickens, Saddoris, Gallagher, & Holland, 2005; 
Pickens et al., 2003). Finally, involvement of these brain 
regions may vary with variations in task demands. For ex-
ample, although when a single cue–reinforcer combination 
is used, BLA function is not required once cue–reinforcer 
associations are established, when two or more cues and 
reinforcers are used, BLA function must also be intact 
at the time of taste aversion training and/or devaluation 
testing (Johnson, Gallagher, & Holland, 2007). Similarly, 
Pickens (2008) found that function of the mediodorsal 
thalamus was important for performance on a Pavlovian 
devaluation task only if that task required a strategy shift 
from a previous task.

The results of recent electrophysiological recording 
studies also suggest that conditioning procedures may 
establish a variety of types of associations, both within 
and across interconnected brain regions. For example, 
using an odor-cued discrimination task, Schoenbaum, 
Chiba, and Gallagher (1998) found neurons in the BLA 
and OFC that might be characterized as reflecting S–S 
and response–stimulus (R–S) associations. These neurons 

activates aspects of reinforcer processing that do not in-
clude perceptual experience itself or the ability to control 
evaluative responses appropriate to the current evaluation 
of that perceptual experience. These more conceptual as-
pects of the US nevertheless must include both sensory and 
some sort of motivational information, because reinforcer 
devaluation effects remain highly US specific even after 
the CSs lose their ability to control TR responses or medi-
ate new taste aversion learning (Holland, 1998).

Clearly, there is more to the story than S–S versus S–R 
associations. The representations activated by CSs after 
minimal and extended training can be distinguished by 
their ability to participate in new (mediated) learning and 
by their ability to control appropriate evaluative TR re-
sponses. Nevertheless, even after extended training, CSs 
can activate reinforcer representations that include rich 
sensory information, which can subserve reinforcer deval-
uation effects. This distinction resembles one suggested 
by Konorski (1967; e.g., pp. 170–181), who distinguished 
between the associative activation of an “hallucination” 
and of an “image” by a CS. In the former case, the CS was 
thought to evoke activity of sensory “projective” units, 
which could resemble the activity of those units when they 
were activated by the US itself. By contrast, in the latter 
case, the CS activated only “gnostic” units, which coded 
information about the US but did not normally generate 
perceptual processing. Casually speaking, a hallucination 
includes sensory experience of an absent object, whereas 
one can imagine that object and its sensory properties 
without experiencing them.

III. Can Neural Systems Analysis Help Us 
Understand the Contents of Learning?

In Section I, I noted that Spence (1948, 1950) dispar-
aged physiologizing, even Hull’s, as more likely to be mis-
leading than useful in characterizing mathematical and 
behavioral aspects of habit learning. However, the results 
of the devaluation tasks I’ve described imply that asso-
ciative learning can engage a variety of levels of neural 
processing. Plasticity is not unique to any of the circles 
in Figure 1B. For example, studies of neural plasticity 
in eyelid conditioning (e.g., Medina, Nores, Ohyama, 
& Mauk, 2000; Steinmetz et al., 1989; Thompson et al., 
1998) have identified cerebellar sites of plasticity that are 
characterizable as being within “output” paths and, hence, 
more “S–R,” as well as other sites earlier in the processing 
stream. A reasonable research program might imagine the 
circumstances under which cues come to control process-
ing in different brain systems, which preferentially control 
different aspects of behavior. Understanding information 
flow in the brain may help us understand why, for exam-
ple, some products of learning, such as the control of TR 
responses and the ability to support mediated learning, are 
related in their rapid bitonic acquisition functions, why 
others seem to maintain sensitivity to devaluation over 
extensive training, and why still others seem to lose such 
sensitivity over training.

A variety of neurobiological techniques have been har-
nessed to provide information relevant to understanding 
the contents of  learning. The methods of  brain stimula-
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ings, it would be intriguing to determine whether a more 
extensively trained CS, which fails to elicit appetitive TR 
responses in training or evoke negative TR responses after 
devaluation, and which does not support mediated taste 
aversion learning, would also fail to induce FOS in the 
accumbens shell or the gustatory cortex.

Interestingly, although Kerfoot et al. (2007) found 
conditioning-dependent FOS expression in the central 
nucleus of the amygdala (CeA), this expression was unaf-
fected by devaluation condition (devalued or maintained). 
This observation is notable for three reasons. First, it sug-
gests that associatively activated taste memories are not 
completely interchangeable with the tastes themselves. 
Taste and illness information converge in this region 
(Bernstein & Koh, 2007; Yamamoto, 2007), and CeA is 
known to be important in many aspects of the learning and 
expression of taste aversions (Lamprecht & Dudai, 2000; 
Yamamoto, 2007). However, if an associatively activated 
taste memory instigated these aspects of taste processing, 
we would have observed differential CeA activity in the 
maintain and devalue conditions. Second, lesions of CeA 
do not affect devaluation performance (Hatfield et al., 
1996). Third, CeA function is critical for the acquisition 
of conditioned ORs, which in other circumstances Hol-
land and Straub (1979) found to be relatively insensitive to 
devaluation by food–LiCl pairings. Taken together, these 
last two observations suggest converging evidence that re-
lates differences in the sensitivity of conditioned ORs and 
food-related CRs to LiCl-based devaluation procedures 
(Holland & Straub, 1979) to differences in brain circuitry 
subserving those learned responses. Differences in oper-
ating characteristics of those systems may determine the 
differential sensitivity of different behavioral systems to 
parameters of devaluation.

 These neural systems studies of devaluation and related 
phenomena make it clear that questions of the contents of 
learning are complex. Even in apparently simple behav-
ioral systems such as the eyeblink reflex, opportunities for 
plastic change abound in the neural systems that subserve 
them. The consequences of experimental manipulations 
of environmental stimuli for learning may vary consider-
ably across these systems and their components. It has 
been increasingly difficult to distinguish between S–S 
and S–R associations with any confidence on the basis of 
any single behavioral assay or aspect of neural processing. 
Characterization of multiple behavioral and neural conse-
quences of variations in associative learning procedures 
should lead to richer, if perhaps less fathomable, descrip-
tions of the nature of learning.

Conclusions
Within the context of S–S versus S–R associations 

in learning, the pendulum has swung decidedly to the 
cognitive side since Spence’s day. There are now many 
demonstrations of encoding of detailed sensory aspects 
of reinforcers by CSs, from a range of behavioral para-
digms, including sensory preconditioning, reinforcer de-
valuation, mediated learning, and others. Perhaps because 
of these many examples, the acquisition of S–R associa-
tions is seldom directly examined. The S–S association 

initially responded selectively to one of the two reinforc-
ers used in the task, but over the course of training their 
activity came under the control of either a particular odor 
cue or a particular response. Later studies showed that 
the nature of neuronal coding of stimulus– or response– 
outcome information in these two brain regions depended 
on communication between them (e.g., Saddoris, Gal-
lagher, & Schoenbaum, 2005; Schoenbaum, Setlow, Sad-
doris, & Gallagher, 2003). Most recently, Furuyashiki, 
Holland, and Gallagher (2008) also contrasted the activ-
ity of OFC neurons that coded outcome information with 
those that coded response information. The latter neurons 
responded specifically to particular responses, but not to 
particular reinforcers. Although the latter neurons cannot 
be construed as a substrate for S–R associations, because 
they increased their activity only after performance of the 
coded response, their existence shows that at least in some 
brain regions, individual neurons may code a variety of 
kinds of task information.

Finally, we have been using techniques of immediate-
early gene expression to relate brain function to perfor-
mance in simple devaluation (and other) tasks. Our in-
tent is to relate variations in performance under different 
conditions to differences in brain systems engaged under 
those conditions. Postmortem tissue analysis can reveal 
detailed information about individual neurons that were 
active (Lee et al., 2005) or undergoing plastic change 
(Guzowski & Worley, 2001; Petrovich, Holland, & Gal-
lagher, 2005) during fairly restricted time intervals, such 
as a particular behavioral test episode, before sacrifice. 
For example, after assessing TR responses to a minimally 
trained tone CS, in the absence of sucrose, Kerfoot et al. 
(2007; see Figure 5) sacrificed their rats to examine the 
expression of FOS, the protein product of the activity-
dependent immediate-early gene c-fos. They found 
learning-  and devaluation-dependent FOS expression in a 
number of brain regions known from lesion experiments 
( just described) to be critical for learning that is sensi-
tive to outcome devaluation (BLA and OFC; Holland & 
Gallagher, 2004), in regions related to the display of TR 
responses (accumbens shell; Reynolds & Berridge, 2002), 
and in regions related to processing of taste information 
(gustatory cortex; Kiefer & Orr, 1992). These last obser-
vations are especially interesting from our earlier sugges-
tion that conditioning may endow CSs with the ability to 
activate perceptual processing of absent USs. If, as a result 
of tone–sucrose pairings, the tone aroused the perception 
of sweetness, making the plain water taste sweet, rats in 
both the devalue and the maintain conditions might be 
expected to show enhanced FOS activity in the gustatory 
cortex, which they did. Furthermore, because rats in the 
maintain condition would respond to sweet with appeti-
tive TR responses, the tone alone would also elicit those 
responses and FOS activity in a portion of the accumbens 
shell correlated with such responses. By contrast, because 
rats in the devalue condition would respond to sweet with 
aversive responses, the tone would provoke aversive re-
sponses and FOS in another subregion of accumbens shell 
correlated with aversive TR responses. All of these out-
comes were observed. Given Holland et al.’s (2008) find-
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In addressing the state of theorizing in the study of 
learning, Spence (1950, p. 171) lamented that

one almost gets the impression that the major goal 
is to prove the other conception wrong than to try 
to arrive at a more comprehensive interpretation of 
the phenomena. Psychologists interested and appre-
ciative of the role of theory in the development of 
a scientific body of knowledge should resist such 
temptations . . . elimination of all theorizing, would 
certainly not help to speed up the acquisition of a 
scientific body of knowledge about learning.

I think it is fair to say that the conflict between cognitive 
and S–R theories of learning eventually went beyond this 
early competitive phase and stimulated great advances in 
our understanding of associative learning.
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