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The visual system is an important tool that humans use 
to gather information about their surroundings. Vision is 
of high value for locomotion, threat detection, food ac-
quisition, and a myriad of other tasks that, evolutionarily, 
have been (and continue to be) essential to survival. How-
ever, the computations required to fully analyze all of the 
information available to the human visual system exceed 
its capacity (Lennie, 2003; Tsotsos, 1990). Given this 
limitation, at any point in time, only some of the avail-
able information can be processed more fully. Although 
the system could select objects (or areas) of interest at 
random for further processing, this selection procedure 
would be inefficient and would lead to long search times 
to find objects of importance in complex visual scenes. 
From an evolutionary standpoint, when one applies this 
inefficient selection procedure to a threat detection situa-
tion, the likely end result is both tragic and fatal. Given the 
importance of being able to identify objects of interest in 
a visual scene quickly, it is critical that the visual system 
be equipped with an efficient mechanism that selects ob-
jects of interest for further processing on the basis of their 
likely importance. This mechanism is generally referred 
to as visual attention.

Linking Physiology and Theory
Any model of visual attention must abide by the con-

straints imposed by the biology of the visual system in 
order to be viable. Structurally, the visual system con-
sists of multiple processing areas arranged hierarchically 
(Felle man & Van Essen, 1991). Early areas, such as V1, 
are retinotopically organized, with neurons that have rela-
tively small receptive fields and respond optimally to sim-

ple visual stimuli such as oriented bars of light (Kastner & 
Ungerleider, 2000). At progressively higher visual areas, 
receptive field size increases, as does the complexity of 
the visual information being represented. This gradual in-
crease in receptive field size and complexity of informa-
tion necessitates a many-to-one mapping between neurons 
as information is fed through the visual system. Connec-
tions between areas are generally reciprocal, allowing for 
both feedforward and feedback processing (Felleman & 
Van Essen, 1991).

In addition to the orderly representation of spatial infor-
mation within visual areas, other, nonspatial stimulus fea-
tures are also organized in an orderly manner. Hubel, Wie-
sel, and colleagues have demonstrated in monkeys both 
ocular dominance (LeVay, Hubel, & Wiesel, 1975) and 
orientation (Hubel, Wiesel, & Stryker, 1977) columns in 
area V1. A similar neural organization may also exist for 
color (Dow, 2002). Orientation columns have also been 
observed in extrastriate area V2, and foveal representa-
tions in V4 (Ghose & Ts’o, 1997), as well as VP and V3 
(Vanduffel, Tootell, Schoups, & Orban, 2002).

Orientation-selective neurons respond to a range of ori-
entations near their preferred orientation. This range, as 
measured by median orientation bandwidth (bandwidth 
at half the maximal response), is less than 30º in areas 
V1 and V2 (Levitt, Kiper, & Movshon, 1994) and about 
52º in area V4 (Desimone & Schein, 1987). Orientation 
bandwidth can be modulated by attention. Neurons in 
area V4 exhibit narrower orientation bandwidths when 
a particular orientation is attended to (Haenny & Schil-
ler, 1988; Spitzer, Desimone, & Moran, 1988). Using  
2-deoxyglucose autoradiography and retrograde labeling, 
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differs across models, with the biased competition model 
(Desimone & Duncan, 1995) ascribing it to competition 
for representation at the level of receptive fields, whereas 
the selective-tuning model (Tsotsos, 1990; Tsotsos et al., 
1995) posits that it is a result of competition any time there 
is a many-to-one mapping of a stimulus dimension at suc-
cessively higher levels of information processing.

Previous behavioral work (Caputo & Guerra, 1998; 
Cutzu & Tsotsos, 2003; Hopf et al., 2006; Mounts, 2000; 
Müller & Kleinschmidt, 2004; Müller, Mollenhauer, 
Rösler, & Kleinschmidt, 2005; Steinman, Steinman, & 
Lehmkuhle, 1995) has demonstrated that attending to a 
spatial location results in an inhibitory surround. Specifi-
cally, larger inhibitory effects were observed at spatial 
locations closer to an attended location than at spatial lo-
cations more distant from the attended location. This re-
sult is consistent with the third class of models described 
above. In this article, we intend to explore one such model, 
the selective-tuning model, and to test an additional pre-
diction it makes.

The Selective-Tuning Model
The selective-tuning model (Tsotsos et al., 1995) hy-

pothesizes that the process of selection begins at the high-
est level of the visual system and that, through feedback 
connections, it progressively works its way down to the 
earliest level, where it ultimately selects a focus of atten-
tion. Because of the progressive increase in both receptive 
field size and the complexity of information represented 
by neurons in higher visual areas, selecting a winning neu-
ron (or group of neurons) at the highest level of the visual 
system acts to constrain the identity of the most salient 
stimulus in the visual field, but it does not identify it. As 
a result, the neurons that provide the input to the winning 
neuron must also compete to determine the most salient 
neuron. In order to eliminate interference at higher levels, 
the feedforward connections of losing neurons are inhib-
ited, whereas the winner’s inputs are spared. This process 
is repeated at successively lower levels of the visual sys-
tem until an attentional “beam,” consisting of the spared 
connections surrounded by the inhibited connections, 
forms. Visual information is then passed back through the 
inhibited visual system. This allows the representation of 
the selected stimulus to pass through the network without 
any interference being caused by other nearby representa-
tions that might have competed, by mutual suppression, 
with the selected stimulus. This attentional beam can be 
deployed in advance of stimulus presentation on the basis 
of top-down direction.

Because only the inputs to a winning neuron compete 
in the selection process at the next lower level, only inputs 
to a winner can be inhibited. Therefore, the model predicts 
that stimuli that do not contribute to a winner will not be 
inhibited. For example, in the spatial domain, receptive 
field size increases at successively higher visual areas, 
indicating that many neurons with neighboring receptive 
fields contribute to neurons at higher levels. As a result, 
a winner at one level is fed by a group of neurons with 
nearby receptive fields at the next lower level. One of 
these neurons will then be selected as the most salient, 

Gilbert and Wiesel (1989) have shown in the cat that cells 
tuned to vertical or horizontal orientations in area 18 re-
ceive inputs from multiple clusters of cells in area 17 with 
similar orientation tuning. As in the spatial domain, this 
implies a many-to-one mapping of orientation-selective 
neurons from visual area to subsequent visual area. In this 
case, 2-deoxyglucose autoradiography identifies cells 
as vertical or horizontal. Therefore, any cell that prefers 
an orientation closer to vertical than to horizontal will 
be identified as vertical by this technique. The fact that 
area 18 neurons are interconnected with similarly tuned 
cells in area 17 suggests that area 18 neurons selective for 
orientation are interconnected with cells in area 17 over 
a range of preferred orientations that are near their pre-
ferred orientation. This implies not only a many-to-one 
pattern of connectivity between areas 17 and 18, but also 
that neurons in area 18 receiving preferential input from 
a range of neurons with similar preferred orientations. 
Orientation-tuning curves support the hypothesis that 
orientation-selective neurons receive input from neurons 
over a range of preferred orientations.

Modeling Visual Attention
Most models of visual attention posit that objects of in-

terest are selected on the basis of their salience. Salience 
is determined by both bottom-up and top-down factors. 
 Bottom-up factors affecting saliency involve physical dif-
ferences between stimuli, so that stimuli that are more dif-
ferent from their neighbors are more salient than stimuli that 
are less different from their neighbors. Top-down factors, 
such as foreknowledge of target identity, can also influence 
the selection process by biasing selection in favor of stimuli 
sharing physical attributes with the target or by emphasiz-
ing one physical attribute dimension over another.

The consequences of selection for attended and unat-
tended stimuli vary from model to model. In the spatial 
domain, most models postulate that processing at the 
attended location is either protected (i.e., left alone) or 
enhanced, whereas processing at unattended locations is 
inhibited or ignored (left alone). Having said that, differ-
ent models predict a different pattern of inhibition as a 
function of the spatial distance from the attended location. 
Models can be divided into three broad categories based 
on the predicted pattern of inhibition as a function of spa-
tial distance from the attended location. The first class of 
models predicts that unattended locations will be equally 
inhibited (or not enhanced) and can be broadly termed 
spotlight models of attention (e.g., Koch & Ullman, 1985; 
Treisman & Gelade, 1980). The second class of models 
predicts that inhibition will gradually increase as the dis-
tance from the attended location increases (or that the en-
hancement caused by attending will slowly decrease as 
the distance from the attended location increases). These 
models are often referred to as gradient models of at-
tention (e.g., LaBerge & Brown, 1989). Finally, a third 
class of models predicts an inhibitory surround around 
an attended stimulus, with inhibition gradually dissipat-
ing as the distance from the attended location increases 
(e.g., Desimone & Duncan, 1995; Tsotsos, 1990; Tsotsos 
et al., 1995). The explanation for this inhibitory surround 
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whereas the remainder will be inhibited. The selective-
tuning model therefore predicts that spatial locations near 
a selected stimulus will be inhibited, whereas stimulus 
locations further away will not, which is exactly the pat-
tern of results that has been observed behaviorally (e.g., 
Caputo & Guerra, 1998; Hopf et al., 2006; Mounts, 2000; 
Müller & Kleinschmidt, 2004; Müller et al., 2005; Stein-
man et al., 1995; Cutzu & Tsotsos, 2003).

There is also neurological evidence supporting this 
prediction. Results from single-cell recording studies in 
monkeys indicate that when two stimuli are simultaneously 
present in the receptive field of a neuron, the resulting fir-
ing rate is a value intermediate to the firing rates observed 
when either stimulus is presented alone (Luck, Chelazzi, 
Hillyard, & Desimone, 1997; Moran & Desimone, 1985). 
However, when one of the two stimuli is attended, the fir-
ing rate of the neuron closely resembles the firing rate 
observed when only the attended stimulus is presented. 
Importantly, this suppression of unattended stimuli is re-
stricted to stimuli sharing a receptive field with the at-
tended stimulus. When the attended stimulus is moved 
outside of the receptive field of the neuron under investi-
gation, the firing rate to the unattended stimulus is affected 
to a much lesser degree, or not at all (Moran & Desimone, 
1985; Motter, 1993). Directing attention to a spatial loca-
tion in the absence of visual stimulation also modulates 
firing rates. Increases in baseline firing rates are observed 
for neurons at attended locations prior to the presentation 
of the to-be-attended stimulus (Luck et al., 1997).

It is important to emphasize that the selective-tuning 
model also predicts inhibitory surrounds for other feature 
dimensions where there is an ordered representation of the 
stimulus dimension and a many-to-one mapping of neu-
rons from lower to higher visual areas. As was reviewed 
earlier, a many-to-one mapping from one visual area to the 
next also exists for orientation selectivity. Neurons with 
preferred orientations are expected to have preferential 
input from neurons with similar preferred orientations. 
Therefore, the selective-tuning model predicts that direct-
ing attention to a point in orientation space will result in 
the inhibition of stimuli at nearby orientations, but not of 
stimuli at more distant orientations. It is worth noting that 
the selective-tuning model makes predictions in the spatial 
domain similar to those of the biased competition model 
(Desimone & Duncan, 1995). However, the prediction that 
inhibitory surrounds should be observed any time there 
are many-to-one mappings is explicitly made only by the 
selective-tuning model. Our aim in the present investiga-
tion was to test this prediction in the orientation domain.

The Present Experiment
The purpose of the present experiment was to assess the 

effects of directing attention in orientation space. Specifi-
cally, when subjects direct attention to a point in orienta-
tion space (i.e., an orientation), does an inhibitory sur-
round form for orientations near the attended orientation, 
as is predicted by the selective-tuning model?

In this experiment, subjects attended to a particular 
orientation and judged whether stripes on a disk were 
straight or jagged (see Figure 1). The orientation of the 

Figure 1. Striped disks, with stripe orientations (clockwise from 
vertical) of 22º, 67º, 112º, or 157º (22º orientation disk shown), 
were employed as stimuli. The subjects were instructed to indicate 
whether the stripes on the disk were straight (A) or jagged (B). 
Stimulus presentation times varied between subjects from 67 to 
150 msec, as well as from block to block for each subject, in order 
to keep performance levels at approximately 80% correct (C). A 
166-msec mask preceded and followed stimulus presentation. At 
the beginning of each block, the subjects were instructed to attend 
to one orientation. For that block, 70% of the trials were at the 
attended orientation, with each unattended orientation presented 
10% of the time. Within each condition, the stripes on the disk were 
straight 50% of the time and jagged 50% of the time. Each orienta-
tion was the attended orientation for two blocks per session.

A

B

C
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The subjects performed between four and eight sessions, of which 
only the final four were analyzed. Some subjects performed more 
sessions than others because of variability in determining the optimal 
presentation time. The presentation time had to be sufficiently fast to 
engage attention but sufficiently slow to be able to perform the task.

RESULTS

A 2  4 ANOVA was performed on accuracy results 
with target type ( jagged or straight) and attention con-
dition (attended, unattended near clockwise, unattended 
near counterclockwise, or unattended far) as variables. 
The results are displayed in Figure 2.

The results indicate a significant interaction between 
attention condition and target type [F(3,21)  17.1, 
MSe  0.00177, p  .0001]. There were no differences in 
performance across attention conditions for the straight 
target type condition. However, when the stripes on the 
disks were jagged, the subjects performed most accurately 
when the stripes were in the attended orientation (propor-
tion of .796 correct), followed by the unattended far con-
dition (.707 correct), and finally, were least accurate in 
the unattended near (clockwise and counterclockwise) 
conditions (.637 and .625, respectively). The main effects 
of target type and attention condition were also significant 
[F(1,7)  6.8, MSe  0.06578, p  .04, and F(3,21)  
22.6, MSe  0.00090, p .0001, respectively]. The sub-

stripes, although irrelevant to the task, was varied, with 
stripe orientations of 22º, 67º, 112º, and 157º clockwise 
from vertical being employed. During each block, 70 tri-
als were presented at the attended orientation (which var-
ied from block to block), as well as 10 trials at each of 
the unattended orientations. If inhibitory surrounds exist 
in orientation space, performance should be highest for 
stripe orientations at the attended orientation, impaired 
for stripe orientations near the attended orientation, and 
show sparing for orientations far from the attended orien-
tation. An important strength of this experimental design 
is that each stimulus (straight or jagged stripes; 22º, 67º, 
112º, or 157º oriented stripes) contributes equally to each 
trial type, thereby eliminating potential stimulus artifact 
confounds.

METHOD

Subjects
Eight subjects (1 female), including the first author, between 21 

and 30 years of age, participated in this experiment. All the subjects 
had normal or corrected-to-normal vision.

Stimuli
The stimuli employed were striped circular disks oriented at one 

of four (22º, 67º, 112º, or 157º clockwise from vertical) orientations 
(see Figure 1A for an example). The disks had a radius of 24 mm, 
and there were 36 stripes per disk (stripe width of 1.33 mm). Stripes 
were of alternating light (mean luminance  6.960 cd/m2) and dark 
gray (mean luminance  2.785 cd/m2) on a medium gray back-
ground (mean luminance  4.710 cd/m2) at a viewing distance of 
57 cm. The disks and backgrounds were roughly equiluminant. The 
stripes on the disks could be either straight (see Figure 1A) or jagged 
(see Figure 1B).

Procedure
Each trial began with the presentation of a 4.8  4.8 cm fixa-

tion cross at screen center, which indicated the position where the 
stimulus sequence was to be presented. Each trial was initiated with 
a keypress, and 500 msec later, the stimulus sequence was presented. 
Each target stimulus (the striped disk; see, e.g., Figures 1A and 1B) 
was preceded and followed by an identical mask stimulus (see Fig-
ure 1C) for 166 msec. The target stimulus presentation time varied 
from subject to subject over the course of the experiment. Overall, 
presentation times varied from 67 to 150 msec. Following stimu-
lus presentation, the subject indicated, with a manual buttonpress, 
whether the stripes on the target stimulus were straight or jagged.

The session began with a brief description of the experiment. A 
scoring system was implemented to encourage optimal performance. 
Before each block, feedback about the score on the previous block, 
total score this session, and the high score for a single block (by 
any subject) was provided. The subjects were then shown the to-be-
 attended orientation for that block. Each block consisted of 100 trials, 
of which 70 were at the to-be-attended orientation and 10 were at each 
of the unattended orientations, randomly intermixed. In all conditions, 
half of the trials in each block were jagged and half were straight. If 
accuracy on a given block was worse than 65% or exceeded 90%, the 
presentation time for the target stimulus was adjusted up or down by 
16.7 msec. Each session consisted of eight blocks, and each orienta-
tion was selected as the to-be-attended orientation twice. Four orien-
tations, four attentional conditions (attended, unattended near clock-
wise, unattended near counterclockwise, and unattended far), and two 
target types (jagged and straight) were employed in this experiment, 
for a total of 32 conditions. For each of the 24 unattended conditions, 
the subjects performed 40 trials, and for each of the 8 attended condi-
tions, the subjects performed 280 trials (per session).

Figure 2. Results for 8 subjects collapsing across stripe orien-
tation. When the stripes were straight, no effect of attending to a 
particular orientation was observed. However, when the stripes 
were jagged, the subjects performed best when the stimulus was 
at the attended orientation, at an intermediate level when the 
stimulus was at an orientation far from the attended orientation, 
and worst when the stripe orientation was near the attended ori-
entation. Performance when the stripes were near the attended 
orientation was significantly worse than when the stripe orienta-
tion was far from the attended orientation. This pattern of re-
sults is consistent with the selective-tuning model. CW, clockwise; 
CCW, counterclockwise.
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The results indicated a significant interaction between 
attention condition and target type [F(1,7)  9.5, MSe  
0.00260, p  .02]. Facilitation was observed when the 
target was jagged (.089 benefit for the attended condition 
in proportion correct), but not when the target was straight 
(.022 disadvantage for the attended condition in propor-
tion correct).

Relative to unattended orientations far from the attended 
orientation, significant facilitation was observed for ori-
entations presented at the attended orientation; however, 
this was the case only when the stripes on the disks were 
jagged. When the stripes on the disks were straight, no 
facilitation was observed.

DISCUSSION

In this experiment, the subjects attended to an expected 
orientation and were presented with a striped disk to which 
they made a judgment as to whether the stripes were jagged 
or straight. The stripes could be in the orientation to which 
the subjects were attending, at an orientation near to the at-
tended orientation, or at an orientation far from the attended 
orientation. According to the selective-tuning model, di-
recting attention to a point in orientation space should result 
in an inhibitory surround for orientations near the attended 
orientation, but not for orientations farther away.

The results clearly indicate that directing attention to a 
point in orientation space, even in the absence of compet-
ing stimuli, facilitates performance for the attended ori-
entation and inhibits performance for orientations near 
the attended orientation. However, this pattern of results 
was observed only when the stripes on the disk were jag-
ged. When they were straight, no effect of attention was 
observed. One explanation for this pattern of results is that 
attending to an orientation sharpens perception of that ori-
entation, allowing the jaggedness of the stripes to be better 
perceived, which would explain why an inhibitory sur-
round was observed when the stripes were jagged. How-
ever, this sharpening effect would aid perception only for 
jagged stimuli. When the stripes were straight, both sharp-
ened (attended) and blurred (unattended) stimuli would 
appear to be straight, resulting in equivalent performance 
for all the attention conditions. The results support this 
interpretation; performance was better when the stripes 
on the disk were straight (proportion of .859 correct) than 
when they were jagged (.691 correct), and an inhibitory 
surround was observed only when the stripes were jag-
ged. In line with this hypothesis, Carrasco and colleagues 
(Carrasco, Loula, & Ho, 2006) have shown that covert 
spatial attention results in a sensitivity shift toward high 
spatial frequencies. Taken as a whole, these results support 
the specific prediction of the selective-tuning model of an 
inhibitory surround in orientation space when subjects di-
rect attention to a point in orientation space, as well as the 
class of models positing inhibitory attentional surrounds. 
Other models in this class, such as the biased competition 
model (Desimone & Duncan, 1995), would need to be ex-
tended to account for the observed inhibitory surround in 
orientation space that we observed in this experiment.

jects responded more accurately when the stripes on the 
disks were straight than when they were jagged (.859 and 
.691 correct, respectively), indicating a response bias for 
straight stripes. Performance was best when the presented 
orientation matched the to-be-attended orientation (.820 
correct), at an intermediate level when the presented ori-
entation was far from the attended orientation (.787 cor-
rect) and worst when the presented orientation was near 
the attended orientation (.748 and .745 correct for the 45º 
clockwise from attended and 45º counterclockwise from 
attended, respectively).

It was important to determine whether performance 
at unattended orientations near the attended orientation 
was inhibited and whether performance at the attended 
orientation was facilitated, relative to a baseline. The un-
attended orientation far from the attended orientation con-
dition (unattended 90º from the attended orientation) was 
used as a baseline to test for facilitation and inhibition.

Test of Inhibition
A separate 2 ( jagged or straight)  2 (unattended near 

or unattended far) ANOVA was conducted to test for in-
hibition of unattended orientations near the attended ori-
entation. For the purpose of this set of analyses, the unat-
tended near clockwise and counterclockwise conditions 
were collapsed and compared with unattended orienta-
tions far from the attended orientation.

Most important, the subjects responded more accu-
rately when the stripes were presented at an orientation 
far from the attended orientation than when the stripes 
were presented at an orientation near to the attended ori-
entation [F(1,7)  60.9, MSe  0.00021, p  .0001]. The 
subjects also responded more accurately when the stripes 
on the disks were straight (.864 correct) than when they 
were jagged (.669 correct) [F(1,7)  8.3, MSe  0.03689, 
p  .03]. The interaction between target type and attention 
condition approached significance [F(1,7)  5.3, MSe  
0.00198, p  .06]. A test of simple effects indicates that 
the inhibitory effect (worse performance for orientations 
near the attended orientation than for orientations far from 
the attended orientation) was reliable only when the stripes 
on the disks were jagged [.076 disadvantage in proportion 
correct for the unattended near condition relative to the 
unattended far condition; F(1,7)  18.4, MSe  0.00126, 
p  .004]. When the stripes on the disks were straight, no 
reliable inhibitory effect (.004 disadvantage in proportion 
correct for the unattended near condition relative to the 
unattended far condition) was observed (F  1). In line 
with the selective-tuning model, significant inhibition was 
observed for orientations near the attended orientation 
relative to orientations farther away from the attended ori-
entation. However this was the case only when the stripes 
on the disks were jagged. When the stripes were straight, 
no inhibition was observed.

Test of Facilitation
Another separate 2 ( jagged or straight)  2 (attended 

or unattended far) ANOVA was conducted on accuracy 
results.
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A result of the design of this experiment is that trials 
in the attended orientation outnumbered trials in each 
of the unattended conditions seven to one. Stimulus and 
condition repetitions may, therefore, account for some or 
all of the observed facilitation for the attended condition. 
However, the inhibition observed for unattended orienta-
tions near the attended orientation was also significant, 
relative to unattended orientations far from the attended 
orientation. Because all of the unattended conditions were 
presented infrequently and the same number of times, it 
is unlikely that stimulus or condition repetitions were re-
sponsible for the inhibition observed for unattended ori-
entations near to the attended orientation.

Previous examinations of attention in nonspatial do-
mains often directed subjects to attend to one of two (or 
more) nonspatial feature domains (e.g., attend to color, 
ignore orientation; see, e.g., Corbetta, Miezin, Dobmeyer, 
Shulman, & Petersen, 1990). In this sense, attention is ma-
nipulated between nonspatial domains. In most spatial at-
tention studies, attention is directed to one of two (or more) 
spatial locations. In this sense, attention is manipulated 
within the spatial domain (e.g., Cutzu & Tsotsos, 2003). In 
order to make comparisons between spatial and nonspatial 
attention, it seems important that attention be manipulated 
in the same manner for both cases. An important feature of 
this experiment is that nonspatial attention is manipulated 
within the orientation domain as is done in the spatial do-
main. When this is done, the results in the orientation do-
main appear to agree with those from studies examining 
spatial attention, suggesting the parsimonious conclusion 
that directing attention spatially and directing attention 
to orientation operate in a similar manner. In both cases, 
an inhibitory surround is found for stimulus features near 
the attended stimulus feature, whether it be in the spatial 
or the orientation domain—a conclusion in line with the 
predictions made by the selective-tuning model.
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