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The effects of base rates and payoffs on the shapes of rating 
receiver operating characteristic curves are inconsistent with 
the basic assumptions of signal detection theory (SDT), in par-
ticular the notion of a shifting decision criterion. Mueller and 
Weidemann (2008) propose that these unexpected phenomena 
are not due to problems with the decision- criterion construct 
but are instead due to two compounded effects: instability of 
the decision criterion across trials, and even greater instability 
in the flanking criteria that determine which confidence rating 
will be reported. There are several problems with the authors’ 
decision-noise hypothesis. First, even if their hypothesis about 
decision noise were taken for granted, the key feature of the rat-
ings data that rejects the SDT model would remain a mystery. 
Second, the same violations of SDT that are exhibited in the 
ratings paradigm are also exhibited in the yes–no detection 
task when response time is substituted for confidence as a basis 
for analysis. Finally, the decision-noise hypothesis predicts that 
sensitivity will increase when one source of this variation—the 
response on a previous trial—is controlled for. This predic-
tion was consistently violated in both the yes–no and ratings 
conditions of Mueller and Weidemann’s experiment. In an Ad-
dendum, we respond to Weidemann and Mueller’s (2008) reply 
to this Comment.

In many areas of perception and memory research, ex-
perimental phenomena that appear to have significant im-
plications about perception or memory processes per se 
could actually be due to the effects of response biases. For 
the past 50 years or so, the most widely accepted method 
of distinguishing these two possibilities has been to apply a 
signal detection analysis to the data (e.g., Green & Swets, 
1966). Signal detection theory (SDT) is, at its core, the for-
mal expression of an intuitively compelling idea—that is, 
that decisions about stimuli are based on decision criteria. A 
biased decision criterion demands relatively stronger sen-
sory or memory evidence before an unpreferred response 
will be prescribed. The signal detection model is thought to 
be well supported by scores of classical studies, followed up 
by many years of apparently successful applications.

Recently, we reported two empirical results that appear 
to be as robust as any of the classical results in the SDT 
literature and yet are inconsistent with the classical SDT 
framework (Balakrishnan, 1998a, 1998b, 1999; see also Van 
Zandt, 2000). The first problem is the fact that the receiver 
operating characteristic (ROC) curves obtained from yes–
no detection experiments with confidence-rating responses 
change shape under different biasing conditions. The sec-
ond problem is that the likelihood-ratio function (a measure 
that is closely related to the ROC curve, as we explain in this 
article) is always very close to 1 at the point of the function 
corresponding to the lowest confidence responses. Both 
properties are anathema from the SDT point of view. The 
first result contradicts the assumption that the sensory or 
memory effects of the stimuli do not depend on the amount 
of response bias in the decision process; the second result 
contradicts the assumption that a change in response bias is 
a change in how sensory or memory states are mapped to 
responses—that is, a shift in the decision criterion.

Three attempts to account for these empirical phenom-
ena, without giving up on the central concepts of SDT, have 
been published: Treisman (2002), Kornbrot (2006), and 
Mueller and Weidemann (2008). Treisman’s and Kornbrot’s 
arguments were inadequate, in our view, for various reasons, 
the most obvious being that they did not show that any kind 
of signal detection model could actually fit the data we re-
ported. Mueller and Weidemann were the first to propose an 
extension of the classical detection model that appeared to 
account for the observed results, and did so without drop-
ping the crucial idea of the decision criterion. They sug-
gested, first, that there is a substantial amount of variation 
from trial to trial in the location of the decision criterion and, 
second, that there is even more variation in the locations of 
the additional criteria that determine the reported degree of 
confidence in the response. The difference in the degree of 
variation between the two types of criteria causes the shape 
of the rating ROC curve to be deformed in different ways, 
depending on the average placement of the decision crite-
rion. Mueller and Weidemann also pointed out, however, 
that if they are correct about the source of the violations of 
the classical signal detection model, the SDT statistics (e.g., 
d  and ) would not adequately distinguish sensory or mem-
ory effects from response biases, as most psychologists have 
assumed that they do. The authors therefore suggested that 
more sophisticated methods of analysis are long overdue.

In this article, we show that allowing for the possibility 
of two different kinds of decision noise, although it may 
be plausible from an SDT perspective, is not enough to 
explain the incorrect predictions of classical SDT that we 
reported, for two main reasons. First, in order to fit the 
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The nature of a response bias in the SDT framework is 
illustrated in Figure 1. Values on the x-axis of the figure 
represent the sensory state (or the familiarity of a recogni-
tion memory test probe) that results from encoding the 
stimulus. The distribution on the left, fa, represents the rel-
ative frequencies of the sensory states on a trials, whereas 
the distribution on the right, fb, represents the relative fre-
quencies of the sensory states on b trials.1

The exact shape of the distributions (normal or other-
wise) is not a central concept in SDT. What is important 
is that they overlap to some degree. That is, their heights 
are unequal and greater than 0 for at least some values on 
the x-axis (i.e., for at least some sensory states). Because 
of this overlap, the sensory states provide partial, but not 
perfect, information about the stimulus type on each trial, 
making classification errors unavoidable. The observer’s 
solution to this statistical decision problem is to choose a 
decision criterion, XC , to divide the sensory states into A 
and B responses, with each sensory state to the left of the 
criterion being mapped to an A response and each state to 
the right being mapped to a B response. The mapping of 
each possible sensory state to one and only one classifica-
tion response is the observer’s decision rule.

The predicted correct-rejection rate in SDT is equal to 
the area under the fa distribution to the left of the decision 
criterion. The area to the right of the criterion under the 
same distribution is the false alarm rate. The hit and miss 
rates are the areas under the fb distribution to the right and 
left of the decision criterion, respectively. In the Figure 1 
example, the distributions are symmetric and identical 
except for their means, 1 and 1, and they intersect only 
once, when the sensory state value is equal to 0. The deci-
sion criterion, XC, is indicated by the long vertical bar, 
which falls to the right of this intersection point. The pre-
dicted hit rate in this example is therefore less than the 
predicted correct-rejection rate, due to the placement of 
the decision criterion.

ratings data, the ratio of decision-criterion noise to rating-
 criteria noise must always fall within the small range of 
values needed to cause the likelihood-ratio function to ap-
proach the value 1 as confidence decreases, instead of any 
other value. Because the specific value of this ratio has 
no special meaning in Mueller and Weidemann’s (2008) 
theory, their model would fit the data without offering 
a meaningful explanation of them. Second, if the incor-
rect predictions of SDT are merely due to the manner in 
which participants make confidence ratings, as Muel ler 
and Weidemann suggested, there is no reason to expect 
the same problematic results to be observed when, instead 
of the rating responses, participants make only the yes-
or-no detection response, and response time (RT) is sub-
stituted for the degree of subjective confidence in order 
to compute likelihood-ratio functions. When participants 
make only a yes-or-no response, there is only one decision 
parameter—the decision criterion—in the signal detection 
model, and trial-by-trial variability in this criterion alone, 
however large it might be, is not sufficient to account for 
the behavior of the rating ROC and likelihood-ratio func-
tions. Mueller and Weidemann were careful to include in 
their experiment a standard yes–no detection condition in 
addition to their ratings condition, and they also recorded 
RTs. This gave us the opportunity to perform all of the 
same tests on RT data that we previously applied to ratings 
data. The results confirmed that the violations of SDT are 
not merely due to decision noise or to the manner in which 
participants make confidence ratings.

Most psychologists are familiar with the basic principles 
of SDT, including the concept of the decision criterion, 
the ROC curve, and, at least to some extent, the use of 
confidence ratings to estimate an ROC curve. The theoreti-
cal significance of the likelihood-ratio function in SDT is 
not as well known, and empirical estimates of these func-
tions are almost never reported. However, more than the 
ROC curve, or even the decision criterion itself, it is the 
likelihood- ratio function that determines whether a deci-
sion maker is biased in the manner envisaged by SDT. Be-
fore considering Mueller and Weidemann’s (2008) hypoth-
esis about decision noise, therefore, we first explain how 
the likelihood-ratio function and the notion of response 
bias are connected. We then show how ratings and RT data 
can be used to determine whether the likelihood-ratio func-
tion behaves in a manner consistent with SDT.

Detection Theory: Background and Terminology
In two-choice classification tasks (e.g., yes–no detec-

tion, discrimination, recognition memory), the relative fre-
quency of the A response on a trials (the correct-rejection 
rate) will usually be different from the relative frequency 
of the B response on b trials (the hit rate), even if the two 
stimulus types are presented equally often (the base rates 
are equal). Most psychologists take it for granted that this 
difference is generally due to a response bias of some 
kind. Because the direction and size of this difference 
can change in relatively unpredictable ways in different 
circumstances, response biases could easily mislead an 
investigator if their effects on behavior are not somehow 
accounted for.
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Figure 1. The classical signal detection model of ratings and 
discrimination behavior. The sensory effect of the stimulus is 
represented by a single real number (the sensory state), which 
is mapped to one of the two possible classification responses by 
choosing a decision criterion, indicated by the long vertical bar. 
The additional, rating criteria (short vertical bars) further parti-
tion the sensory states into distinct confidence-rating response re-
gions, with confidence increasing as the sensory state approaches 
one of the extremes of the sensory state dimension.
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teria by some arbitrary amount in Figure 1 will change the 
hit and false alarm rates, but the new ROC points generated 
will fall on the same underlying function. If the two sets of 
points obtained from two different experimental conditions 
do not fall on a single underlying curve, changes in criteria 
positions alone would not be enough to fit the data from 
the two conditions: The sensory state distributions must 
also be allowed to change in some way.

Empirical rating ROC curves obtained under conditions 
that are presumed to differ only in the degree or direction 
of the response bias—that is, under conditions that differ 
only in the base rates of the stimuli or the payoff scheme—
do not fall along a single underlying curve (Balakrishnan, 
1998a, 1999; Van Zandt, 2000). As the difference between 
the hit and correct-rejection rate increases, the peak of 
the ROC function with respect to the negative diagonal 
shifts, and the degree of skewness of the curve increases. 
The effect is strong enough to make the assumption that 
the sensory state distributions are invariant clearly unrea-
sonable, even as a first approximation. The SDT model 
can therefore be rejected. However, the assumption in 
SDT that the sensory distributions are independent of 
the amount of response bias is logically distinct from the 
model’s assumption about the nature of the response bias 
itself. In principle, the shapes of the distributions could 
depend on the amount of bias, whereas the difference be-
tween the hit and correction rates could still be due to the 
presence of a biased-response region in the decision rule 
(i.e., to the placement of the decision criterion). To rule 
this possibility out, a different kind of analysis, involving 
the likelihood-ratio function, is needed.

The Empirical Likelihood-Ratio Function
If the sensory state on each trial of the classification 

experiment was observable, the presence of the biased-
response region in the Figure 1 example would be easy to 
detect. Suppose that a very large experiment is performed 
and the stimulus (S), the classification response (R), and 
the sensory state (I ) are recorded on each trial. Let v be 
any value that falls in the biased-response region in Fig-
ure 1. In this hypothetical data set, the classification re-
sponse would always be R  A whenever the sensory state 
v is recorded on a given trial, and the relative frequency of 
this observed state on b trials,
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In fact, the ratio of these two empirical values—the em-
pirical likelihood ratio, gb(v)/ga(v)—would be equal to the 
ratio of the two sensory state distributions, fb to fa, at the 
value v in Figure 1—that is, fb(v)/fa(v). Thus, in this hypo-
thetical experiment, the observable likelihood ratio asso-
ciated with a certain kind of A response—that is, an A re-
sponse that is accompanied by the sensory state v—would 
be found to be greater than 1, establishing the presence of 

In exactly what sense is this a “biased” decision rule? 
Although it is true that the decision criterion is shifted to 
the right of the midpoint, 0, between the means of the two 
distributions, the notion of bias in SDT is defined (for 
good reason) in a more technical manner. Specifically, 
in the region of sensory states between the value 0 and 
XC, the height of the fa distribution is less than the height 
of the fb distribution. Yet, these states will be mapped by 
the observer to the A response. In other words, there is 
a biased-response region, in which the sensory informa-
tion favors the B response, but the observer responds A. In 
SDT, the decision rule is biased if and only if there are one 
or more response regions of this kind (i.e., one distribution 
is higher than the other, but the classification response 
corresponds to the shorter distribution). A biased decision 
rule is not necessarily a poor decision rule: If the base 
rates are unequal, it would usually be necessary to bias the 
decision rule in order to maximize accuracy.

The Rating ROC Curve
The basic rationale behind the decision criterion param-

eter in SDT is that the observer recognizes that the sensory 
state dimension is a bipolar scale. That is, the stimulus is 
increasingly likely to be of type a as the sensory state de-
creases, and increasingly likely to be of type b as the sen-
sory state increases, and the observer is aware of this statis-
tical fact. Somewhere on the sensory dimension is a point 
where the probabilities of the two stimuli are equal (the A 
and B responses each have a 50% chance of being correct). 
When the base rates are equal, this would be the 0 point in 
Figure 1, where the two sensory distributions intersect, and 
the sensory information is therefore perfectly ambiguous. 
An observer whose objective is to be correct as often as 
possible will attempt to place the decision criterion at the 
point where the sensory information, combined with the 
base rates, makes the two possible stimuli equally likely.

When observers are asked to make confidence-rating 
responses in addition to their classification response, SDT 
assumes that additional rating criteria are placed on the 
sensory state dimension, some above and some below the 
decision criterion, in order to convert (map) each sensory 
state to one and only one rating response. The short verti-
cal bars in Figure 1 illustrate the SDT model for the case 
in which there are four levels of confidence on the rating 
scale. Like the decision criterion, each rating criterion in 
Figure 1 has associated with it a pair of hit and false alarm 
rates, and these values can be estimated from the (cumula-
tive) relative frequencies of the rating responses, without 
requiring any specific assumptions about the shapes of 
the sensory state distributions (see, e.g., Green & Swets, 
1966). Plotting the hit rates against their corresponding 
false alarm rates yields the so-called rating ROC curve.

The shape of the underlying ROC curve—that is, the 
curve generated by calculating the hit and false alarm rates 
for every sensory state—will depend on the shapes and 
the degree of overlap of the sensory state distributions. As 
Muel ler and Weidemann (2008) noted, the placement of 
the criteria will merely determine which of these points on 
the complete underlying ROC curve are plotted in the rat-
ing ROC curve. Therefore, shifting some or all of the cri-
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However, the spacing between the criteria in the Fig-
ure 1 model not only determines which sensory states (and 
hence which likelihood ratios) are mapped to which rating 
responses, it also determines how often a given rating re-
sponse will be selected. If the observed relative frequency 
of the A1 response is very small, the spacing between the 
two adjacent criteria that determine when this rating re-
sponse will be selected cannot be very large. As the spac-
ing in the Figure 1 example is reduced, the likelihood ratio 
associated with response A1 must approach the likelihood 
ratio at the decision criterion, which is greater than 1.

In the visual discrimination experiments that we re-
ported, the relative frequency of the lowest confidence A 
response was very small (e.g., less than 2%), but the like-
lihood ratio associated with this response was close to 1 
(e.g., .98), even when the base rates were very different 
(9 to 1 in favor of the A response), causing the correct-
rejection rate to be more than 30 percentage points greater 
than the hit rate (Balakrishnan, 1998a).2

The Decision-Noise Model
To explain the unexpected behavior of the rating ROC 

curves and the rating likelihood-ratio function, we pointed 
out that both results are predicted, without requiring any 
ad hoc assumptions, by sequential-sampling models of 
classification (Balakrishnan, 1999; see also Van Zandt, 
2000). In their alternative proposal, Mueller and Weide-
mann’s (2008) focus was on the decision process in SDT 
and its effect on the shape of the rating ROC curves. In 
SDT, the decision process is the mapping of sensory states 
to observable responses—that is, the placement of criteria. 
In their decision-noise model, Mueller and Weidemann as-
sumed, first, that the rating and decision criteria shift from 
trial to trial and, second, that the rating criteria are even 
more unstable than the decision criterion. They showed 
that under these two assumptions the rating ROC curves 
obtained from two conditions that differ only with regard 
to the placement of criteria (the sensory state distributions 
are invariant) will be different in shape, in a manner con-
sistent with the empirical rating ROC curves. Although 
they did not report likelihood-ratio functions, the authors 
indicated that their model was also able to adequately re-
produce the frequencies of the lowest confidence rating 
responses, even when these were very small.

The hypothesis that decision criteria vary and that rat-
ing criteria are even less stable than decision criteria seems 
plausible enough and does appear to offer a relatively simple 
reason why base rate and payoff manipulations should be 
expected to change the shapes of the rating ROC curve. 
However, this hypothesis does not explain the behavior of 
the rating likelihood-ratio function. When the positions of 
the rating and decision criteria vary from trial to trial, the 
observable likelihood ratio associated with a given rating re-
sponse will still be a weighted average of unobservable like-
lihood ratios, and the weights involved in the average will 
still be the relative frequencies with which the unobserv-
able ratios occur when the given rating response is selected. 
The only difference between fixed and variable criteria is 
that in the latter case the set of likelihood ratios that some-
times occur when a given rating response is selected (i.e., the 

a biased-response region in the mapping of sensory states 
to classification responses.

Although the sensory states themselves are not observ-
able, the presence of a biased-response region would still 
be detectable in some cases, depending on the placement 
of the rating and decision criteria. In fact, the Figure 1 
model is an example of such a case. Due to the position of 
the rating criterion that falls immediately to the left of the 
decision criterion, the observer will only respond A at the 
lowest confidence level (henceforth, rating response A1) 
when the sensory state falls somewhere inside the biased-
response region. Therefore, whenever the observer makes 
this particular rating response, the likelihood ratio associ-
ated with the incident sensory state must have been a value 
greater than 1. In such a case, the observable likelihood 
ratio associated with this rating response,
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will be found to be greater than 1 (if estimated from a suf-
ficiently large data set). 

Stated in more general terms, the observable likelihood 
ratio corresponding to any given rating response will always 
be a weighted average of unobservable likelihood ratios—
that is, the likelihood ratios that accompany the sensory 
states that are mapped to the given rating response. The 
likelihood ratios that occur more frequently when a given 
rating response is reported will be weighted more strongly 
(see Balakrishnan, 2006). In fact, the weight assigned to 
each likelihood ratio is simply the relative frequency with 
which this (unobservable) ratio occurs when the (observ-
able) rating response is selected by the observer.

The weighted average of a set of numbers cannot be less 
than the lowest value in the set of numbers to be averaged, 
or greater than the greatest value in the set. It is impos-
sible, therefore, for the (observable) likelihood ratio asso-
ciated with a given rating response to be greater than 1 if 
each of the unobservable likelihood ratios that are mapped 
to this response is less than 1. Therefore, showing that 
the empirical likelihood ratio is greater than 1 for one or 
more A rating responses, or is less than 1 for one or more 
B rating responses, establishes the presence of a bias in the 
decision rule (i.e., a response bias of the SDT kind) in the 
strongest possible terms.

Of course, it is possible for the rating criterion that falls 
immediately to the left of the decision criterion in Figure 1 
to be shifted far enough to the left so that not all of the 
likelihood ratios in the set of sensory states mapped to 
the A1 rating response are greater than 1. If the spacing 
of the criteria is large enough, the relative frequency of 
these small (less than 1) likelihood-ratio values when rat-
ing response A1 is reported will be large enough to cause 
the weighted average to be less than 1 [i.e., L(A1) will be 
less than 1]. This would happen, for example, if the rating 
criterion immediately to the left of the decision criterion 
in Figure 1 were shifted to, say, a point somewhere to the 
left of the mean of the fa distribution.
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not asked to make rating responses, as in the classical yes–
no detection task, there is still a decision criterion, but there 
are no rating criteria in the SDT model; the short vertical 
bars in Figure 1 would be superfluous. However, even when 
there are no rating responses, the classification response on 
each trial will still have an RT value assigned to it. In the 
same way that there are different types of A responses in the 
ratings paradigm, depending on what degree of confidence 
is reported, there are different types of A responses in the 
yes–no experiment, depending on the time taken to make 
this classification response. The RT likelihood ratio is the 
relative frequency with which the classification response 
will be X (where X  A or B) and the RT will be t on b trials, 
divided by the relative frequency with which the classifica-
tion response will be X and the RT will be t on a trials,
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where X  A defines the left side of the function, and 
X  B defines the right side of the function.

At least as it is generally understood, SDT does not 
make specific predictions about the relationship between 
sensory states and RT. However, because on each trial there 
is an RT and an incident likelihood ratio, the same theo-
rem that shows that observable rating likelihood ratios are 
weighted averages of unobservable likelihood ratios also 
applies to the RT likelihood-ratio function. For example, 
if the (unobservable) likelihood ratio, lv, is always equal 
to 2 whenever the time to respond A is 1.3 sec, the experi-
menter will find that the observable statistic, L(ART 1.3), 
will be equal to 2 (if computed from a sufficiently large 
sample). If lv is 2 on 25% of the trials when the response is 
A and the RT is 1.3 sec, and lv is 4 on the remaining 75% 
of these trials, the RT likelihood ratio, L(ART 1.3), will be 
found to equal 1⁄4 * 2  3⁄4 * 4  3.5.

The main reason for estimating the RT likelihood-ratio 
function is to see whether it copies the behavior of the 
rating likelihood-ratio function. If the Figure 1 model is 
accurate, but there is no dependence whatsoever between 
the observable RT and the unobservable likelihood ratio, 
then breaking the classification responses down into dif-
ferent RT categories will be useless: The estimated RT 
 likelihood-ratio function will be a (noisy) step function, 
having one underlying value when the classification re-
sponse is A and another value when the classification 
response is B. However, it is well known that RT and ac-
curacy are usually correlated; fast responses are typically 
more likely to be correct than slow responses (see, e.g., 
Katz, 1970; Link, 1992). To explain this relationship, 
there must be at least some correlation between the unob-
servable likelihood ratio and RT.

Statistical issues. Unlike a confidence-rating scale, 
which would typically subdivide the classification re-
sponses into no more than 10 different confidence levels, 
the RTs recorded by the experimenter will assume many 
different values, especially if they are recorded with high 
(e.g., millisecond) accuracy. The true RT likelihood-ratio 

likelihood-ratio values that have nonzero relative frequen-
cies) is larger, due to the variation in the criteria from trial 
to trial. A sensory state that on one trial might be far away 
from the region of states mapped to rating response A1 could 
fall within this region on another trial, when this region is 
defined by a different pair of upper and lower boundaries. 
In this respect, the effect of decision noise on the observable 
likelihood-ratio function is similar to the effect of increasing 
the spacing between the criteria in the SDT model.

To illustrate, suppose that the rating and decision crite-
ria in Figure 1 are merely the average values of the criteria, 
instead of fixed constants that describe every trial. If the 
variability in the rating criterion immediately to the left of 
the decision criterion is large enough, this criterion will 
sometimes fall to the left of the point of intersection (0) 
between the two distributions. On some of these trials, 
the sensory state will also be less than 0, but will still 
fall inside the A1 response region. Thus, the unobservable 
likelihood ratio when the observer responds A1 will be 
less than 1. If the average values of the rating and deci-
sion criterion are sufficiently close together, their spac-
ing on a given trial would often be small, and the relative 
frequency of the lowest confidence rating response could 
therefore turn out to be small, despite the fact that the 
range of sensory states that are at least sometimes mapped 
to this response can be quite large.

Considered in these general terms, it seems possible 
that by adjusting the average values of the criteria and the 
different amounts of rating- and decision-criterion noise, 
the decision-noise model (or some minor variation of it) 
could produce likelihood-ratio functions that approach the 
value 1 as confidence decreases, even when there is a sub-
stantial difference between the predicted hit and correct-
 rejection rates. However, it is important to recognize that 
the value 1 would have no special significance in this 
model: The model does not predict that the likelihood- ratio 
function should always approach the value 1, it merely ac-
commodates this empirical fact post hoc by adjusting the 
ratio of rating-criteria noise to decision-criterion noise so 
that, from the wide range of possible results, the value 1 
becomes a coincidental constant. Thus, even if the au-
thors’ decision-noise model is assumed to be accurate in 
every detail, the behavior of the empirical likelihood-ratio 
function would still be a mystery. 

The RT Likelihood-Ratio Function
Mueller and Weidemann’s (2008) main purpose in devel-

oping their decision-noise model was to support their the-
sis that the problems that we documented with SDT could 
“stem from the confidence rating procedure itself ” (p. 467). 
In this section, we show how a likelihood-ratio function can 
be computed from RT data instead of ratings data, making it 
possible to estimate these functions when rating responses 
are not even solicited from the participants.

In the SDT model for the ratings experiment, the pre-
sentation of the stimulus gives rise to a sensory state (v), 
a corresponding likelihood ratio (lv), and a classification 
response (A or B) that has a confidence level (k) assigned 
to it. Although there is no mention of it in Figure 1, the RT 
could also be recorded on each trial. If the participants are 
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response side, regardless of how the unobservable likeli-
hood ratios and RT are related. In fact, it cannot fall below 
the likelihood ratio at the decision criterion. In both of the 
base rate conditions, the functions reach the value 1 on both 
sides. To illustrate the size of the discrepancy, in the high 
b base rate condition (lower panel), the hit rate was almost 
30 percentage points larger than the correct-rejection rate, 
and the SDT bias parameter —that is, the supposed value 
of the (unobservable) likelihood-ratio function at the point 
of the decision criterion—was 0.72. Therefore, the value 
0.72 should have been the largest value reached by the RT 
likelihood-ratio function on the A response side in the lower 
panel of Figure 2, and the smallest value reached on the B 
response side. In crude terms, the results show that on at 
least some trials in the high b base rate condition, the partic-
ipants respond A even when their sensory evidence favors 
this response to a trivially small degree (the likelihood ratio 
is close to or equal to 1). In more technical terms, their deci-
sion rule appears to be unbiased in the SDT sense, despite 
the difference in the hit and correct-rejection rates.3

Implications of Reverse  
Speed–Accuracy Trade-Offs

The fact that participants do not follow the prescriptions 
of SDT when they have little or no sensory information to 
go by is not the only inconsistency revealed by the estimated 
likelihood-ratio functions in Figure 2. Equally problematic 
for SDT is the fact that the likelihood ratio (and hence, ac-
curacy) approaches the value 1 (chance performance) as 
RT increases from moderately fast to very slow. In other 
words, ignoring the very fast responses, there is a nega-
tive correlation between RT and accuracy, as is typical of 
discrimination experiments. This reverse speed–accuracy 
trade-off is modulated by the base rates: The likelihood 
ratio tends to be further away from the value 1 on the less 
preferred response side of the RT likelihood-ratio function. 
For example, in the lower panel of Figure 2 (high b con-
dition), the highest value reached by the likelihood-ratio 
function on the B response side was roughly 2.5, or 2.5 
to 1, whereas the lowest value reached on the A response 
side was roughly 0.2, or 1 to 5.

The reverse speed–accuracy trade-off is contrary to the 
basic principles of SDT and, in particular, its assumption 
that decision processes are merely rules for assigning 
responses to sensory states. If anything, there should be 
a positive correlation between RT and accuracy: Taking 
more time to deliberate should allow the participant to 
collect more, not less, sensory information before the de-
cision process intervenes. This particular misprediction of 
SDT is one of the strongest endorsements of sequential-
sampling theories and their alternative interpretation of 
the nature of a response bias. In these models, the negative 
correlation between RT and accuracy and the effects of 
base rates on this relationship are both the expected con-
sequences of a single decision mechanism. In rough terms 
(i.e., see Balakrishnan, 1999, and Van Zandt, 2000, for 
more detailed discussions), sequential-sampling models 
assume, first, that the participants are concerned about 
response speed as well as accuracy and, second, that they 
are able to interrupt the sensory encoding process when 

function will therefore have many distinct points, and each 
of these points would need to be estimated from an ex-
tremely small sample. However, the recorded RT value on 
a given trial of any real experiment will always represent an 
interval of actual RT values—that is, an RT bin, which con-
tains the true value that actually occurred. In the same way 
that large confidence-rating scales can be reduced in size 
by merging adjacent levels on the rating scale, the number 
of different RT values can be reduced by combining adja-
cent RT scores. In fact, there is no reason why the sizes of 
the RT bins must be constant; they can be chosen so that 
there will be an equal number of samples in each bin, or so 
that the smallest sample size is still large enough to provide 
a reasonably accurate estimate of the likelihood ratio.

Results
There is a close relationship between the shape of an 

ROC curve and the shape of the likelihood-ratio function 
(the likelihood-ratio function is the first derivative, or rate 
of change, of the ROC curve; see, e.g., Green & Swets, 
1966). However, apart from the question of whether two 
data sets can be fit with a single pair of sensory distribu-
tions with different rating criteria (as discussed above), the 
shape of the ROC curve is a relatively weak basis for test-
ing hypotheses about decision processes (cf. Balakrish-
nan, MacDonald, & Kohen, 2003). Our focus is therefore 
on the likelihood-ratio functions.

To estimate RT likelihood-ratio functions for the yes–
no condition of Mueller and Weidemann’s (2008) experi-
ment, we defined the RT bins so that each bin contained 
300 samples. To achieve this, we sorted the data by RT 
from largest to smallest and then let each successive block 
of 300 scores define a different RT bin. For example, in 
the high a base rate condition of Mueller and Weidemann’s 
experiment, the slowest RT was 28 sec and the 300th slow-
est RT was 2.2 sec. The slowest RT bin was therefore de-
fined by the interval from 2.2 to 28 sec. Because there 
were 12,000 trials in each base rate condition, there were 
12,000/300  40 different RT bins, and therefore 80 dif-
ferent points (40 for each classification response) on the 
RT likelihood-ratio function.

The results for the two different base rate conditions 
are shown in Figure 2. The dashed vertical bar in the two 
panels of Figure 2 indicates the point at which the classifi-
cation response switches from A to B (the two sides of the 
function). The dashed horizontal bar indicates the crucial 
point at which the likelihood-ratio function reaches the 
value 1. In both conditions, the functions are less than 1 on 
the A response side and greater than 1 on the B response 
side. More important, the function comes very close to 
the value 1 as the RT decreases (the middle of the graph). 
Technically, it approaches 1 again as RT increases in one 
case (the right edge in the lower panel), but since this is 
due to a single point, the result could be simply the result 
of estimation error.

In the Figure 1 model, the unobservable likelihood ratios 
to the right of the decision criterion are all greater than 1, 
with the lower bound being the likelihood ratio at the deci-
sion criterion. According to this model, therefore, the RT 
likelihood-ratio function cannot reach the value 1 on the B 
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likelihood-ratio function is one of several consequences 
of this asymmetry in the standards of evidence applied by 
the participants when they decide when it is appropriate to 
stop deliberating and respond.

Effects of Criterial Noise on the Sensitivity Level
To support their hypothesis that decision noise con-

tributes substantially to the overt performance of par-
ticipants in discrimination tasks (enough to explain 
the violations of SDT that we reported), Mueller and 
Weidemann (2008) pointed out that there are sequential 
effects in a typical classification experiment. One well-
 documented effect of this kind is the tendency for the 
classification response given on a previous trial to be 
repeated on the subsequent trial. In SDT terms, the hit 
and false alarm rates increase immediately following a 
B response and decrease immediately following an A re-
sponse (see, e.g., Parducci & Sandusky, 1965; Treisman 
& Williams, 1984). Following an A response, the deci-
sion criterion presumably tends to fall to the right of its 
overall average position, and following a B response, it 
tends to fall to the left of its overall average position. In 
other words, the decision criterion appears to shift from 

it seems prudent to do so. If, after a short deliberation, 
the evidence collected so far is already strongly in favor 
of, say, the A response, then there is little to be gained (in 
accuracy) by continuing to deliberate, and the participant 
therefore responds immediately, forfeiting the opportunity 
to collect more evidence.

By stopping the encoding process quickly only when the 
evidence so far accumulated is relatively conclusive, the 
decision maker forces the fast responses to be relatively 
more accurate. For the same reason, the slow responses 
end up absorbing all of the trials in which the evidence 
never became very conclusive in either direction, resulting 
in less accuracy on these trials and, hence, a decrease in 
accuracy as RT increases. The effects of the base rates on 
this kind of decision-making strategy are more difficult to 
illustrate. However, the most important step in the analysis 
is simple enough. When the base rate of, say, the a stimulus 
is greater than the base rate of the b stimulus, the amount 
of sensory evidence in favor of the A response that would 
be needed to reach the point at which further deliberation 
would be too costly to be justified is less than the amount 
in favor of the B response that would be needed to reach 
this same point. The asymmetry in the two sides of the RT 
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Figure 2. The response time (RT) likelihood-ratio functions corresponding 
to the RT-ROC curves shown in Figure 1 (the likelihood-ratio values are the 
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function—that is, the point separating the A and B responses. The dashed hori-
zontal bar indicates the crucial value 1, which determines whether the decision 
rule is biased or unbiased. Contrary to the signal detection theory prediction, 
the functions approach the value 1 on both sides as RT decreases.
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collected prior to selecting a response. If the decision 
maker prefers one response to another for some reason, 
the only manner in which this preference can be expressed 
is to adjust the decision criterion—that is, the mapping of 
information states to responses (the decision rule). Muel-
ler and Weidemann’s (2008) modified detection model is 
more flexible and more plausible in some important re-
spects, but it also assumes that the participants’ decision 
strategies are constrained in this way. 

In the real world, there is always an incentive to respond 
promptly, as well as accurately. Otherwise, there would 
never be any reason to make risky decisions of any kind. 
This is true of expert decision problems, such as those 
faced by medical practitioners (more tests can be ordered 
before an intervention is recommended), as well as the typ-
ical kinds of sensory and memory discrimination problems 
defined by laboratory experiments. If the time to reach a 
final decision is even a small factor in participants’ minds, 
the decision rule (and, hence, the decision criterion) is no 
longer an appropriate basis for describing the nature of the 
participant’s decision-making strategy, or for distinguish-
ing sensitivity effects from response biases.

The solution to this more realistic statistical decision 
problem is the sequential-sampling model (e.g., Link & 
Heath, 1975; Luce, 1986; Ratcliff & Smith, 2004). Al-
though there are many specific examples of these models, 
and they can be difficult to distinguish empirically, they 
share the key assumption that observers are motivated to 
respond quickly, as well as accurately. Instead of chang-
ing the mapping of sensory states to responses, response 
biases in these models become properties of the stopping 
rule, which determines when the deliberation process will 
be terminated. The time spent deliberating determines, in 
turn, the amount of sensory information that is available 
to the decision maker at the point at which the response is 
finally selected. Described in crude terms (see Balakrish-
nan, 1999, and Van Zandt, 2000, for a detailed discus-
sion), a response bias in this alternative framework is a 
difference in the strength of the sensory evidence needed 
to cause the decision maker to terminate the encoding 
process and respond. A decision maker who prefers the A 
response will stop deliberating and respond quickly if the 
sensory evidence collected early on favors this particular 
response. If the initial evidence favors the unpreferred re-
sponse, the decision maker is likely to wait longer before 
responding, and during this extended period, the balance 
of evidence may switch to the preferred response. The 
preferred response is therefore more frequent and faster, 
consistent with the discrimination literature.

Like SDT, the sequential-sampling models cannot be 
used to quantify bias and sensitivity without introducing 
some specific, relatively technical assumptions about sen-
sory noise and the decision process, and some of these 
assumptions are almost surely incorrect. However, these 
models are not only able to fit both RT and response fre-
quency data with suitably chosen parameters, they are also 
constrained to predict (and, hence, they explain) features 
of RT data that, at least as much as response biases, one 
would be foolish to ignore, including the correlation be-
tween the means and variances of the RT distributions and 

trial to trial, as in Mueller and Weidemann’s decision-
noise model.

As Mueller and Weidemann (2008) pointed out, add-
ing noise to the decision-criterion parameter in the SDT 
model has the same effect on performance as keeping the 
decision criterion constant and adding additional noise to 
the sensory state distributions (i.e., reducing the sensitiv-
ity level). Controlling for the response on a previous trial, 
therefore, should reduce the effect of criterial noise and, 
accordingly, increase the estimated sensitivity level. 

Table 1 compares the overall d  value (i.e., the prior re-
sponse is A or B) to the two sequence-dependent d  values 
for the six different conditions of Mueller and Weidemann’s 
(2008) experiment. In each case, the overall d  value falls 
between, instead of below, the two sequence-dependent 
scores. Thus, the effect of the previous response on the hit 
and correct-rejection rates unequivocally rules out the pos-
sibility that the decision criterion is constant across trials, 
consistent with Mueller and Weidemann’s hypothesis; but 
simply allowing for trial-by-trial changes in the placement 
of the decision criterion is not enough to explain the effect 
of the previous response on performance. Since the same 
violation appears in both the ratings and yes–no detection 
conditions, it cannot be attributed to different degrees of 
noise in rating and decision criteria, or to any other ar-
tifactual consequence of soliciting confidence ratings in 
addition to a yes-or-no response.

Discussion
The idea that human observers will adopt different de-

cision criteria under different circumstances, sometimes 
capriciously, sometimes in a strategic manner, seems to 
offer a simple and intuitively compelling way to explain 
a very simple fact—that is, that the two kinds of correct 
responses in a two-choice classification task, hits and cor-
rect rejections, usually do not occur with equal frequency, 
even if the two types of stimuli are presented equally 
often. SDT is a rigorous means of quantifying this basic 
intuition. However, the concept of the decision criterion 
in SDT is considerably less plausible than most psycholo-
gists probably realize. The signal detection model is, in 
effect, the solution to a specific kind of statistical deci-
sion problem, in which the decision maker is given some 
data and is then asked to choose a response. The theory 
implicitly assumes, therefore, that the decision maker has 
no control over the amount or quality of the information 

Table 1 
Effects of Controlling for the Prior Response on the Estimated 
Sensitivity, d , in the Six Conditions (2 Response Procedures   
3 Base Rates) of Mueller and Weidemann’s (2008) Experiment

Base Rate Ratio (a to b)

 Prior Response  1 to 1  1 to 2  2 to 1  

Ratings
 A .780 .812 .836
 A or B .805 .824 .793
 B .842 .854 .755
Yes–No
 A .732 .888 .783
 A or B .767 .833 .793

  B  .794  .816  .838  
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NOTES

1. For our purposes, the distinction between continuous and discrete 
distributions (and, hence, density vs. relative frequency or area under a 
curve vs. height of a curve) is not important. 

2. The sample sizes of these estimated likelihood ratios in each indi-
vidual condition were relatively small (because the lowest confidence re-
sponses were relatively infrequent). However, combining the data across 
the six unequal base rate (9 to 1) conditions of the two experiments in 
Balakrishnan (1998a), there were 655 samples to estimate the value of 
L(A1), and the result was .93.

3. Because the sensory evidence is minimal when the participants’ 
yes-or-no responses are extremely fast, the participants are, by defini-
tion, guessing (or at least virtually guessing) on these trials. In this par-
ticular data set, there is no analogous slow guessing (except for the one 
estimated point mentioned earlier, the functions in Figure 2 do not reach 
the value 1 on the outside edges). This could merely be due, however, 
to the sample sizes of the experiment (the slow RT bins had to be quite 
wide in order to reach the required 300 samples per bin) and to the small 
size of the bias manipulation (2 to 1 instead of 9 to 1). In support of this, 
the RT likelihood ratios for the slowest and fastest A responses in the 
combined unequal base rate conditions from Balakrishnan (1998a) were 
.87 and .91, respectively.

(Manuscript received December 21, 2007; 
revision accepted for publication April 13, 2008.)

the relationship between response accuracy and response 
speed (i.e., speed–accuracy trade-offs). In this respect, 
sequential-sampling models seem to be a much more suit-
able starting point for the analysis of classification data, 
even when RT itself is not a measure of particular interest 
in a given study.

ADDENDUM

Reply to Weidemann and Mueller (2008)

In their reply to this commentary, Weidemann and Mueller 
(2008) have suggested, first, that confidence ratings and RT 
are both “noisy indices” of perceptual evidence. This hypoth-
esis is self-evident, but it does not resolve any of the issues. 
To actually fit data, they introduce an assumption in which the 
only reason RTs are correlated at all with accuracy is that incor-
rect responses have larger RT variances than correct responses 
do. They offer no theoretical explanation for this RT variance 
assumption. Furthermore, their idea about two types of deci-
sion noise, and even the notion of a biased decision criterion, 
played absolutely no role in this “illustrative analysis.” Even this 
“quasi”-model yielded only a partial fit to the data, reproduc-
ing the approach to the value 1 only on the “favored response” 
side of the RT likelihood ratio function. Thus, the authors never 
explained why participants who are presumably biased toward 
the “A” response always respond “B” when their sensory infor-
mation slightly favors the “B” response. Reanalyzing data from 
Van Zandt (2000), the authors then pointed out that confidence-
rating likelihood-ratio functions do not always approach the 
value 1. However, Van Zandt did not control the frequencies of 
the lowest confidence-rating responses. For the reasons detailed 
in this article (see p. 1025), this makes it impossible to esti-
mate the value approached by the underlying function. If there 
is anything approaching a reasonably plausible SDT account of 
discrimination behavior, it has yet to be discovered.
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