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If you encounter a fact that conflicts with your be-
liefs, you revise your beliefs. But what is a rational way 
in which to make such a revision? Logical thinking can 
detect inconsistencies, but it cannot tell you which propo-
sitions you should abandon in order to attain consistency. 
One view of rational change, however, is that it should be 
minimal. As William James (1907) wrote, “[The new fact] 
preserves the older stock of truths with a minimum of 
modification, stretching them just enough to make them 
admit the novelty” (p. 59). Such parsimony is sensible, 
and many cognitive scientists have advocated minimal-
ism, as we refer to it, both for science and for everyday 
life (e.g., Gärdenfors, 1988; Harman, 1986). Likewise, 
computer programs for artificial intelligence have mod-
eled such changes (de Kleer, 1986; Doyle, 1979), and 
measures have been developed to calculate the amount of 
change so that minimalism can be tested. These measures 
depend on counting all the beliefs that change their values 
(Elio & Pelletier, 1997; Harman, 1986; Hiddleston, 2005). 
For example, Elio and Pelletier wrote, “often this relies 
on counting the number of propositions whose truth val-
ues would change in one kind of revision versus another” 
(p. 426), and Harman’s measure of change proposes that 
we “take the sum of the number of (explicit) new beliefs 
added plus the number of (explicit) old beliefs given up” 
(p. 59). Some proponents of minimalism might object to 
these measures on the grounds that they are simplistic, 
but, to the best of our knowledge, no other readily testable 
measure exists. Hence, we have adopted this measure too. 

As Elio and Pelletier point out, it implies that a change to 
a categorical belief is more minimal than is a change to a 
generalization. After a generalization is given up, infer-
ences from it cannot occur, and so the overall number of 
changes is greater.

There are problems for minimalism. One is that there 
may be several ways to change your beliefs that are all 
equally minimal. But a more serious problem is that, when 
you encounter an inconsistency in daily life, your goal 
is seldom merely to edit your beliefs in order to restore 
consistency. A more important goal is to explain the oc-
currence of the inconsistency (Elio, 1998; Johnson-Laird, 
Girotto, & Legrenzi, 2004; Thagard, 1989). Research in 
decision making supports the view that, when individu-
als are faced with a number of conflicting options, they 
generate reasons to justify their choices (Shafir, Simon-
son, & Tversky, 1993). Likewise, we propose that, when 
individuals are faced with conflicting information, they 
generate reasons to resolve the inconsistency. A plausible 
explanation is bound to cause someone to revise at least 
some proposition that they held prior to their discovery of 
the discrepancy. It may do so in a minimal way, but there 
is no guarantee. Indeed, a plausible explanation, both in 
science and in daily life, may imply a wholesale rejection 
of propositions that individuals hitherto held. Accord-
ingly, the aim of the present article is to compare these two 
theoretical accounts—minimalism and the explanatory 
hypothesis—and to report some experiments designed to 
test their predictions for cases in which they diverge.
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tain that they were true (Markovits & Schmeltzer, 2007). 
A second reason is that judgments of the believability of 
a conditional are context dependent. In the absence of an 
inconsistency, categorical propositions tend to be judged 
as more believable than are generalizations. For example, 
in one study, participants judged the categorical assertion 
the experiment was conducted according to procedure as 
more believable than the generalization if the experiment 
was conducted according to procedure, then the helium 
is in liquid form. But, when the two assertions were pre-
sented together with an inconsistent fact, the helium is 
not in liquid form, participants switched their judgment 
(Hasson & Johnson-Laird, 2003).

The second sort of problem illustrating the contrast be-
tween minimalism and the explanatory hypothesis con-
sists of two generalizations, a categorical proposition, and 
a fact that is inconsistent with the consequences of one of 
the generalizations and the categorical proposition:

Speaker A: If you follow this diet, then you lose 
weight.
Speaker B: If you follow this diet, then you have a 
good supply of iron.
Speaker C: John followed this diet.
In fact, John did not lose weight. Why?

Such problems have single inconsistencies arising from 
one of the two generalizations. Minimalism predicts that 
you should give up the categorical proposition but that 
you should be less likely to do so than in the first sort 
of problem because there are two generalizations from 
which it yields a conclusion as opposed to only one gener-
alization. In other words, the categorical proposition now 
has more inferential power, and so you should be more 
likely to retain it (Elio & Pelletier, 1997). If, for example, 
you deny that John followed the diet, you can no longer 
infer that he has a good supply of iron. If you have already 
drawn this inference, then, according to minimalism, you 
should retain it. A minimal change calls for you to retain 
all beliefs, even if they no longer have a satisfactory justi-
fication, provided that they are consistent with your other 
beliefs (Gärdenfors, 1992). In contrast, the explanatory 
hypothesis predicts that individuals should still resolve 
inconsistencies such as the one above by revising the 
generalization yielding the inconsistency (i.e., the first 
generalization in the example). Once again, this is not a 
minimal change.

The third sort of problem is also based on two gener-
alizations, but the facts are inconsistent with the conse-
quences of both of them:

Speaker A: If you follow this diet, then you lose 
weight.
Speaker B: If you follow this diet, then you have a 
good supply of iron.
Speaker C: John followed this diet.
In fact, John did not lose weight, and he did not have 
a good supply of iron. Why?

Such problems have double inconsistencies arising from 
two generalizations. In this case, minimalism still predicts 

A crucial consequence of the explanatory hypothesis 
is that a plausible explanation may not be minimal. We 
illustrate this point by using examples of three sorts of 
inconsistency. The first sort occurs in the following prob-
lem based on a conditional generalization, a categorical 
proposition, and a fact that is inconsistent with what they 
imply:

Speaker A: If a drink contains sugar, then it gives you 
energy.
Speaker B: This drink contains sugar.
In fact, it doesn’t give you energy. Why?

Such a problem has a single inconsistency arising from a 
single generalization and a categorical proposition. A pu-
tative explanation such as the drink doesn’t contain sugar 
rejects the categorical proposition that Speaker B asserts. 
And, as Elio and Pelletier (1997) have pointed out, it is a 
minimal resolution of the inconsistency, because it merely 
blocks the inconsistent consequence of the two proposi-
tions but leaves the conditional generalization intact. Yet 
individuals tend to revise the generalization, at least when 
they select from a choice of possible revisions ( Dieussaert, 
Schaeken, De Neys, & d’Ydewalle, 2000; Elio & Pelletier, 
1997; Politzer & Carles, 2001). The explanatory hypothesis 
predicts this tendency. To deny the categorical proposition, 
as in the claim that the drink does not contain sugar, seems 
arbitrary and unprincipled. Explanations should have gen-
eral power, and almost all generalizations about events in 
daily life are susceptible to disabling conditions. Is it really 
true that a drink containing sugar necessarily provides en-
ergy? You can readily think of disabling conditions.

In some cases, disabling conditions may be retrieved 
from long-term memory. For example, you may know 
that a certain amount of sugar is required to provide an 
increase in energy. But you can also generate novel pos-
sibilities on the fly. For example, you may imagine that 
a person has taken a sleeping pill, and so sugar will not 
increase the person’s energy. Belief revision theorists have 
not distinguished between these two sorts of possibility, 
perhaps because it is difficult to determine whether a dis-
abling condition is novel, if only because introspections 
are an unreliable source of evidence (Nisbett & Wilson, 
1977). Hence, we will not distinguish between existing 
and novel disabling conditions in our measures. Because 
disabling conditions provide a reason why the consequent 
of a generalization may fail to occur, the explanatory hy-
pothesis predicts that generalizations are more likely to be 
revised than are categorical propositions about a particu-
lar individual.

One possibility is that people revise generalizations, be-
cause generalizations are less believable than categorical 
propositions are. Indeed, less believable generalizations 
often have more potential disabling conditions than highly 
believable ones do, and so they are more likely to be re-
vised (Dieussaert et al., 2000; Politzer & Carles, 2001). 
However, the relative believability of general and categor-
ical propositions is unlikely to explain which is chosen 
for revision. One reason is that generalizations are often 
revised even when individuals had been completely cer-
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explanations revised. The explanations were classified as 
implying revisions to the generalization if they were of one 
of three forms (“It is not the case that if A then B,” “A is 
not sufficient for B,” or “B does not always follow A”) 
or if they described a disabling condition that would pre-
vent B. They were classified as implying revisions to the 
categorical proposition if they were of the forms “not A” 
or “perhaps not A.” This coding scheme was used to clas-
sify explanations in earlier studies (e.g., Byrne & Walsh, 
2002), and it classified 91% of the responses. The remain-
ing responses affirmed or denied the new information or 
were too vague to refute either of the propositions (e.g., 
“I don’t know why,” “One of the speakers is wrong,” and 
“The speakers interpreted the phrases differently”).

As Table 1 shows, the overwhelming majority of the ex-
planations for all three sorts of problem implied revision 
of the generalization rather than the categorical proposi-
tion (17 out of the 20 participants showed this pattern, 
2 showed the opposite pattern, and there was one tie; bi-
nomial test, p  .01). Likewise, the one reliable differ-
ence among the three sorts of problem was the increase in 
explanations revising the categorical propositions in the 
inconsistency with both of the two generalizations (30%) 
as opposed to those in which they occurred with one of 
the two generalizations (15%; Wilcoxon test, z  2.07, 
p  .02, one-tailed). There was no reliable difference in 
the proportions of explanations ruling out the categorical 
proposition between the problems in which inconsisten-
cies occurred with single generalizations (14%) and those 
in which inconsistencies occurred with one of two gener-
alizations (15%; Wilcoxon test, z  0.07, p  .9). These 
results all corroborate the explanatory hypothesis, but are 
contrary to minimalism.

When explanations implied a revision to a generaliza-
tion, they rarely (5% of the explanations) were simple 
negations of the generalization. Instead, they typically 
described a disabling condition that would prevent the 

that individuals’ explanations should revise the categori-
cal proposition. They should be more likely to do so than 
in the first problem above, because, if they do not, then 
they must revise both generalizations as opposed to a 
single generalization in the first problem. The explana-
tory hypothesis, however, makes a different prediction for 
this problem than for the previous problems. It is quite 
difficult to explain the failure of two generalizations, 
and so individuals should be more likely to revise the 
categorical proposition than in the case of an inconsis-
tency with a single generalization or with only one of two 
generalizations.

In summary, minimalism predicts that explanations 
should tend to revise categorical propositions rather than 
generalizations, and it yields a predicted trend for expla-
nations that rule out the categorical proposition: The high-
est proportion should occur for inconsistencies with both 
of two generalizations, an intermediate proportion should 
occur for inconsistencies with a single generalization, and 
the lowest proportion should occur for inconsistencies 
with one of two generalizations. The explanatory hypothe-
sis predicts instead that explanations should tend to revise 
generalizations. It also predicts that this tendency should 
be greater for an inconsistency arising from a single gen-
eralization or from only one of two generalizations than 
for inconsistencies arising from both of two generaliza-
tions. We carried out four experiments designed to test the 
differing predictions of the two competing hypotheses.

EXPERIMENT 1

Experiment 1 examined the three sorts of problem 
described in the introduction (see also Table 1). The par-
ticipants’ task was to explain the inconsistencies, and we 
examined the explanations’ implications for the mainte-
nance or revision of the propositions in the problems.

Method
Design. The participants acted as their own controls and carried 

out four different problems of each of the three sorts of inconsisten-
cies: with single generalizations, with one of two generalizations, 
and with both of two generalizations. We used 12 different sorts of 
subject matter from the following categories: physiology, physics, 
economics, and psychology (see the Appendix). The generalizations 
were all highly plausible and similar to those in the high-plausibility 
category used by Politzer and Carles (2001). The contents were ro-
tated so that they were presented equally often with each of the 3 
sorts of problem. The problems were presented to each participant 
in a different random order.

Participants and Procedure. We tested 20 volunteers employed 
by Educational Testing Service, Princeton. The key instructions were 
“You will be presented with information from two or three different 
speakers. . . . You will then be given some additional information 
that you know, for a fact, to be true. Your task, in essence, is to ex-
plain what is going on.” The participants were tested individually 
and wrote their responses to each problem.

Results and Discussion
The participants had no difficulty in generating expla-

nations to answer the question “why?” about the incon-
sistencies. Table 1 presents the percentages of generaliza-
tions and categorical propositions that the participants’ 

Table 1 
Percentages of Explanations That Implied Revisions to the  

Generalizations or to the Categorical Propositions  
in Experiment 1

Revised the Revised the
Generalization: Categorical

Type of Inconsistency  If A then B  Proposition: A

With a single generalization:
 If A then B.
 A.
 Fact: Not B. 72 14

With one of two generalizations:
 If A then B.
 If A then C.
 A.
 Fact: Not B. 78 15

 With both of two generalizations:
 If A then B.
 If A then C.
 A.
 Fact: Not B and Not C 63 30

Note—The balances of percentages are cases in which the explanations 
did not imply revisions to either proposition.
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clusions are consistent with their other beliefs (Gärden-
fors, 1992). Hence, individuals should retain conclusions 
that they have drawn from the second generalization, re-
gardless of the sort of explanation that they create. But, 
according to the explanatory hypothesis, neither of these 
phenomena should tend to occur. An explanation should 
tend to imply a revision to the generalization yielding the 
inconsistency. And individuals should often give up the 
second generalization if their explanation is a potential 
disabler for it too (see Walsh & Sloman, 2007). When in-
dividuals do revise the categorical proposition, they also 
should tend to abandon the consequences of the second 
generalization, because they have no ready explanation 
for why it should hold.

Method
Participants. We tested individually 31 Princeton University un-

dergraduates, who were paid for their participation.
Materials, Design, and Procedure. The format of the problems 

was the same as that in the previous experiment, but every problem 
was based on two conditional generalizations. On half the trials (in 
separate blocks, presented in a counterbalanced order), the partici-
pants answered the “why” question and then answered a question 
about the inference from the second generalization. On half of the 
trials, the participants answered only the question about the sec-
ond generalization. Likewise, we counterbalanced the order of the 
two generalizations; on half of the trials, the fact denied the conse-
quences of the first generalization, and on half of the trials, it denied 
the consequences of the second generalization. We used eight pairs 
of conditional generalizations using four types of subject matter: 
physiology, physics, economics, and psychology (see the Appen-
dix). The contents were rotated so that they were presented equally 
often in the explanation condition, in which the participants wrote 
explanations for the inconsistencies, and in the no-explanation con-
dition. Each participant completed the eight problems, which were 
presented in a different random order.

Results and Discussion
Table 2 presents the percentages of responses accord-

ing to whether the participants’ explanations implied a 
revision to the relevant generalization (if A then B) or to 
the categorical proposition (A), and according to whether 
they accepted, rejected, or were uncertain about the in-
ference from the other generalization (if A then C ). On 
84% of trials, the participants violated minimalism, be-
cause they either implied a revision to the generalization 
or rejected the inference from the other generalization 

antecedent from producing the consequent (35% of all 
explanations) or proposed that the antecedent of the gen-
eralization was not always sufficient to produce the con-
sequent (27% of all explanations). There was no reliable 
difference in the sorts of implied revisions of the general-
izations among the three sorts of problem.

EXPERIMENT 2

This experiment compared the two hypotheses using 
a different task. The problems contained facts that were 
inconsistent with the consequences of one of two gen-
eralizations. On half of the trials, the participants had to 
explain the inconsistency and then to decide whether the 
consequences of the second generalization still held. The 
following is an example:

Speaker A: If you follow this diet, then you lose 
weight.
Speaker B: If you follow this diet, then you have a 
good supply of iron.
Speaker C: John followed this diet.
In fact, John did not lose weight. Why?

After the participants had offered an explanation, they 
were asked, “Did John have a good supply of iron?”

It is possible that requesting participants to generate 
explanations causes them to change the inferences that 
they draw from the second generalization. To assess this 
possibility, on the other half of the trials, the participants 
did not have to explain the inconsistency but had merely to 
answer the question about the second generalization.

Logically, the resolution of the inconsistency calls for 
individuals to abandon either the categorical proposition 
that John followed the diet or the generalization that the 
diet yields a loss of weight, but it does not call for them 
to deny their conclusion that John has a good supply of 
iron, which, according to Harman (1986), would be an 
unnecessary and nonminimal change. Hence, it would be 
a minimal change to abandon the categorical proposition 
that John followed the diet and to maintain everything 
else, including the conclusion that he has a good supply 
of iron. Similarly, coherence theories of belief revision 
propose that individuals should retain conclusions even if 
they withdraw their justifications, provided that the con-

Table 2 
Percentages of Responses in Experiment 2 According to Whether  

the Participants’ Explanations Implied a Revision to the Generalization or to  
the Categorical Proposition and Whether They Accepted, Were Uncertain About,  

or Rejected the Inference From the Other Generalization

Was the Inference of C From 
the Second Generalization, Explanations That Revised the Explanations That Revised the

if A Then C, Accepted?  Generalization: If A Then B.  Categorical Proposition: A.  Totals

Yes 27  4 31
Maybe 27 10 37
No  4 26 30
 Total 58 40 98*

Note—Both a revision to the generalization and a rejection of the inference from the other generalization are 
more than minimal changes. *Explanations for 2% of responses could not be classified.
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participants would abandon C if they explicitly drew this 
inference before they discovered the inconsistency.

Method
Participants. We tested 40 undergraduate and graduate stu-

dents from the University of Plymouth, who were paid for their 
participation.

Materials, Design, and Procedure. We used the same eight 
pairs of conditional generalizations as those used in Experiment 2 
and four new pairs (see the Appendix). The format of the problems 
was similar, but participants were asked “what follows?” before they 
were presented with the inconsistent fact:

Speaker A: If A then B.
Speaker B: If A then C.
Speaker C: A.
What follows?

After the participants wrote their responses, they turned the page. 
In eight of the problems, they were presented with an inconsis-
tent fact and were asked to evaluate the inference from the second 
generalization:

In fact, not B. Why?
Does C follow?

In the remaining four problems, the new fact confirmed the conse-
quent of one of the generalizations:

In fact, B. Why?
Does C follow?

The contents were rotated so that they were presented with each sort 
of problem. As before, the new fact, regardless of whether it was 
consistent, was relevant to the first generalization on half of the trials 
and relevant to the second generalization on half of the trials.

Results and Discussion
Three participants were eliminated because they failed 

to follow the instructions. Table 3 presents the percentages 
of responses for trials with an inconsistency, according to 
whether the participants’ explanations implied a revision 
to the relevant generalization or to the categorical proposi-
tion and according to whether they accepted, rejected, or 
were uncertain about the inference from the other gen-
eralization. On 91% of trials, the participants violated 
minimalism, because they either implied a revision to the 
generalization or rejected the inference from the other gen-
eralization (Wilcoxon test, z  4.88, p  .00005). As in 
Experiment 2, the probability of a response corroborating 
the violation of minimalism is 2/3, because responses in 

(Wilcoxon test, z  3.62, p  .0002). The probability 
of a response corroborating the violation of minimalism 
is 2/3, because responses in four of the six categories in 
Table 2 do so; hence, the Wilcoxon test compared fre-
quencies of actual violations with this probability. Like-
wise, if the participants were minimalists, they should 
accept the inference from the other generalization. Yet 
they were just as likely to reject it as to accept it, and 
the majority of participants rejected it on at least one 
occasion. In the first block of problems, the participants 
were less likely to reject the inference when they had cre-
ated an explanation (23%) than when they had not (44%, 
Mann–Whitney U test, z  1.94, p  .05). The creation 
of an explanation seemed to have sensitized them to al-
ternative possibilities, and so they gave more “maybe” 
answers.

Table 2 also shows a correlation between the nature of 
the explanation and the answer to the question about the 
second generalization. When the participants’ explana-
tions implied a revision to the relevant generalization, they 
tended to accept rather than reject the inference from the 
second generalization; but when their explanations im-
plied a revision to the categorical proposition, they tended 
to reject rather than accept the inference from the sec-
ond generalization. This interaction was highly reliable 
(Wilcoxon test, z  4.12, p  .00005). Hence, contrary 
to minimalism but in accordance with the explanatory hy-
pothesis, when the participants’ explanations implied a 
revision to the categorical proposition, they then denied 
the consequence from the second generalization.

EXPERIMENT 3

Experiment 2 showed that, when participants received 
problems of the following form, they frequently inferred 
not C:

If A then B.
If A then C.
A.
In fact, not B.

Minimalism predicts that individuals should maintain C 
only if they drew this inference prior to encountering the in-
consistent fact not B. Hence, Experiment 3 tested whether 

Table 3 
Percentages of Responses in Experiment 3 According to Whether  

the Participants’ Explanations Implied a Revision to the Generalization or to  
the Categorical Proposition and Whether They Accepted, Were Uncertain About,  

or Rejected the Inference From the Other Generalization

Was the Inference 
From the Second Explanations That Revised the Explanations That Revised the

Generalization Accepted?  Generalization: If A Then B.  Categorical Proposition: A.  Totals

Yes 15  0 15
Maybe 25  7 33
No 12 39 51
 Total 52 46 98*

Note—Both a revision to the generalization and a rejection of the inference from the other generalization 
are more than minimal changes. *Explanations for 2% of responses could not be classified.
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Method
Materials and Design. We constructed six pairs of problems, 

each having the form illustrated above. One generalization in each 
pair had few disablers (e.g., Speaker A: If the TV is on, then energy is 
consumed ) and the other had many disablers (e.g., Speaker B: If the 
TV is on, then there is a picture on the screen), in line with previous 
normative studies (e.g., Cummins, 1995). A third speaker affirmed 
the antecedent common to both generalizations (Speaker C: This 
TV was on).

There were two groups of participants. The few disablers group 
received problems with a fact that denied the consequent of the gen-
eralization with few disablers:

In fact, no energy was consumed.
Was there a picture on the screen?

The many disablers group received problems with a fact that denied 
the consequent of the generalization with many disablers:

In fact, there was no picture on the screen.
Was energy consumed?

We also counterbalanced the order of the two generalizations within 
the problems. There were accordingly four versions of each problem. 
For both groups, the task was to write an answer to the question 
about the inference from the other generalization.

Participants. We tested individually 25 Princeton University un-
dergraduates, who were paid for their participation. The participants 
were assigned at random to the few disablers group or to the many 
disablers group.

Results and Discussion
Table 4 presents the results for the two groups. The 

group with problems in which the facts conflicted with 
generalizations having many disablers tended to ac-
cept the inference from the other generalization (57%), 
whereas the group with problems in which the facts con-
flicted with generalizations with few disablers tended 
not to accept the inference from the second generaliza-
tion (21%; Mann–Whitney U  22.5, p  .01). This 
pattern of responses is inexplicable on a minimalist ac-
count, but the explanatory hypothesis predicts it. When 
a fact conflicted with a generalization with many dis-
ablers, the participants could explain the inconsistency 
in terms of the falsity of the generalization. The other 
generalization and the categorical proposition remained 
intact, and so the participants tended to accept their 
consequences. But when a fact conflicted with a gen-
eralization with few disablers, individuals could not so 
easily explain the inconsistency in terms of the falsity 
of the generalization, but they could explain it in terms 
of the falsity of the categorical proposition. They then 

four of the six categories in Table 3 do so; hence, again the 
Wilcoxon test compared frequencies of actual violations 
with this probability. Furthermore, the difference in the 
proportions of rejections of the inference from the other 
generalization following a consistent and inconsistent fact 
was highly significant (1% vs. 51%, Wilcoxon test, z  
4.21, p  .00005). If the participants were minimalists, 
then, after an inconsistency, they should accept the infer-
ence from the other generalization. Yet, once again, they 
rejected it (51% of trials) more often than they accepted 
it (15% of trials, Wilcoxon test, z  3.22, p  .001), and 
the balance of responses was uncertainty (“maybe”). After 
a consistent fact, only 1% of responses rejected the infer-
ence from the other generalization.

Table 3 also shows a correlation between the nature of 
the explanation and the answer to the question about the 
inference from the second generalization. When the par-
ticipants’ explanations implied a revision to the categori-
cal proposition, they tended to reject the inference from 
the other generalization. In contrast, when their explana-
tions implied a revision to the relevant generalization, 
they were more likely to accept the inference from the 
other generalization. This interaction, which the explana-
tory hypothesis predicts, was highly reliable (Wilcoxon 
test, z  4.59, p  .000005). In sum, the participants 
often went beyond minimalism to deny a consequence 
that they had explicitly inferred in the first part of the 
trial, and they were particularly likely to do so when their 
explanations of an inconsistency ruled out the categorical 
proposition.

EXPERIMENT 4

If the principal task in resolving an inconsistency is to 
explain its origins, then individuals should be influenced 
by how easy it is to find an exception to a generalization. 
But this factor has no effect on a minimal reconciliation 
with the fact. The present experiment compared the two 
hypotheses using problems similar to those used in Exper-
iment 3, except that the task was solely to decide whether 
the inference from a second generalization followed:

Speaker 1: If A then B.
Speaker 2: If A then C.
Speaker 3: A.
But, as a matter of fact: not B.
Does C follow?

Suppose that the generalization yielding the inconsistency 
has many disablers. According to the explanatory hypoth-
esis, individuals can then envisage a disabler rendering the 
generalization false. Its falsity in turn explains the incon-
sistency, and so they should accept the inference from the 
other generalization. But, if the generalization yielding 
the inconsistency has few disablers, individuals should 
tend instead to reject the categorical proposition in order 
to resolve the inconsistency, and so they should also tend 
to reject the inference from the other generalization. Mini-
malism, of course, makes neither of these predictions: In-
dividuals should have a universal tendency to accept the 
inference from the other generalization.

Table 4 
Percentages of Responses in Experiment 4 Accepting,  

in Doubt of, or Rejecting the Inference From the Other 
Generalization for the Two Groups, Depending on  

Whether the Generalization Yielding the  
Inconsistency Had Many or Few Disablers

Was the Inference From the Many Few
Second Generalization Disablers Disablers

 Accepted?  Group  Group  

Yes 57 21
Maybe 11 32
No 32 47

Note—The rejection of the inference is a more than minimal change.
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many potential disablers than for those with few of them. 
When both generalizations occur in a problem yielding 
an inconsistency, a critical variable is which of the two 
yields a consequence in conflict with the facts. As Experi-
ment 4 showed, when participants could easily resolve an 
inconsistency by rejecting the generalization giving rise 
to it, they were more likely to accept the consequences 
of the other generalization. In this case, the categorical 
proposition and the other generalization remained in-
tact, and so the participants accepted their consequences. 
When the participants could not resolve the inconsistency 
so easily by rejecting the generalization, because it had 
few disablers, they presumably rejected the categorical 
proposition instead. They now had no reason to accept its 
consequences from the other generalization, and so they 
rejected the inference. This interaction is inexplicable in 
terms of the minimalist hypothesis, which in both cases 
predicts that individuals should reject the categorical 
proposition but nothing else.

Minimalism is a putative solution to the problem of 
maintaining a consistent set of propositions. It ensures that 
individuals do as little as possible in order to accommodate 
new information that conflicts with old. In contrast, our 
results imply that human reasoners use a different strategy. 
They are concerned about explaining inconsistencies, and 
their quest for plausible explanations leads them to imag-
ine how the events might have unfolded. This approach 
can lead them to make greater than minimal changes to 
the information that they have.
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APPENDIX 
Materials Used in the Experiments

Conditional Generalizations Used in Experiments 1–3

If you follow this diet, then you lose weight. If you follow this diet, then you have a good supply of iron.
If the drink contains sugar, then it tastes sweet. If the drink contains sugar, then it gives you energy.
If people are worried, then they find it difficult to concentrate. If people are worried, then they have 

insomnia.
If people are nervous, then their hands shake. If people are nervous, then they get butterflies in their 

stomach.
If coal is burnt, then heat is produced. If coal is burnt, then it yields carbon monoxide.
If a match is struck, then it produces light. If a match is struck, then it gives off smoke.
If the economy is doing well, then share prices rise. If the economy is doing well, then unemployment is low.
If the banks cut interest rates, then the economy grows. If the banks cut interest rates, then there is an increase 

in inflation.

Conditional Generalizations Used in Experiment 1 Only

If sales go up, then profits improve. If sales go up, then their production costs are reduced.
If someone is very kind to you, then you like that person. If someone is very kind to you, then you are kind 

in return.
If people have a fever, then they have a high temperature. If people have a fever, then they lack an appetite.
If there is high pressure, then the night is cold. If there is high pressure, then the skies are clear.

Conditional Generalizations Used in Experiment 3 Only

If there is heavy rain, then the football pitch becomes muddy. If there is heavy rain, then there are puddles 
on the footpath.

If there is very loud music, then it is difficult to have a conversation. If there is very loud music, then the 
neighbours complain.

If it is windy, then the wind chimes jingle. If it is windy, then the clothes on the line move.
If the manufacturing process is operating, then smoke is emitted. If the manufacturing process is operating, 

then chemical by-products are emitted.

Conditional Generalizations Used in Experiment 4

Few Disablers  Many Disablers

If coal is burnt, then carbon dioxide is produced. If coal is burnt, then the room is warm. 
If the window is opened, then air escapes. If the window is opened, then the room becomes cold. 
If the dishes are washed, then they get wet. If the dishes are washed, then they are clean. 
If a sponge is placed in water, then it absorbs water. If a sponge is placed in water, then it floats. 
If a person sprints, then their heartbeat is raised. If a person sprints, then they lose weight. 
If the noise in the room is extremely loud, it is dif- 
 ficult to have a conversation. 

If the noise in the room is extremely loud, the neigh- 
 bors complain.
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