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People are able to recognize previously learned places 
from perspectives that they have not experienced. For ex-
ample, after having approached a favorite picnic spot in a 
park several times from the north and from the east, a per-
son will likely recognize this spot as he or she approaches 
it from the northeast. The psychological processes that 
enable this sort of place recognition are currently not 
completely understood, although two classes of mod-
els have been proposed. By one account (which we will 
call a normalization approach), people store a relatively 
large number of specific examples of their experiences. 
Recognition from a novel perspective can then occur by 
matching the current view to a particular stored view (see, 
e.g., Diwadkar & McNamara, 1997; Tarr & Pinker, 1989). 
Empirically, normalization processes are indicated when 
recognition performance declines monotonically with 
the distance between a given novel view and its nearest 
learned view. Another class of models that represents a 
view combination (or view interpolation) approach holds 
that people do not rely on single instances of their prior 
experience; rather, novel views of a scene activate mul-
tiple stored views (e.g., Bülthoff & Edelman, 1992; Edel-
man, 1999; Hintzman, 1986; Ullman, 1998). By this ap-
proach, recognition is based on the summed activation 
(modeled proportionately to similarity) of the novel view 

to the stored views. As a result, some novel views can be 
recognized at least as well as familiar views.

Friedman and Waller (2008) provided initial evidence for 
view combination in scene recognition by exposing partici-
pants to views of a playground scene that had been taken 
from two ground-level perspectives (e.g., 48º apart). Subse-
quent recognition of these trained views during a test phase 
was not statistically different from that of novel views of the 
playground taken from an interpolated viewpoint—one that 
was between the two trained perspectives. However, novel 
extrapolated views—those that were outside of the train-
ing range—were subsequently recognized less efficiently 
than were the trained views. Because interpolated views 
were recognized more efficiently than extrapolated views, 
yet both were equidistant from the training views, Friedman 
and Waller concluded that their findings were not consistent 
with a normalization account of scene recognition. Instead, 
they concluded that the recognition of coherent real-world 
scenes was aided by view combination mechanisms that in-
tegrated information from the separate trained views.

In the present article, we provide strong additional evi-
dence for view combination mechanisms in human spatial 
memory by showing that under appropriate circumstances, 
novel views of a scene can be recognized even more effi-
ciently than can views that have been previously seen and 
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Experiment 2 began to examine the dynamics of learning 
by observing the influence of the testing stimuli on recogni-
tion performance. This is theoretically important, because 
testing in these (and similar) experiments typically involves 
exposure to multiple novel views. Because there may be less 
variability among some of the novel views than among the 
trained views (e.g., there may be several training views but 
only one novel interpolated view), it is possible that aver-
aged across trials, performance on novel test stimuli enables 
one to measure participants’ sensitivity to these types of 
statistical regularities among their features. For example, 
Palmeri and Flanery (1999) exposed participants to test 
stimuli from a previous (unrelated) experiment (Knowl-
ton & Squire, 1993)—dot patterns that had been randomly 
distorted from an untrained prototype and that had been 
“old” or “new” items during the test trials of the original 
experiment. Palmeri and Flanery’s participants had not been 
explicitly trained to classify the patterns, but despite their 
lack of training, they were able to do so relatively accurately 
(see also Zaki & Nosofsky, 2007). We address this issue of 
learning during testing by examining how participants’ per-
formance changes across trials in the test phase in Experi- 
ments 1 and 2. Furthermore, in Experiment 2, we specifi-
cally examined whether a recognition advantage for some 
novel views occurs on the very first test trial, before partici-
pants have had a chance to learn from the set of test items.

learned. Such a finding is not predicted by normalization 
accounts of scene recognition; however, it is possible, in 
principle, according to most models of view combination 
(Edelman, 1999; Edelman & Bülthoff, 1992). For example, 
Edelman (1999) and his colleagues (Edelman, Bülthoff, & 
Bülthoff, 1999) developed a view combination model for 
object recognition that we found to be applicable to the rec-
ognition of complex scenes (Friedman & Waller, 2008). Ac-
cording to Edelman’s model, shape prototypes are mentally 
represented in a multidimensional “shape space,” wherein 
the distance between shapes is proportional to their struc-
tural similarity along the multiple dimensions. When a 
novel view of a familiar object is presented, all of the stored 
prototypes that are sufficiently similar in structure to the 
new stimulus are activated to construct a new “view.” The 
constructed view is then compared with the novel percept. 
If this constructed view closely matches the structure of 
the input view (i.e., the match exceeds a threshold of simi-
larity), then the novel view is relatively easy to recognize. 
Because it is possible that a given novel view may activate 
several stored prototypes, and because the activation from 
all of the prototypes is summed, it is, in principle, possible 
for a novel view of an object to be easier to recognize than 
views that initially formed the shape space.

In scene recognition, the use of view combination may 
depend on either the number of experienced views or the 
degree of similarity in the overlapping information that is 
available from them, or both (Friedman, Spetch, & Fer-
rey, 2005; Friedman & Waller, 2008). For example, ex-
periencing multiple views of a scene during learning may 
allow people to refine the precision of their memory of 
the angular relations among the objects in the scene. Simi-
larly, learned views of a scene in which the information 
about the spatial relations among the objects overlaps or is 
partially redundant should serve to reinforce the salience 
of those relations. If information from multiple learned 
views is combined in scene recognition, it is possible that 
when a novel stimulus that is very similar to a combina-
tion of several learned views is presented during testing, 
it readily activates these stored representations and is thus 
recognized very efficiently.

In the present article, we examined the possibility that 
learning a scene from more than the two training views 
used by Friedman and Waller (2008) could lead to stronger 
view combination effects than those that they found (i.e., 
superior—not equivalent—recognition of an unlearned 
view, in comparison with the learned views). We used 
four training views of a playground scene that were ar-
rayed around an untrained central view by either 15º (Ex-
periment 1) or 30º (Experiment 2). The training views were 
created by moving viewpoint locations along an imaginary 
sphere centered on the playground, differing from the 
central view in azimuth or elevation (see Figure 1). We 
designed Experiment 1 to provide evidence that training 
with these views would result in superior recognition of the 
untrained interpolated (i.e., central) view, in comparison 
with recognition of the trained views. The untrained central 
view depicted the playground from an elevation of 45º, and 
because it was within the range of views spanned by the 
training views, we refer to it as the interpolated view.

Figure 1. A schematic depiction of the viewing perspectives 
used in these experiments. Participants viewed an arrangement 
of playground items (not depicted) at the center of an imaginary 
sphere from perspectives that varied in azimuth (from 30º, 

15º, 0º, 15º, and 30º, arranged left to right in this figure) or el-
evation (from 15º, 30º, 45º, 60º, and 75º, arranged bottom-to-top 
in this figure). In Experiment 1, participants trained on perspec-
tives from the four inner viewpoints (gray circles) and were subse-
quently tested on these, as well as on the interpolated view (black 
circle) and extrapolated views (white circles). In Experiment 2, 
participants trained on the previous extrapolated views (white 
circles) and were tested on these, as well as on the other perspec-
tives that varied in azimuth (arranged left to right).
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participant sat at the computer and read detailed task instructions. 
These instructions informed participants that they would be viewing 
many different arrangements of playground objects and that one par-

EXPERIMENT 1

In the training phase of Experiment 1, participants iden-
tified a playground from four different perspectives that 
surrounded a central untrained (interpolated) view. They 
were then immediately asked to recognize these trained 
views, the untrained interpolated view, and additional 
novel views. If participants recognized the untrained in-
terpolated view more efficiently than they did the trained 
views, this would provide strong new evidence for view 
combination processes in scene recognition.

Method
Participants. Sixteen undergraduate students (8 men and 

8 women) from Miami University participated in the experiment in 
return for credit in their introductory psychology course. The mean 
age of the participants was 18.7 years (SD  0.6).

Materials. The stimuli were color digital renderings of a play-
ground scene consisting of 10 objects randomly arrayed on a flat, 
grassy field. Grayscale versions of selected stimuli appear in Fig-
ure 2. The stimuli were generated from a 3-D computer model using 
3-D Studio Max, and we employed lighting effects, shadows, and 
textures to enhance the realism of the scene.

The training and test stimuli depicted this scene from nine differ-
ent viewing locations (see Figure 1), all of which were equidistant 
from the center of the playground. All of the viewing perspectives 
were above ground level and were oriented toward the exact cen-
ter of the scene. One of the nine viewing perspectives was the in-
terpolated perspective, and it had an angular elevation above the 
ground plane of 45º and an arbitrarily assigned azimuth of 0º. Four 
additional perspectives (training views) were positioned around this 
interpolated perspective: two at the same azimuth, with elevations 
of 15º relative to it (i.e., at 60º and 30º elevations), and two at 
the same elevation as that of the interpolated perspective and azi-
muths of 15º. Finally, four more viewing perspectives (extrapolated 
views) were positioned around the interpolated perspective: two at 
the same azimuth as that of the interpolated perspective and eleva-
tions of 30º relative to it (i.e., at 75º and 15º elevations), and two at 
the same elevation and azimuths of 30º. The extrapolated perspec-
tives provided novel test views that were each at the same angular 
distance from one of the training views as the interpolated view was 
from all of them.

We created either six (for training and extrapolated views) or nine 
(for the interpolated view) stimulus scenes from each of the view-
ing perspectives. For each perspective, one of the stimuli was the 
target and portrayed the correct, to-be-learned arrangement of the 
playground objects. The additional stimuli were distractors, which 
portrayed the scene with the positions of two of the playground’s 
five foreground objects (the swing, the merry-go-round, the train, the 
seesaw, and the jungle gym) switched (see Figure 3). The interpolated 
view had more distractors created for it than did the other views, be-
cause during the test phase, the interpolated view was displayed more 
frequently than any particular training or extrapolated view. Different 
objects were switched for the different viewing perspectives (train-
ing, interpolated, and extrapolated), and different distractors were 
used during training and testing. The latter consideration is important 
because it means that during testing, participants will have never seen 
either the interpolated, extrapolated, or distractor stimuli; they will 
only have seen the four training stimuli.

Presentation of the stimuli and collection of the participants’ re-
sponses were controlled through a computer using E-Prime software 
from Psychological Software Tools (Pittsburgh, PA). Stimuli were 
presented on a 32.5 cm  24 cm CRT monitor (85-Hz refresh rate). 
Participants responded by pressing buttons on a response box con-
nected to the serial port of the computer.

Procedure. Participants were run individually through the ex-
periment. After being given a brief description of the experiment, the 

Figure 2. Sample target stimuli (grayscale versions) used in Ex-
periments 1 and 2. Top: The view from 30º azimuth (leftmost 
white circle in Figure 1). Center: The central interpolated view 
(black circle in Figure 1). Bottom: The view from a 75º elevation 
(topmost white circle in Figure 1).
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that a randomized half of the pictures depicted the correct arrange-
ment and that the other half of the pictures were incorrect.

During training, participants were shown the target and distrac-
tor stimuli from only the four training perspectives, and they were 
required to distinguish the four target stimuli from 12 different dis-
tractors (3 for each trained viewpoint). Participants received feedback 
over headphones during training. The feedback message said “three 
points” if they were correct and answered in less than 1 sec, “two 
points” if they were correct and answered in 1 sec or more, or “wrong” 
if they were incorrect. Participants were told that initially they must 
guess about which arrangement was the target, but that once they had 
determined which scene was the correct arrangement, they should 
respond as quickly and as accurately as possible. They were told that 
the feedback would stop partway through the experiment, but that 
they would still receive points for correct responses. This point system 
had no tangible consequences for participants and was used solely to 
increase their motivation to perform the task efficiently.

Each training trial began with a warning beep for 1 sec, followed 
immediately by the presentation of the stimulus. The stimulus was 
displayed continuously until the participant responded, at which 
time it disappeared. There was a 1-sec delay before the feedback 
message was played, then a 250-msec delay before the next trial. Tri-
als for the testing portion of the experiment were identical to training 
trials, except there was no feedback message.

Training trials. The training trials were administered in blocks of 
24. The 12 distractors in a block were each presented once (3 at each 
training view), and the target was presented 12 times (3 times from 
each training view). The presentation order of targets and distrac-
tors was randomized within each block, and separately for each par-
ticipant. Participants were required to complete at least two training 
blocks. If accuracy exceeded 80% in the second or in any subsequent 
training block, then the participant proceeded to the testing portion 
of the experiment. Participants were told immediately before testing 
that they would “still be viewing the playground from several differ-
ent perspectives.” They were reminded that the task was to recognize 
the correct layout of objects, regardless of the viewing perspective.

Testing. Testing consisted of 96 trials, composed of two blocks of 
48 trials. Within each block, the training, interpolated, and extrapo-
lated perspectives were each presented 16 times, and for each of 
these views, half of the stimuli were targets and the other half were 
new distractors. Trials depicting training and extrapolated views pre-
sented equal numbers of stimuli from each of the four perspectives. 
The order of the trials was randomized separately for each block and 
for each participant.

Analysis. In all experiments reported in this article, gender and 
response assignment (i.e., left button  correct vs. right button  
correct) were counterbalanced across participants. After averaging 
over these factors (neither of which ever had a significant effect 
or a significant interaction with any other factor), Experiment 1 
represents a 2 (testing block: first vs. second)  3 (view: training, 
interpolated, extrapolated) within-subjects design. For most of the 
statistical analyses we present, 95% confidence intervals that ex-
clude between-subjects variation (see Loftus & Masson, 1994) are 
appended to their parameter estimates.

Results
Learning. The participants required an average of 

91.50  22.98 learning trials (ranging between two and 
seven blocks) before reaching the learning criterion and 
proceeding to test. Mean percentages correct for the first 
and last blocks of the learning trials were 61.33  7.53 and 
87.24  1.90, respectively. The remaining analyses focused 
on the performance of participants at test.

Latency. Latency results are depicted in Figure 4. Col-
lapsing over blocks, mean correct response times (RTs) 
for interpolated, trained, and extrapolated views were 
1.74  0.15, 1.95  0.15, and 2.28  0.15 sec, respec-

ticular arrangement was “correct.” They were instructed to press a 
green button labeled “Correct” if the arrangement was correct, and a 
red button labeled “Incorrect” otherwise. Participants were also told 

Figure 3. One sample distractor stimulus for each of the three 
target stimuli depicted in Figure 2. Distractors switched the loca-
tion of two objects in the scene. For example, in the top panel, the 
jungle gym and the swing set were switched. Note that the distrac-
tor stimuli never switched the sandboxes, the tree, or the slides.
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96.68%  2.20%, 93.55%  2.20%, and 91.21%  2.20%, 
respectively. The accuracy difference between the interpo-
lated and the trained viewing perspectives was estimated 
at 3.13%  2.20%, indicating significantly more accurate 
recognition of the scene from the interpolated than from 
the trained perspectives. Collapsing over perspectives, 
participants were generally more accurate on the second 
block of testing trials (M  95.18%  3.71%) than on the 
first (M  92.45%  2.71%). As with latency, collaps-
ing over these factors was deemed appropriate because 
there was no evidence for an interaction between perspec-
tive and block on participants’ accuracy [F(2,30)  1.84, 
MSe  0.19, p  .18].

Discussion
Participants in Experiment 1 recognized a previously 

unseen view of a scene more quickly and accurately than 
they recognized the views that they had learned only min-
utes before. Such a finding is not well explained by the hy-
pothesis that people store a number of experienced views 
and recognize novel views by matching them to a single, 
specific stored view (see, e.g., Diwadkar & McNamara, 
1997). Even if such a matching process was extremely fast 
and efficient, it would not be expected to result in faster 
or more accurate recognition for novel views. Instead, the 
present finding is consistent with the notion that partici-
pants based their recognition on processes that combined 
information from multiple learned views.

These results are reminiscent of—although considerably 
stronger than—the classic finding from the categorization 
literature by Posner and Keele (1968, Experiment 3), who 
trained people to classify stimuli that were distortions of 
a central, untrained prototype. Subsequent classification 
performance for the novel prototypes was actually numer-
ically worse than that for previously viewed exemplars; 
however, the difference was small and not statistically sig-
nificant. Nevertheless, this lack of a significant difference 

tively. The difference between correct RTs for the in-
terpolated and the trained perspectives was estimated at 
0.20  0.15, indicating significantly faster recognition of 
the interpolated view. Additionally, the difference between 
correct RTs for the trained and extrapolated views was 
estimated at 0.34  0.15. Collapsing the data over blocks 
was deemed appropriate because the effects of viewing 
perspective on participants’ correct RTs were not moder-
ated by block [F(2,30)  0.79, MSe  88.81, p  .46]. 
When averaged over the three viewpoints, performance 
on correctly answered targets was generally faster in the 
second block of trials (M  1.80  0.46 sec) than in the 
first (M  2.16  0.53 sec). 

Graphical analyses suggested that even on the initial test-
ing trials, participants were generally faster to identify the 
previously unseen interpolated view than the four trained 
views. For this analysis, we plotted participants’ individu-
ally normalized latency (i.e., z scores computed separately 
for each participant across trials and view conditions) for 
correctly answered targets against the number of the test-
ing trial. We then fit the plot with a locally weighted scat-
terplot smoother (LOWESS). This smoothing procedure 
works by fitting, for each trial, a predicted latency based on 
only the 50% of the entire set of test trials that are closest 
to the given trial. This subset of trials is weighted by their 
distance from the given trial, and the successive fit values 
are then connected to form the fit curve (see Cleveland, 
1979, for details). These results are depicted in Figure 5.

Accuracy. The effects of testing block and viewing 
perspective on accuracy were similar to those of latency. 
Collapsing over blocks, participants’ recognition accuracy 
for the interpolated, trained, and extrapolated views was 
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leability of representations formed by view combination 
by altering the relative frequencies of views of the scene 
during training and testing. Thus, during training, par-
ticipants were exposed to stimuli that were hypothesized 
to result in a particular combined view that was approxi-
mated by a testing stimulus that we called the “training 
interpolated” view. During test, the frequencies of par-
ticular test stimuli were altered so that they should lead to 
a different combined view—one approximated by another 
stimulus that we called the “testing interpolated” view. 
Additionally, during testing, we also exposed participants 
to an “average interpolated” view that depicted the scene 
from a perspective that was located halfway between the 
training and testing interpolated views. The average inter-
polated view was identical to the central interpolated view 
used in Experiment 1. Participants’ relative sensitivity to 
the training, testing, and average interpolated views can 
inform us about how and when view combination occurs. 
In particular, we hypothesized that participants would be 
better at recognizing the training interpolated view than 
they would the testing interpolated view early in testing, 
and that this effect would reverse over the course of test-
ing. Performance on the average interpolated view was 
expected to be slightly worse than that on the training 
interpolated view early in testing, and then to improve 
somewhat across testing trials. Of course, even if there are 
few performance differences among the three interpolated 
stimuli, it will still be important to examine differences 
between their recognition and that of the trained views.

Most importantly, in Experiment 2, we examined a suf-
ficient number of participants in order to have a relatively 
powerful test of the differences among participants whose 
first test trial was a novel interpolated view versus those 
whose first test trial was a trained view. If performance 
for interpolated views on the very first test trial is better 
than that for previously viewed stimuli, this will provide 
evidence for the engagement of view combination mecha-
nisms during learning and subsequent recognition.

An additional contribution of Experiment 2 will be to 
demonstrate that view combination in scene recognition 
may be based on training views that are more separated than 
those that we used in Experiment 1. In particular, in Experi-
ment 1, all training views were separated by 15º from the un-
trained interpolated view. This meant that the most disparate 
training views were 30º apart from each other (and adjacent 
training views were separated by approximately 21º). In Ex-
periment 2, we increased the separation between the training 
views and the average interpolated view to 30º, making the 
most disparate training views 60º apart from each other (and 
adjacent training views separated by approximately 41º). If 
recognition of the untrained interpolated views under these 
conditions is more efficient than recognition of the trained 
views, this will both replicate the major finding of Experi-
ment 1 and extend it to wider training angles.

Method
Participants. Seventy-two undergraduate students (36 men and 

36 women) from Miami University participated in the experiment in 
return for credit in their introductory psychology course. The mean 
age of the participants was 18.9 years (SD  0.9).

between novel and trained stimuli led Posner and Keele to 
conclude that categorization can depend on the formation 
of prototypes that code the common elements from a set of 
learned exemplars. The present results are consistent with 
similar conclusions about the use of prototype representa-
tions in scene recognition; however, they are especially 
striking in showing a significant facilitation for novel over 
trained stimuli.

On the other hand, the present results are also consis-
tent with the notion that scene recognition does not rely on 
prototype representations, but, rather, works by compar-
ing current experience with multiple stored exemplars. 
Indeed, current theories of view combination in object 
recognition (see, e.g., Bülthoff & Edelman, 1992; Edel-
man, 1999) are generally quite consistent with exemplar 
accounts of categorization. In Edelman’s (1999) model, 
for example, a new view is constructed online from the 
previously learned views during recognition and is com-
pared for its similarity to the input view. 

This experiment also provides initial evidence that view 
combination mechanisms are engaged throughout learn-
ing and do not necessarily represent an ad hoc construction 
that is formed during the testing phase. For example, there 
was little indication in our results that the recognition of the 
interpolated view improved at a faster rate during test than 
did recognition of previously seen views. Indeed, Figure 5 
illustrates that recognition of the previously unseen inter-
polated view was generally better than that of the trained 
views from the very beginning of the testing session.

EXPERIMENT 2

Although Experiment 1 provided evidence for the use 
of view combination in scene recognition, its evidence 
that view combination occurred throughout learning was 
mostly suggestive. For example, although Figure 5 indi-
cates that there was superior performance for the untrained 
view during early test trials, it should be noted that the es-
timates depicted in the figure involve integrating perfor-
mance over several subsequent trials (see Cleveland, 1979). 
This pattern of results thus could have emerged from the 
participants’ sensitivity to the statistical regularities of the 
testing situation and not to an ongoing process (or enduring 
representation) that was engaged during training.

Several features of Experiment 2 were designed to 
determine more precisely when during the experiment 
participants engage view combination processes. First, 
to create the training views, we made the simplifying as-
sumption that view combination mechanisms generate a 
new view of a scene from a viewing perspective whose 
location is approximated by a weighted average of the lo-
cations of the viewing perpectives of the trained views 
(where the weights are based on the relative frequency 
of the trained views across the entire training sequence). 
For example, in the scenario given in the introduction, a 
person who approaches a picnic spot from the north twice 
as often as he or she approaches it from the east might be 
especially good at recognizing the scene from a north–
northeasterly perspective, as opposed to a northeasterly 
perspective. Under this assumption, we examined the mal-
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the variance of the main effect of view was accounted for 
by differences among the three novel interpolated views 
(average, 1.46  0.075 sec; training, 1.52  0.075 sec; and 
testing, 1.48  0.075 sec), and, accordingly, there were no 
statistical differences among the three interpolated views 
[F(2,142)  0.88, MSe  90.57, p  .42]. Similarly, only 
16.12% of the variance of the main effect of view was ac-
counted for by differences among the four trained views 
(top, bottom, overtrained, and undertrained), and there 
were no statistical differences among these four views 
[F(3,213)  2.55, MSe  108.46, p  .06]. Importantly, 
80.80% of the variance of the main effect of view was 
accounted for by the contrast comparing the three inter-
polated views with the four trained views. This contrast 
(scaled so that the sum of the squared weights was 1) was 
estimated at 0.22 0.01, indicating significantly faster 
performance with the interpolated views than with the 
trained views.

We next examined the 31 participants whose very first 
test trial was a correctly recognized target view. Because 
relatively few of these participants first viewed a train-
ing (n  3), testing (n  4), or average (n  3) interpo-
lated view, and because no differences were found among 
the three interpolated views, we collapsed participants 
whose first view depicted any of the three interpolations 
and compared their RTs with those of participants whose 
first test trial was a correctly recognized trained view (n  
21). Recognition time was faster for participants judging 
an interpolated view (M  1.57 0.70 sec) than for those 
judging a previously trained view (M  3.05 0.86 sec). 
The difference between these groups was estimated at 
1.48 1.31 sec.

Finally, as in Experiment 1, we plotted participants’ in-
dividually normalized latency (i.e., z score) for correctly 
answered targets against the number of the testing trial, 
and fitted the plot with a local scatterplot smoother (again 
using a 50% fitting window; see Cleveland, 1979). The 
results, depicted in Figure 7, suggest that participants re-
sponded more quickly to the training interpolated view 
than to the testing interpolated view early in testing, but 
that by around Trial 20, people were faster to recognize 
the testing interpolated view than they were the training 
interpolated view.

Accuracy. As depicted in Figure 6, there was a signifi-
cant effect of viewpoint [F(6,426)  10.69, MSe  1.58, 
p  .01] on accuracy. As with the RTs, a large (45.71%) 
percentage of the variance of the main effect of viewpoint 
was accounted for by the contrast examining the differ-
ence between the three novel interpolated views and the 
four previously learned trained views. This contrast was 
estimated at 4.24% 0.26%. A much smaller (6.3%) per-
centage of the variance of the main effect of viewpoint 
was accounted for by the difference between the novel 
training and the testing interpolated views, which was es-
timated as 2.43% 1.49% and indicated greater accuracy 
with the testing interpolated view than with the training 
interpolated view. As with previous analyses, there was 
no evidence for a block  view interaction [F(12,852)  
1.09, MSe  1.22, p  .36].

Materials and Procedure. The materials for Experiment 2 were 
identical to those of Experiment 1. Most of the procedures from Ex-
periment 1 were also used in Experiment 2; the only procedural dif-
ferences involved changes to the identities and relative frequencies 
of the training and testing stimuli. In particular, participants were 
trained on the extrapolated stimuli of Experiment 1. Moreover, for 
half of the participants, the training stimuli depicting views 30º in 
azimuth from the central viewpoint were presented four times more 
frequently than those depicting the 30º azimuth viewpoint. For the 
other half of the participants, the 30º views were presented four 
times more frequently than were the 30º views. We called the most 
frequent training view the “overtrained side” and the least frequent 
training view the “undertrained side.” For all participants, views 
from 30º elevation/0º azimuth and 30º elevation/0º azimuth were 
labeled “trained top” and “trained bottom,” respectively, and were 
presented equally often during training.

During testing, the relative frequencies of the overtrained side and 
the undertrained side views were switched, so that, for example, the 
participants who trained predominantly on the 30 º azimuth views 
were presented four times as many views from the 30º azimuth 
view at test. During testing, the average interpolated view, as well 
as the novel views from 0º elevation/ 15º azimuth—were shown 
an equal number of times each. For participants whose overtrained 
side was the 30º azimuth view, the 15º and the 15º testing 
views were referred to as the “training interpolated” and “testing 
interpolated views,” respectively. These labels were switched for 
participants whose overtrained side was the 30º azimuth view.

Participants were trained in blocks of 18 trials. In each block, views 
from the overtrained side, the trained top, the trained bottom, and the 
undertrained side were presented eight, four, four, and two times, re-
spectively, with half of the trials being targets and half distractors. As 
in Experiment 1, participants proceeded to the test trials after scoring 
at least 80% correct on the second or any subsequent training block.

During testing, 90 trials were presented in three blocks of 30 
trials. Each block presented four average interpolated views, four 
training interpolated views, four testing interpolated views, four 
trained top, four trained bottom, two overtrained side, and eight 
undertrained side views, with half of the trials being targets and the 
other half being distractors. All trials were randomized separately 
for each block and for each participant. Of particular interest were 
differences over the course of testing between the training interpo-
lated and testing interpolated views, as well as differences between 
all of the interpolations and the trained views.

Analysis. After averaging over gender and response assignment, 
the test trials in Experiment 2 represent a 3 (block: first, second, 
third)  7 (view: average interpolated view, training interpolated 
view, testing interpolated view, trained top, trained bottom, over-
trained side, and undertrained side) within-subjects design. As with 
Experiment 1, analyses were conducted on RTs for correctly an-
swered target items and on accuracy.

Results
Learning. The participants required an average of 

82.65  14.54 learning trials (ranging from 3 to 28 blocks) 
before reaching the learning criterion and proceeding 
to test. The mean percentages correct for the first and 
last blocks of the learning trials were 65.02  3.53 and 
89.75  1.58, respectively. The remaining analyses fo-
cused on the performance of participants at test.

Latency. Contrary to our expectations, the difference 
between correct recognition RTs for the training interpo-
lated and testing interpolated views was not moderated 
by test block [F(12,708)  0.89, MSe  296.32, p  .56]. 
Collapsing over testing blocks, there were significant 
differences among the views [F(6,426)  8.38, MSe  
102.43, p  .01], as depicted in Figure 6. Only 3.08% of 



EFFICIENT RECOGNITION OF NOVEL VIEWS    97

both are formed rapidly and endure long enough not to 
lose their efficacy for recognition. The rapid formation of 
these representations could explain why the testing inter-
polation was well recognized during the first testing block 
and suggests that despite the relatively low frequency of 
the undertrained view during training, the undertrained 
view may have been influential in the view combination 
process. The idea that a representation formed by view 
combination endures after others are established could ex-
plain why the training interpolation was also well recog-
nized during testing. The possibility that these representa-
tions are rapidly formed and relatively long lived may be 
especially likely when one considers that in the present ex-
periment, the mental representations corresponding to the 
training and testing interpolations may have been formed 
within a few moments of each other, and that there was no 
necessary reason for one to overshadow the other.

GENERAL DISCUSSION

The present experiments demonstrate that recognizing 
scenes can involve more than merely comparing one’s cur-
rent view of a scene with a single previously experienced 
view. The repeated finding that our participants were able to 
recognize novel views of a scene more efficiently than they 
were able to recognize previously learned views suggests 
instead that people combine the information from different 
views of a scene during (or before) the process of recogniz-
ing a novel view.

We also examined accuracy differences between interpo-
lations and trained views for the participants’ first test trial. 
Accuracy was better for participants whose first view was 
one of the three interpolated views (M  92.86%  10.17%) 
than for those whose first view was a previously trained 
one (M  86.36%  4.06%). The difference between these 
groups was estimated at 6.49%  15.29%.

Discussion
In addition to replicating the main result of Experi-

ment 1—that participants recognized a novel view more 
quickly and accurately than they did familiar views—the 
present experiment offers strong additional evidence that 
the psychological structures (or processes) that support 
this effect are in place (or occur) before testing. Partici-
pants who viewed a novel interpolated stimulus on their 
very first test trial recognized it more quickly and more 
accurately than did participants whose first test trial was a 
familiar view of the scene.

Despite the strength of this effect, little of it was ac-
counted for by differences between recognition of the 
novel training interpolated and testing interpolated views. 
Although Figure 7 depicts relatively good performance 
with the training interpolated view early in testing, and 
with the testing interpolated view after around Trial 20, 
this difference was not corroborated by a test of the in-
teraction between testing block and viewing perspective. 
One possible reason for the lack of this difference may be 
that the representations that result from view combination 
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between objects) or possibly on content (e.g., commonly 
associated objects), but our results are consistent with the 
idea that the untrained interpolated viewpoint in the pres-
ent study was highly similar to a mental representation 
that resulted from the combination of multiple training 
views. Moreover, the present data suggest that the view 
combination process for scenes is dynamic, flexible, and 
ongoing throughout both training and testing.

Despite providing solid evidence for the existence of 
view combination mechanisms that operate in scene recog-
nition, our findings do not resolve the issue of whether view 
combination occurs primarily during encoding or retrieval. 
On one hand, it is possible that as stimuli are encoded, they 
are combined with representations of other recently viewed 
scenes, or with an existing scene representation. By this ac-
count, mental processes are engaged at encoding to ensure 
that the stored representation is both flexibly functional and 
efficiently organized. This representation does not neces-
sarily contain information identical to specific individual 
experiences; rather, it contains relatively abstract informa-
tion about the scene in general (e.g., spatial relations that 
are invariant over viewpoint changes). It is thus possible for 
the information in memory to be more similar to an object 
or event that has not been experienced than to one that has. 
On the other hand, the present data are also consistent with 
the notion that people remember a set of specific instances 
and then combine them during retrieval. Indeed, Edelman’s 
(1999) view combination model explains recognition as in-
volving retrieval-based processes that construct a predicted 
view from activated prototypes.

Although the relative efficiency of recognition for some 
novel scenes as compared with trained views supports the 
existence of representations formed by view combination, 
our data also indicate that these representations are not so 
abstract as to be orientation-free, or “allocentric.” Indeed, 
our results clearly indicate that participants had a pre-
ferred orientation in spatial memory: the orientation of the 
interpolated stimulus scene. Thus, unlike much of the con-
temporary literature on spatial memory for layouts (e.g., 
Shelton & McNamara, 2001), the preferred orientation in 
memory was not coincident with a view that participants 
had seen during the training session, but would be better 
described as “the average” of the trained views.

This finding is reminiscent of Mou and McNamara’s 
(2002) results, in which people exhibited a preferred direc-
tion in spatial memory that was based not on their personal 
experience, but on the geometrical structure of an array of 
objects. Interestingly, because the playground objects in the 
present scene were randomly arrayed (see Figure 2), they 
likely did not provide a salient geometric structure (such 
as an axis of symmetry) that could be leveraged as a pre-
ferred axis in spatial memory. Alternatively, it is conceiv-
able that the interpolated views in these experiments, for an 
unknown reason, represented a more “canonical” view of 
a playground scene than did the trained views (see Palmer, 
Rosch, & Chase, 1981, for a discussion of canonical views 
in object recognition). However, to the extent that canoni-
cal views of objects or scenes correspond to those that are 
frequently encountered, the fact that the best-recognized 
interpolated views in the present experiments depicted the 

The literature on object recognition may provide clues 
about how a view combination mechanism can be used 
to bring about successful scene recognition. One of the 
best-specified accounts of object recognition is Edelman’s 
(1999) view combination model, which posits the exis-
tence of shape prototypes that are arranged in a multidi-
mensional “shape space.” Distance in this space is speci-
fied by object similarity so that objects that are similar in 
structure are closer together in the space. When a novel 
view of a familiar object is presented, or when a com-
pletely new object is presented, all of the stored prototypes 
that are similar to the test stimulus (above a threshold pa-
rameter) along one or more dimensions provide activation 
to construct a new “view” that is then compared with the 
input. To the extent that the constructed view matches the 
structure of the input view, recognizing the input will be 
easy, even if it is a novel view or a completely new object. 
In this conception, view combination occurs relatively 
rapidly, during the input of the novel view, because it acti-
vates structurally similar object prototypes created during 
prior experiences with the objects.

It is worth noting that one way to conceptualize view 
combination is as a form of generalization (Friedman 
et al., 2005). In particular, for object recognition, Edel-
man (1999) proposed that the prototype shapes in the 
multidimensional space were excitatory radial basis func-
tions (modeled as Gaussians) that become activated to the 
extent that they overlap in structural similarity with the 
to-be-recognized input. In principle, the summation of 
generalized excitation could cause a higher peak than any 
single function that contributes to the summation, which 
may explain the present results.

Although scenes are clearly more complex than single 
objects, the present work suggests that under certain cir-
cumstances, scene recognition may also rely on view com-
bination mechanisms. The present data do not allow us 
to determine whether there are scene prototypes that are 
based on structure (e.g., the relative angles and distances 
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NOTE

1. Notably, Bülthoff and Edelman (1992) trained with viewpoints 
that had the same elevation; thus, they expected (and found) that novel 
viewpoints that differed in elevation from the trained viewpoints would 
be more difficult to recognize than novel views at the same elevation. 
This result did not occur in the present experiments. For both experi-
ments, we collapsed the two training stimuli that depicted the scene 
from the same elevation (e.g., the over- and undertrained perspectives) 
and compared their recognition at test with the two training stimuli 
that had the same azimuth (e.g., the top and bottom perspectives). In 
no case were estimates of the differences between these two types of 
stimuli different from zero. Given Bülthoff and Edelman’s results, it is 
likely that the differences were absent because we trained at different 
elevations.

(Manuscript received June 2, 2008; 
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scene from an aerial perspective renders this possibility un-
likely. Indeed, there is some evidence that the recognition 
of an object from perspectives that differ in elevation from 
the trained views may be more difficult than recognition of 
the object from perspectives that differ in azimuth (Edel-
man & Bülthoff, 1992).1 Thus, we think that in the present 
case, the use of the unseen interpolated view as a privileged 
direction in spatial memory was guided by the geometri-
cal arrangement of the viewpoint locations of the training 
stimuli, and not by the intrinsic or canonical properties of 
the object array.

To our knowledge, the finding of superior recognition 
of previously unseen naturalistic scenes is novel and begs 
the question of what types of stimuli give rise to this ef-
fect. We speculate that this finding depends critically on 
the number of training stimuli, the number of viewing 
perspectives, and the relative overlap of the spatial in-
formation they contain. With enough training stimuli—
especially those with redundant or overlapping relational 
information—it seems quite adaptive to extract, store, or 
retrieve the common elements rather than, or in addition to, 
the myriad individual views. In the present case, the view-
points from which participants learned about the scene 
provided a great deal of overlapping spatial information 
through variations in both their elevation and azimuth. 
However, stimuli that vary in elevation may be less criti-
cal than those varying in azimuth for generating superior 
recognition performance of novel versus trained views, 
because people routinely view and learn about scenes 
from the fixed elevation provided by their eye height.

Finally, two additional aspects of the present results are 
worthy of notice. First, in Experiment 1, recognition of 
novel stimuli from perspectives that were not centrally lo-
cated, but were equally distant from trained views (i.e., 
extrapolated views), was worse than recognition of either 
trained or interpolated views. This finding demonstrates 
that the ease with which the interpolated views were rec-
ognized (as compared with the trained views) was not 
simply a function of the distance between training and 
testing views, but that, instead, the facilitation for novel 
views relies critically on the geometric arrangement of the 
training views in comparison with the untrained interpo-
lated view. Second, the demonstration of this interpolation 
effect from training views that were separated by up to 
60º in Experiment 2 suggests that view combination pro-
cesses may be fairly robust. Taken together, the results of 
these experiments indicate that—at least under some cir-
cumstances—recognition of a familiar scene from novel 
points of view relies on a comparison with combinations 
of our prior experiences, rather than comparison with a 
single discrete experience.
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