
Path Planning Under Spatial Uncertainty
The selection between path alternatives, and the plan-

ning of novel paths, are essential and frequent tasks for 
human navigators. Several studies have addressed the un-
derlying cognitive strategies and mechanisms (e.g., Chris-
tenfeld, 1995; Gärling & Gärling, 1988; Golledge, 1995;
Hölscher, Meilinger, Vrachliotis, Brösamle, & Knauff, 
2006; Wiener & Mallot, 2003; Wiener, Schnee, & Mallot,
2004). All prior studies on path selection and path planning
bbehavior assumed or stated that all required spatial infor-
mation was available. In real life, however, navigators have
to deal with incomplete or imprecise spatial knowledge 
resulting in spatial uncertainties. They might, for example,
bbe confronted with situations in which the exact location of 
a goal or goal place is unknown, or can be judged with lim-
ited probability only. In this article, we intend to investigate 
the strategies and heuristics employed by navigators during 
ppath planning under such spatial uncertainties.

The main experimental task was analogous to the fol-
lowing scenario:

On your way home from work you realize that you
are missing your keys. You know, however, that your 
roommate, who has another set of keys, has an ap-
pointment for dinner in a nearby restaurant after work.
Obviously, the probability to find your roommate at
work or in one of the restaurants depends on the time 
of day. Given different timings, what is the best path 
(i.e., in which order should you visit your roommate’s 
workplace and the nearby restaurants) to find him/her,
get the keys, and get home as quickly as possible?

What is being described here is a path planning task 
with a destination, and with an intermediate target whose
exact whereabouts are uncertain but which can be de-

scribed by a probability matrix over multiple locations.
This probability matrix might change with different tim-
ings: If you leave work early, the probability of finding
your roommate still at work is rather high. As time goes
by, however, the probability of finding your roommate at 

rwork decreases, whereas the probability of finding him or 
her in a nearby restaurant increases.

Decision Making and Uncertainties
In the scenario described above, decisions have to be

made about the order in which different locations are vis-
ited, although the exact whereabouts of the target can be
described with only a certain limited probability. Proba-
bilistic decision making has been extensively studied in
nonspatial contexts in probability learning experiments, 
in which participants are faced with response alterna-
tives that differ in terms of payoff (e.g., Shanks, Tunney,
& McCarthy, 2002; West & Stanovich, 2003). Alterna-
tive  A, for example, is rewarded in 70% of the choices,
whereas Alternative B is rewarded in 30% of the choices. 
Rational choice theory requires that after learning these 
probabilities, participants should eventually allocate all

ftheir responses to the alternative with the higher payoff 
(Alternative A). However, many studies demonstrated 
that participants match their response probabilities to the
payoff probabilities; that is, participants choose Alterna-
tive A in ~70% of the trials and Alternative fB in ~30% of 

tthe trials (for an overview, see Vulkan, 2000). In contrast
to rational choice, such probability matching behavior re-
sults in suboptimal overall payoff. In context of the spatial 
planning scenario introduced above, in which one faces 

 a single trial only, both rational choice and probability
matching predict that the different locations are visited 
in an order resembling their probability of containing the
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Lee, Dry, & Hughes, 2003; Vickers, Lee, Dry, Hughes, & 
McMahon, 2006), in which participants are confronted 
with a number of locations (usually dots) on a computer 
monitor. Their task is to connect these locations such that
the resulting path (tour) is optimal with respect to over-
all length. There is an ongoing debate on the strategies
participants apply in these experiments. MacGregor and 
Ormerod (1996) proposed the convex hull method, assum-
ing that participants use the convex hull as part of their 
strategy (see also MacGregor, Chronicle, & Ormerod,
2004; MacGregor, Ormerod, & Chronicle, 2000). They 
argue that the convex hull strategy is supported by the fact 
that a tour following the convex hull method is, by defi-
nition, free of crossings, and that humans tend to avoid 
crossings. Van Rooij, Stege, and Schactman (2003), how-
ever, argue that participants know that crossings will re-
sult in suboptimal solutions. They therefore proposed the
crossing avoidance hypothesis, stating that—rather than 
following the convex hull method—humans avoid cross-
ings when solving TSPs. Whereas the above-mentioned 
strategies are specific to the TSP, requiring the planning 
of closed loops, the hNN method is more general (Vick-
ers, Bovet, et al., 2003). The hNN method assumes that
participants first establish clusters of several dots based 
on NN distances, which they then sequentially link into a
tour, using some variant of the NN algorithm.

To the authors’ knowledge, path planning has not yet 
been investigated in situations in which participants were 
confronted with spatial uncertainties. All planning strate-
gies described above are based solely on spatial informa-
tion; hence, they do not allow predictions of how naviga-
tors might cope with spatial uncertainties. However, if not 
stated otherwise, the reported strategies can be applied to 
the spatial aspects of the present experimental scenario.

Motivation and Synopsis
When asked to plan a path to find an object that can

reside in different places, one faces the problem that the 
exact target location can be determined with a certain lim-
ited probability, at best. It has not yet been determined how 
human navigators integrate such probabilistic information 
during path planning, so Experiment 1 was designed to
address this question. In Experiment 2, participants were
asked to plan paths of similar complexity as in Experi-
ment 1, but without spatial uncertainties. Comparison of 
planning performance between Experiment 1 and Experi-
ment 2 allowed the impact of spatial uncertainties during 
path planning to be quantified. Efficient planning requires 
comparing path alternatives and selecting between them
according to criteria such as overall path length. For the
planning tasks in Experiment 1, several alternative solu-
tions existed that differed only marginally with respect 
to overall length. Experiment 3 quantified how well par-
ticipants could perceive differences in the lengths of alter-
native paths of similar complexity to the paths navigated 
in Experiment 1. Results from all experiments are then
discussed and related to predictions from different path 
planning strategies, as well as from probabilistic choice-
making theories.

desired target. Note, however, that the spatial layout is not 
considered. In spatial terms, trajectories resulting from 
such nonspatial decision-making theories could, there-
fore, be rather long and inefficient.

Strategies and Heuristics
Involved in Path Planning

Even without spatial uncertainties, planning reasonably
short paths for visiting several locations is a complex and 
computationally expensive task. Several planning strate-
gies and heuristics have been described that allow for a
reduction of computational effort: A particularly simple 
strategy to solve path planning tasks with multiple tar-
get locations is the nearest neighbor (NN) strategy (e.g.,r
Bure , Bure ová, & Nerad, 1992; Gärling & Gärling, 1988; 
Gärling, Säisä, Böök, & Lindberg, 1986; Hirtle & Gärling,
1992). It states that the closest target location is chosen 
repeatedly until all target locations have been visited. The
NN strategy is a purely local strategy that is universally 
applicable if distances between locations are available and 
that is known to result in reasonably short paths in many
situations (Golden, Bodin, Doyle, & Stewart, 1980).

A number of further planning strategies can be sub-
sumed under the term hierarchical planning schemes. 
Essentially, hierarchical planning schemes such as the 
cluster strategy (Gallistel & Cramer, 1996; Wiener etr al.,
2004), region-based planning strategies (Wiener & Mal-
lot, 2003), or the hierarchical nearest neighbor strategyr
(hNN; see Vickers, Bovet, Lee, & Hughes, 2003), reduce
mental effort during planning by first generating approxi-
mate solutions using abstractions from the actual planning
task. These approximate or coarse solutions (path plans)
are refined in later planning steps. The cluster strategy,
for example, assumes that neighboring target locations 
collapse into clusters and that paths are planned so that
the largest cluster is visited first (cf. Gallistel & Cramer,
1996; Wiener et al., 2004). By collapsing multiple targets
into one cluster that becomes a target in the first planning
step, the problem size is considerably reduced, many sub-
optimal solutions are eliminated, and a simple yet coarse
path plan is generated that is easily remembered and that
can be refined during navigation by planning a detailed 
path within each cluster. Similarly, region-based planning
strategies assume that target locations are assigned to dif-
ferent environmental regions and that paths are planned 
toward the region(s) rather than toward the single target 
places (e.g., Hölscher et al., 2006; Wiener & Mallot, 2003;
Wiener et al., 2004). During planning, detailed spatial in-
formation is made available for the close surroundings 
only, whereas distant locations are represented at super-
ordinate region levels. Such region-based planning will
result in a detailed path plan for the close surroundings
only, allowing for immediate movement decisions. During
navigation, the plan then has to be refined as the navigator 
enters new regions.

Path planning and optimization behavior has also been 
investigated by means of visual versions of the traveling 
salesman problem (TSP; see, e.g., Graham, Joshi, & Pizlo, 
2000; MacGregor, Ormerod, & Chronicle, 1999; Vickers,
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one of the four intermediate target places and to bring the object to
the destination. Participants were told that the object was at the ori-
gin (Place O) at the beginning of the trial and that it would jump to 
one of the remaining three intermediate target places (A, B, C) with 
a certain probability ( jump probability). The likelihood that the ob-
ject had jumped to Place A, Place B, or Place C was identical in each
case. A single trial always started at the starting place and ended at
the destination. During navigation, participants visited the interme-
diate target places by stepping onto the corresponding squares. If 
participants stepped onto the square containing the hidden (virtual) 
target, they received verbal feedback from the experimenter and pro-
ceeded directly to the destination.

Probability Matrix
The likelihood that the object jumped from the origin (Place O)

to one of the three remaining intermediate target places (A, B, or C)
resulted in a probability matrix describing the whereabouts of the
object across the four intermediate target places. For example, a 50%
jump probability resulted in a 50% chance of finding the object still 
at the origin (Place O) and a ~16.7% chance of finding it in any
of the three remaining intermediate target places. In order to suc-
cessfully solve the experimental task, participants had to learn this
probability matrix.

Metaplanning
It is important to understand that, in principle, the object could 

reside in any of the four intermediate target places. Given such un-
certainties about the exact whereabouts of the object, planning a
single path is not sufficient to solve the task. Participants had to gen-
erate what we refer to as metaplans. A metaplan consists of multiple 
consecutive path plans; for example, if one leaves the start place to 
search for the object in Place B and finds it, one proceeds directly
to the destination. If, however, the object is not found in Place B,
one has to navigate to the next place to search for it (e.g., Place C).
Here again, two possibilities exist: The object is found and one pro-
ceeds to the destination, or the target is not found and one navigates
to the next intermediate target place (see Figure 2, left panel). The
metaplan is therefore not identical with the actual trajectory, but 
describes the order in which participants plan to visit the four inter-
mediate target places, taking into account that they proceed directly 
to the destination once the target object is found, and that their task 
is to minimize overall path length.

Calculating the Optimal Metaplan
The optimal metaplan was different for each probability matrix.

To calculate it, all possible orders for visiting the four intermediate 
target places were calculated. For each of these 24 sequences, the 
path lengths were calculated, given that the object resided in the
four different intermediate target places (O, A, B, C). For example, 
if the metaplan was Start–B–C–O–A–Destination, and the object 
resided in Place B, the resulting path would be Start–B–Destination
(5.24 m). If the object resided in Place C, the resulting path would 
be Start–B–C–Destination (5.91 m); if the object resided in Place O,
the resulting path would be Start–B–C–O–Destination (7.32 m); and 
if the object resided in Place A, the resulting path would be Start–
B–C–O–A–Destination (9.48 m). The path lengths for these alterna-
tives were multiplied with the particular probability of finding the
object in the respective locations (see Figure 2). By summing over 
the resulting four values, the average length of a given metaplan for 
a particular probability matrix was calculated. The metaplan that 
resulted in the shortest average path length is referred to as the opti-
mal metaplan for the corresponding probability matrix. The optimal l
metaplans for the three different probability matrices are displayed 
in Figure 3.

Chance level performance was calculated for each probability 
matrix by averaging over the percentage above optimal (PAO) val-l
ues of all 24 possible metaplans (see Table 1). It was 56.35 PAO for 
Probability Matrix I, 30.58 PAO for Probability Matrix II, and 18.75
PAO for Probability Matrix III.

EXPERIMERR NT 1

Experiment 1 aimed at investigating whether human
navigators can integrate probabilistic information about 
the exact target locations in their overall path planning 
scheme. Three general hypotheses that were tested here
could be distinguished. (1) Path planning takes into ac-
count spatial (i.e., metric) information only. This hypoth-
esis predicts that participants’ planning and navigation
behavior is not influenced by the probabilistic target
information but can be described by spatial planning 
strategies alone. (2) Planning behavior depends only on
the probabilistic information about the whereabouts of 
the target object. In this case, spatial information is ig-
nored and the task resembles a nonspatial probabilistic 
decision-making task in which navigation behavior can
be described by probability matching or rational choice
alone. (3) Both spatial and probabilistic information 
about target locations are taken into account. In this case,
navigation behavior changes when the probabilistic in-
formation about the exact target location changes and 
can only be explained by a combination of spatial path 
planning strategies and nonspatial probabilistic decision-
making strategies.

Method
Participants

Fourteen participants (7 women) took part in the experiment. They
were mostly postgraduate students from the lab and were unaware of 
the hypotheses at the time of testing.

Experimental Setup
Six positions within the experimental room (6  10 m) were marked 

with squares (30 30 cm; see Figure 1). One position was marked as 
the starting place; another as the destination. The remaining four posi-
tions were intermediate target places, one of which was marked as the
origin (O). The others were marked by blank squares (Positions A, B, 
and C in Figure 1).

Experimental TaskTT
The general experimental task was to plan and navigate the short-

est possible path from the starting place to find an object hidden in

Figure 1. Experimental setup: Six positions within the experi-
mental room were marked by squares.
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Figure 3 displays the resulting probabilities of containing the target
object for all four intermediate target places. The sequence in which
participants were exposed to the different conditions was random-
ized. Each experimental condition consisted of a training phase and 
a test phase.

Training phase. Participants were naive with respect to the spe-
cific probability matrix. To learn it, they received 30 training trials in
each experimental condition. For example, for Probability Matrix II

Experimental Procedure
Each participant took part in three experimental conditions. In 

each condition, the target’s jump probability—that is, the probability 
that the object moved from the origin (Place O) to one of the remain-
ing intermediate target places—varied, resulting in three different 
probability matrices. For Condition 1, the jump probability was 10% 
(Probability Matrix I); for Condition 2, it was 50% (Probability Ma-
trix II); and for Condition 3, it was 90% (Probability Matrix III). 

Path
Length

Probability of 
Finding the  

Target in Place
Calculating Path 

Length of Metaplan

Metaplan Path Length

Plan

Plan

Plan

Plan

Figure 2. Left: Metaplan. Right: Exemplary calculation of the path length of a particular metaplan for the 90% jump probability 
condition (Probability Matrix III).

Table 1
All Possible Metaplans for Visiting All Intermediate Target Places

Condition 1 Condition 2 Condition 3
Probability Matrix I Probability Matrix II Probability Matrix III

Paths With p(0) 90% p(A,B,C) ~ 3.3% p(0) 50% p(A,B,C) ~ 16.7% p(0) 10% p(A,B,C) 30%

Intermediate Target Places Length PAO Frequency Length PAO Frequency Length PAO Frequency

Start O A B C Dest. 475.59 0 9 645.97 7.72 3 816.36 17.86
Start O A C B Dest. 478.00 0.51 3 658.03 9.73 2 838.05 20.99
Start O C A B Dest. 492.47 3.55 730.39 21.79 968.31 39.80
Start C O A B Dest. 740.53 55.71 816.94 36.23 893.36 28.98
Start C O B A Dest. 747.12 57.09 849.89 41.72 952.67 37.54
Start O C B A Dest. 480.60 1.05 1 671.05 11.90 1 861.49 24.38
Start O B C A Dest. 481.95 1.34 1 677.78 13.02 873.61 26.13
Start O B A C Dest. 491.41 3.33 725.07 20.91 958.73 38.42
Start B O A C Dest. 629.84 32.43 710.89 18.54 791.94 14.34
Start B O C A Dest. 636.34 33.80 743.37 23.96 850.40 22.78
Start B C O A Dest. 727.75 53.02 710.20 18.43 1 692.64 0 5
Start C B O A Dest. 842.33 77.11 824.40 37.47 806.46 16.43
Start C B A O Dest. 990.94 108.36 899.47 49.99 808.01 16.66
Start B C A O Dest. 911.43 91.64 810.32 35.12 709.21 2.39 6
Start B A C O Dest. 1,136.26 138.92 977.26 62.96 818.27 18.14
Start B A O C Dest. 777.20 63.42 779.70 30.02 782.21 12.93
Start A B O C Dest. 837.83 76.17 813.98 35.73 790.12 14.07
Start A B C O Dest. 938.48 97.33 826.96 37.90 715.43 3.29 1
Start A C B O Dest. 974.70 104.95 857.79 43.04 740.88 6.96
Start C A B O Dest. 1,251.99 163.25 1,097.25 82.97 942.51 36.07
Start C A O B Dest. 925.45 94.59 923.33 53.97 921.20 33.00
Start A C O B Dest. 871.52 83.25 843.40 40.64 815.29 17.71
Start A O C B Dest. 503.22 5.81 599.70 0 3 696.17 0.51 2
Start A O B C Dest. 503.32 5.83 600.17 0.08 4 697.02 0.63

Chance level: 56.35 30.58 18.75

Note—Average path lengths and percentages above optimal (PAOs) are displayed for each metaplan as well as for each probability matrix (condi-
tion). Frequencies with which participants have reported and navigated the corresponding metaplans are shown. Near optimal metaplans that resulted 
in less than 1.7 PAO are shown in boldface. Results from Experiment 3 suggest that the metaplans in boldface are so close in path length that, for 
participants, their length differences are essentially indistinguishable.
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Test PhaseTT
Reported jump probability. On average, participants 

recognized and reported the actual jump probabilities very 
precisely. For Probability Matrix I (10% jump probability),
they reported 9.4%; for Probability Matrix II (50% jump 
probability), they reported 47.1%; and for Probability Ma-
trix III (90% jump probability), they reported 82.8%. In
none of these cases were significant differences between 
reported jump probabilities and actual values found [t test t
10%, t(13) 0.39, p  .70; t test 50%, t(13) 0.93, p
.37; t test 90%, t(13)  1.66, p .13].

Reported metaplans. On average, the reported meta-
plans resulted in 2.28 PAO. For Probability Matrix I, the 
reported metaplans generated 0.28 PAO; for Probability
Matrix II, 5.23 PAO; and for Probability Matrix III, 1.33 
PAO (see Table 1). An ANOVA revealed a significant main 
effect of the probability matrix [F(2,26)FF 8.06, p  .01]. 
Specifically, PAO was highest for Probability Matrix II. 
In all three conditions, participants’ planning performance
clearly exceeded chance level performance (see Table 1) 
[Probability Matrix I, t test, 0.28 PAO vs. 56.35 PAO, 
t(13)  471.09, p .001; Probability Matrix II, t test, 
5.23 PAO vs. 30.58 PAO, t(13) 15.85, p  .001; Prob-
ability Matrix III, t test, 1.33 PAO vs. 18.75 PAO, t(13)
51.51, p  .001].

To statistically assess differences in trajectories be-
tween experimental conditions (Probability Matrices I, II, 
and III), we analyzed participants’ first movement deci-
sions (i.e., which of the four intermediate target places 
was visited first). A chi-square test [ 2(4, N  42)  40.7, 
p .001] revealed highly significant differences between
conditions (see Figure 4). Table 1 explicitly lists which 
metaplans were reported and how often. For Probability
Matrix I, 12 out of 14 participants reported the optimal 
metaplan, or a near optimal metaplan, that produced only
0.51 PAO (detour length 3 cm). No participants reported 
metaplans producing more than 1.5 PAO, and all reported 
visiting Place O (origin) first; their first movement deci-
sion therefore followed the optimal metaplan. For Prob-
ability Matrix II, 7 out of 14 participants reported the op-
timal or a near optimal metaplan that produced only 0.08 
PAO (detour length 1 cm). The remaining 7 participants, 
however, reported a metaplan with over 7.7 PAO (detour 
length 44 cm). Specifically, 6 out of these 7 participants 

(50% jump probability), participants would find the object in the
origin (O) 15 times and 5 times in any of the three remaining inter-
mediate target places (A, B, and C), adding up to a total of 30 trials. 
The order in which participants visited the intermediate target places
was recorded for each trial.

Test phaseTT . In the subsequent test phase, participants were asked 
to (1) judge the jump probability (i.e., the probability that the ob-
ject had moved from its original position to one of the remaining 
intermediate target places) and (2) report and navigate the optimal 
metaplan. To clarify the latter task, participants were told that they 
should provide a friend unaware of the specific probability matrix 
with a sequence in which to visit the different target places in search
of the objects.

Analysis
In order to evaluate path planning performance, the order in which 

participants visited the different places was recorded and compared 
with the optimal solution (optimal metaplan). Path planning perfor-
mance is described by the measure PAO obtained by dividing the
length of the traveled path by the length of the shortest possible path, 
subtracting 1, and multiplying the result by 100. A path with a PAO 
value of 10 is therefore 10% longer than the shortest possible path.

Results and Discussion

Jump Probability
On average, participants produced paths during the

training phase with 9.20 PAO. Performance was sig-
nificantly influenced by the specific probability matrix 
[F(2,26)FF 13.67, p  .001]. Whereas performance was
best (low PAO) for Probability Matrix I (PAO, 3.37), it was 
comparable for Probability Matrix II (PAO, 13.62) and 
Probability Matrix III (PAO, 10.61).

Learning
In order to assess the learning of the specific probabil-

ity matrix during the training phase, the 30 trials in each
condition were subdivided into three blocks (Trials 1–10;
Trials 11–20; and Trials 21–30). An ANOVA revealed a sig-
nificant main effect of experimental block [F(2,26)FF 4.46,
p .02]. Specifically, PAO significantly decreased between
Block 1 (PAO, 11.40) and Block 2 (PAO, 8.25), and no fur-
ther decrease was observed for Block 3 (PAO, 7.95).

TrajectoriesTT
Participants’ trajectories during the training phase are dis-

played in Figure 4. Clearly, participants preferred different
paths when confronted with different probability matrices.

Figure 3. Optimal metaplans for the three different probability matrices.
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dicted that these places would be visited in random order;
clearly, that was not the case (see Figure 4).

Overall, path planning performance during the training 
and test phases clearly exceeded chance level performance
for all probability matrices. Moreover, the result that the re-
ported metaplans in the test phase were only ~2.3 PAO em-
phasizes participants’ very good path planning performance.
Together with the fact that the reported jump probabilities
matched the actual values very well, these results suggest 
(1) that during the 30 trials of the training phase, partici-
pants learned the probability matrix to find the object in the 
four different places quite precisely; and (2) that participants 
very effectively integrated this probabilistic information into 
their path planning process, supporting Hypothesis 3.

EXPERIMERR NT 2

Experiment 1 demonstrated surprisingly good plan-
ning performance, even if the exact location of a target
object could be determined with only a certain limited 
probability. Experiment 2 was designed to study planning 
performance in situations in which participants were not
confronted with spatial uncertainties, but in which they 
had to navigate paths of similar complexity, as in Experi-
ment 1. Comparison of planning performance between
Experiments 1 and 2 will allow quantification of the im-
pact of spatial uncertainties for path planning.

Method
Participants. Fourteen participants (2 women) took part in the 

control experiments. They were mostly postgraduate students from
the lab who did not participate in Experiment 1.

chose a metaplan that first visited Place O (origin) rather 
than Place A, as suggested by the optimal metaplan. For 
Probability Matrix III, 7 out of 14 participants reported 
the optimal or near optimal metaplan (0.51 PAO, detour 
length 4 cm). The remaining 7 participants reported 
metaplans that produced 2.39 PAO or 3.39 PAO. Interest-
ingly, one very good metaplan that produced only 0.63
PAO (detour length 5 cm) has never been reported. In
contrast to the optimal metaplan first visiting Place B, the
latter first visited Place A.

Results from both the training and test phases clearly 
demonstrate that participants adjusted path planning and 
navigation behavior according to the different probability 
matrices, thus preferring different paths in each condition 
(see Figure 4 and Table 1). These results clearly contradict
Hypothesis 1 (see above): that path planning under spatial 
uncertainties is not influenced by probabilistic information 
about the exact location of the target object but is based on 
spatial information only. Results also contradict Hypoth-
esis 2: that path planning under uncertainty is based solely
on the probabilistic information about the exact location of 
the target object. This hypothesis predicted that the inter-
mediate target places would be visited in ascending order of 
their probability of containing the target object. Results for 
Probability Matrix II from both the training and test phases 
clearly show that in approximately 50% of the trials, par-
ticipants first visited Place A, with only a ~17% probability 
of holding the target object, compared with Place O, with
a 50% probability (see Figure 4). Furthermore, for Prob-
ability Matrix III, three intermediate target places with 
equal probabilities of holding the target existed (Places A,
B, and C, each with a 30% probability). Hypothesis 2 pre-
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Figure 4. Participants’ superimposed trajectories during the training phase (upper row) and during the test phase (lower row) for all
three probability matrices. The thickness of the lines reflects the frequency with which the corresponding connections were traveled.
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Altogether, 9 different start positions were used in Experiment 3 (see
Start Positions 1–9 in Figure 5). We predefined two alternative paths,
Start–A–O–B–C–Destination and Start–B–C–A–O–Destination, by
marking the respective locations with numbers describing the order 
in which these places are visited along the paths (see Figure 5). One
path was marked by blue digits, the other by black digits.

Procedure. Participants were positioned at the nine different start 
positions in random order and were asked to judge which of the 
two path alternatives was shorter from their current position. From 
Start Positions 1–4, Start–B–C–A–O–Destination was shorter; from 
Start Positions 6–9, Start–A–O–B–C–Destination was shorter; and 
from Start Position 5, both paths were of equal length (see Figure 5). 
When standing at Start Position 4 or 6, the two alternative paths dif-
fered about 15 cm in overall length, corresponding to a difference in 
overall path length of ~1.7%.

Results and Discussion
Figure 6 displays results from Experiment 3. From Start 

Position 5, both path alternatives were of equal length, 
and participants chose randomly between the alterna-
tives. From Start Position 4, the shorter path had an over-
all length of 8.81 m and the longer path had a length of 
8.96 m; the latter was thus ~1.7% longer. From Start Posi-
tion 6, the shorter path was 8.86 m long; the longer path 
was 9.01 m and, thus, ~1.7% longer as well. From Start
Positions 4 and 6, participants chose the shorter alterna-
tive in 82.14% of the cases, which is just above the com-
monly used threshold of 75%–80% when determining just
noticeable differences (JNDs). Although Experiment 3 
was not designed to perform an in-depth analysis of the 
JND for path-length differences, these results demonstrate 
that in the present experimental setup participants reliably 
detected differences in path length of 1.7% (1.7 PAO) and 
above.

How do these results relate to Experiment 1? The meta-
plans generated in Experiment 1 have a more complex 
structure than the paths in Experiment 3: Metaplans con-
sider conditional paths, taking into account that the target 

Experimental setup. The experimental setup was identical to 
Experiment 1 but differed in the position of the start location. Al-
together, three different start positions were used in Experiment 2,
labeled in Figure 5 as Start Positions 1, 5, and 9.

Procedure. Participants were asked to navigate the shortest pos-
sible path from each of the three different start places to the des-
tination (D), visiting all four intermediate target places (Places O, 
A, B, and C). For Start Position 1, the shortest path was Start–A–
O–B–C–Destination; for Start Position 9, it was Start–B–C–A–O–
Destination; and for Start Position 5, both alternatives were of equal 
length and no shorter path existed. The order in which participants 
started from the three start positions was randomized.

Results and Discussion
On average, the chosen paths in Experiment 2 resulted 

in a PAO value of 1.56; 1 participant was excluded from 
the final data set, whose PAO values overshot average per-
formance by more than two standard deviations. Eight of 
the 14 participants produced PAO values of below 0.01 
on average (i.e., they found the optimal solution in most
cases). The results demonstrate that most participants
were extremely good at planning the shortest path from 
start to destination, with four intermediate target places.
However, on average, planning performance in Experi-
ment 2 did not exceed planning performance in Experi-
ment 1 with spatial uncertainties [1.56 PAO vs. 2.28 PAO,
t test: t(25) 0.64, p  .5]. This null effect could be due 
to several reasons, and should therefore not be overinter-
preted. However, as the existence of spatial uncertainties 
results in substantial additional planning costs, the lack of 
pronounced differences in performance between Experi-
ment 1 and Experiment 2 at least emphasizes the fact that 
the strategies employed by participants in Experiment 1 
very efficiently integrated the probabilistic information 
about the exact location of the target into the general plan-
ning scheme.

EXPERIMERR NT 3

Efficient path planning requires comparing path al-
ternatives and selecting between them according to such
criteria as overall path length. Table 1 demonstrates that 
for solving the path planning task in Experiment 1, sev-
eral optimal or near optimal solutions existed that differed 
only marginally with respect to overall length. However,
whereas some of these alternatives were chosen often, oth-
ers were neglected. For the interpretation of these results, 
and for the further understanding of interactions between
spatial and probabilistic information during path planning,
it is important to develop a basic understanding of how
well participants could distinguish between purely metric
properties of path alternatives. Hence, Experiment 3 was
designed to quantify how well participants could perceive 
differences in the lengths of alternative complex paths 
consisting of a start place, four intermediate places, and a
destination place.

Method
Participants. The same 14 participants who took part in Experi-

ment 2 also participated in Experiment 3.
Experimental setup. The experimental setup was identical to 

that in Experiment 1 but differed in the position of the start place.

Figure 5. Experimental setup of Experiments 2 and 3: In Ex-
periment 2, Start Positions 1, 5, and 9 were used; in Experiment 3,
all nine start positions were used.The numbers depicted in either
the white or the gray part of the five target places (O, A, B, C, D) 
defined the two alternative paths for Experiment 3 (white path,
A, O, B, C, D; gray path, B, C, A, O, D).
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holding the target object. Results could be explained only
by assuming that probabilistic information about the exact
location of the target object and spatial (metric) informa-
tion were integrated during path planning.

Overall, planning performance in Experiment 1 was
very good; the reported metaplans in the test phase were
only 2.3 PAO. The excellent planning performance under 
spatial uncertainties is further emphasized by a compari-
son with Experiment 2. In Experiment 2, participants
solved planning tasks that required navigating paths of 
similar complexity to those in Experiment 1 but that did 
not require taking uncertainties into account. Neverthe-
less, planning performance in Experiment 1 and Experi-
ment 2 was roughly comparable.

It is, of course, of great interest to understand how 
participants reached such good performance levels when
planning paths under spatial uncertainty. One possibility 
is that they actually computed and compared all possible 
solutions, but that judgments of path length and/or dis-
tances between places were noisy and the sources of errors 
and variance in the data. There are, however, arguments 
against this interpretation. (1) We found systematic per-
formance differences for the different probability matrices
that cannot be explained by assuming nonspecific noise 
in the data. (2) The path planning task was computation-
ally rather complex; the number of path alternatives that 
had to be considered clearly exceeded working memory 
capacities. (3) Results from Experiment 3 suggest that
for paths with length and complexity similar to those of 
the metaplans of Experiment 1, participants could reli-
ably discriminate paths that differed in 1.7% of overall
length. In Experiment 1, however, participants often chose 
metaplans with PAOs far above 1.7, and systematically 
neglected metaplans with PAOs below 1.7 (see Table 1).
Taken together, these considerations strongly suggest that
participants applied planning strategies and heuristics,
rather than actually computing the optimal solution.

Which planning strategies could account for the navi-
gation data in Experiment 1? As discussed above, strat-
egies based solely on spatial information, or solely on 
probabilistic target information, are not sufficient to
explain the recorded data. We therefore assume a com-
bination of spatial planning strategies and probabilistic 
decision-making strategies. As pointed out in the intro-
duction, not all spatial planning strategies described in
the literature allow deriving predictions in the present 
scenario. Hence, we concentrate on the following plan-
ning strategies: First, the NN strategy, predicting that the
closest target place is repeatedly chosen until all targets
have been visited (Bureš et al., 1992; Gärling & Gärling, 
1988; Gärling et al., 1986); and second, hierarchical plan-
ning strategies that can, in principle, be applied to the 
present scenario—the cluster strategy (Gallistel & Cra-
mer, 1996; Wiener et al., 2004), the hNN method (Vick-
ers, Bovet, et al., 2003), and the region-based planning 
strategy (Wiener & Mallot, 2003). All three hierarchi-
cal strategies have this in common: that the environment
is structured into the different clusters or regions taken 
into account during planning. In the present scenario, the

object can reside in different places. One might therefore 
assume that the threshold of 1.7% detected in Experiment 3
overestimates how well two alternative metaplans in Ex-
periment 1 can be distinguished by length. On the other 
hand, one can be certain that metaplans that differ less than 
1.7% in overall length could not be distinguished by par-
ticipants. In Table 1, all metaplans that differed less than 
1.7% in overall length—that is, that were indistinguishable
according to their length—are presented in bold type.

GENERALRR DISCUSSION

In this study, we investigated path planning under spa-
tial uncertainties. For this, we developed an experimental
paradigm in which participants had to find a hidden (vir-
tual) object that could, with a certain probability, jump 
from its original location to one of the three remaining
intermediate target places (Experiment 1). After training,
the whereabouts of the object could be described by a
probability matrix over four places. When one faces such
uncertainties, planning a single path is not sufficient, 
since the exact object location is unknown. Instead, par-
ticipants had to generate what we refer to as metaplans, 
considering multiple potential object locations. These 
metaplans describe the order in which the potential object
locations will be visited, taking into account that one di-
rectly proceeds to the destination once the object is found 
and that the task is to minimize overall path length. Par-
ticipants were confronted with three different probability 
matrices. For each probability matrix, a different metaplan 
was optimal. The chosen paths in Experiment 1 could be
explained neither by assuming that during planning only
spatial (metric) information was taken into account nor 
by assuming that participants visited the intermediate tar-
get places in the order that resembled their probability of 
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Once a decision on the level of the clusters is made, the
order in which the places within the clusters are visited is
planned. Here, two strategies, the NN strategy (cf. Gär-
ling et al., 1986) and the rich-target-first strategy, come
into play. The interaction of these strategies is best dem-
onstrated by analyzing the first step in the 50% jump prob-
ability condition. Here, the strategies made differential
predictions: Given the decision to first visit cluster [O A], 
the NN strategy predicted that Place A (the closest target 
place) would be visited first, and the rich-target-first strat-
egy predicted that Place O (with the highest probability 
of holding the target object) would be. Despite the fact 
that visiting Place O first resulted in clearly suboptimal 
solutions, with PAO values of at least 7 (see Table 1), par-
ticipants chose to visit Place A first and Place O roughly 
equally often. Navigating an optimal or near optimal so-
lution requires visiting Place A first. Apparently, in the 
50% jump probability condition, the NN strategy and the 
rich-target-first strategy both influenced navigation be-
havior. A similar situation also occurred for the 90% jump
probability: Here, the great majority of participants first 
visited Places B and C. With their next step, they could 
then either visit the closer Place O, which has a relatively 
low probability of holding the target object (10%), or the
more distant Place A, which has a higher probability of 
holding the target object (30%). Again, participants chose
between these alternatives roughly equally often (see Fig-
ure 4). Furthermore, results suggest that the influence of 
the NN and rich-target-first strategies was weighted ac-
cording to the specific parameters: In the 10% jump prob-
ability condition, for example, the predictions for the first 
step of the NN strategy and the rich-target-first strategy 
were identical to those for the 50% jump probability con-
dition. Nevertheless, all participants chose to visit Place O 
first. This difference can be explained by considering that 
in the 10% jump probability condition, Place O had a 90%
chance of holding the target, whereas Place A had only a 
3.3% chance (in contrast to 50% for Place O and 16.7% 
for Place A in the 50% jump probability condition). Ap-
parently, the rich-target-first strategy had a stronger influ-
ence in the 10% than in the 50% jump probability condi-
tion, since the difference in probabilities to hold the target
object was more pronounced between alternatives. It will
be a challenging task for future studies to investigate the 
exact nature of these interactions in more detail.

Overall, we have presented a new experimental para-
digm to investigate human path planning behavior under 
spatial uncertainties. We demonstrated that participants
very successfully integrated probabilistic information 
about the whereabouts of a target object during path plan-
ning. Finally, we have presented a hierarchical planning
scheme combining theories from spatial planning and 
probabilistic decision making that could account for par-
ticipants’ behavior, as well as for systematic errors and 
differences between conditions.
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four intermediate target places (O, A, B, and C) would 
thus form two clusters ([O A] and [B C]), since distances
within these clusters are smaller than any distance be-
tween clusters. This clustering is backed by informal
interviews with participants after the experiments. The
cluster strategy, stating that the larger cluster is visited 
first, can be translated to the present scenario quite easily: 
Whereas both clusters were of equal size, each containing
two locations, the probability that they actually held the
target object differed for all three probability matrices. 
In the present scenario, the cluster strategy would thus
state that participants first visit the cluster with the higher 
summed probability to hold the target object. The cluster 
strategy is inherently spatial, based as it is on the dis-
tribution of places within the environment. However, in 
its proposed form, taking probabilistic information into 
account, it already resembles a simple combination of 
a spatial planning strategy and a probabilistic decision-
making strategy.

Finally, we consider theories from (nonspatial) proba-
bilistic decision making: rational choice and probability
matching (e.g., Shanks et al., 2002). When participants
are faced with a single trial only, both theories predict that
the order in which alternatives are selected resembles their 
payoff probabilities. This can be directly transferred to the
present scenario: Probabilistic choice making states that
participants visit the target places in an order reflecting
the probability that those places hold the target object. We
refer to this strategy as the rich-target-first strategy.t

We do find empirical evidence for all three proposed 
planning strategies: the cluster strategy, the NN strategy,
and the rich-target-first strategy. This evidence is discussed 
in the following and a hierarchical planning scheme is pre-
sented allowing one to predict the empirical data of Exper-
iment 1. First, a coarse path is planned on the level of the 
target clusters, describing in which order the two clusters
are visited (cf. Gallistel & Cramer, 1996; Wiener et al.,
2004): The cluster strategy (as proposed above) predicts
that cluster [O A] is visited first in the 10% and the 50%
jump probability condition and that cluster [B C] is visited 
first in the 90% jump probability condition (cf. Figure 3).
In fact, participants’ behavior was consistent with these
predictions in all three conditions: Before visiting the
other cluster, the great majority first visited the cluster 
with the higher probability of holding the target object. 
This is particularly interesting; for the 90% jump prob-
ability (Probability Matrix III), two metaplans existed that 
first visited the cluster with the lower probability (in this 
case [O A], with a summed probability of 40%) but that
resulted in PAO values of only 0.5 and 0.6 (see Table 1).
According to results from Experiments 2 and 3, these so-
lutions were indistinguishable from the optimal solution
but were chosen by only 2 out of the 14 participants. In 
contrast, a metaplan, resulting in 2.4 PAO, that first visits
the cluster with the higher probability of holding the target 
object was reported by 6 of the 14 participants. Together, 
these results suggest that participants avoided first visit-
ing the cluster with the lower probability, which in turn 
supports the cluster strategy.
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