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Dynamic facial expressions of emotion
induce representational momentum

SAKIKO YOSHIKAWA AND WATARU SATO
Kyoto University, Kyoto, Japan

Two experiments were conducted to explore whether representational momentum (RM) emerges in the per-
ception of dynamic facial expression and whether the velocity of change affects the size of the effect. Partici-
pants observed short morphing animations of facial expressions from neutral to one of the six basic emotions.
Immediately afterward, they were asked to select the last images perceived. The results of the experiments
revealed that the RM effect emerged for dynamic facial expressions of emotion: The last images of dynamic
stimuli that an observer perceived were of a facial configuration showing stronger emotional intensity than the
image actually presented. The more the velocity increased, the more the perceptual image of facial expression
intensified. This perceptual enhancement suggests that dynamic information facilitates shape processing in
facial expression, which leads to the efficient detection of other people’s emotional changes from their faces.

Among the social signals conveyed by the face, dy-
namic changes in emotional facial expressions indicate
current mood and moment-to-moment changes in the
emotional state of individuals. Over the past few decades,
a large number of empirical studies have examined the
psychological mechanisms that are involved in process-
ing facial expression, and a wealth of findings has been
accumulated (Ekman, 1993). More recently, these stud-
ies have been complemented by brain science research,
and it is becoming clear that a variety of brain areas are
involved in processing facial expression (Haxby, Hoff-
man, & Gobbini, 2000). However, most studies on the rec-
ognition of facial expressions—in both psychology and
neuroscience—have used static images of facial expres-
sions. Consequently, little is known about the perceptual
processes that are involved in processing dynamic facial
expressions of emotion.

Recent neuroscience and lesion research provides some
clues in this regard. An fMRI study (Sato, Kochiyama,
Yoshikawa, Naito, & Matsumura, 2004) reported that sev-
eral cortical visual areas, such as inferior occipital gyri,
middle temporal gyri, and fusiform gyri showed greater
activation for dynamic facial expressions than for static
ones. These brain areas comprise the main neural sub-
strates for visual processing of faces (Haxby et al., 2000).
A lesion study (de Gelder, Vroomen, Pourtois, & Weis-
krantz, 1999), which reported evidence that a blindsight
patient could recognize facial expressions presented in his
blind field, showed that the correct score of response was
higher for dynamic video stimuli than for static stimuli
(Experiment 3). This result indicates that even facial ex-
pression processing via the subcortical route, such as the
superior colliculus and pulvinar, reflects a difference be-

tween the dynamic versus static properties of the stimuli.
This implies that the influence of the dynamic properties
of facial expression would emerge at very early stages of
perceptual processing.

Considering the data from neuroscientific literature
that have been obtained so far, we assumed that dynamic
information would have an influence on the perceptual
processing of facial expressions. In this article, we ex-
plore whether representational momentum (RM; Freyd,
1987; Freyd & Finke, 1984) emerges in the perception of
dynamic facial expression. RM has been reported in the
context of motion perception literature, describing a phe-
nomenon in which the final position of an object—when
seen to be actually moving or changing position in a way
that implies continuous motion—shifts in the perceiver’s
mind in the direction of the observed transformation
(Freyd & Finke, 1984; Hubbard, 1990). Since its discov-
ery, this effect has been found in several types of implied
change of object shape (Kelly & Freyd, 1987). However,
whether the RM effect emerges when perceiving dynamic
facial expressions of emotion remains unknown. In the
present study, we aimed to demonstrate RM in dynamic
facial expressions of emotion. Specifically, we predicted
that when a person perceives a dynamic facial expression
changing from a neutral state to a particular emotional
expression, such as anger or happiness, the last image of
the dynamic sequence will be perceived in an exaggerated
form, showing stronger emotional intensity.

We also manipulated the speed with which the facial
expressions changed in order to examine the effect of ve-
locity. Previous research on RM for implied target move-
ment has revealed a robust effect of velocity—namely,
that faster velocity of target movement leads to larger for-
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ward displacement (see, e.g., Hubbard, 2005; Hubbard &
Bharucha, 1988). On the basis of this observation, we gen-
erated the following working hypothesis: As the velocity of
change in facial expression increases, observers perceive
the facial expression to be showing stronger emotional
intensity.

Two methodological points in the present research need
to be mentioned. First, we used pseudonatural dynamic fa-
cial expressions that were created by a morphing technique
rather than natural facial expressions. We used morphing
animation because it allowed us to create well-controlled
experimental materials. Natural facial expression stimuli
captured on video clips are not appropriate for investigat-
ing basic perceptual processes because they include sev-
eral uncontrollable factors, such as head movement, idio-
syncratic muscle movement, and eye blinking. Morphing
animation of facial expression has several merits for rec-
ognition research. It is free from the uncontrollable factors
mentioned above, easy to control in terms of the combina-
tion and duration of the stimuli, and looks so natural that
observers believe that they are looking at real faces.

The second characteristic of our research that requires
mention is the nature of the task, which is best described
as an interactive image-selection task (Benson & Perrett,
1991). In this task, participants observed a short anima-
tion stimulus of a facial expression moving from neutral
to one of the six basic emotions. Immediately afterward,
participants were asked to select the last image perceived
by using a slider on the computer display. This proce-
dure made it possible to produce the images participants
thought they had perceived, with little constraint. When
the images had been selected, participants viewed the ani-
mation stimuli again and had the opportunity to modify
their original choice of image. Unlike typical RM para-
digms in which participants match their internal image
with a limited number of predetermined images, this in-
teractive image-selection procedure enabled us to obtain
participants’ internal images more precisely. A potential
drawback of this procedure might have been the decay of
perceived images over time. In order to avoid this proce-
dural shortcoming, we presented the same dynamic stimu-
lus twice. In the second exposure, participants perceptu-

ally matched the image that they had selected with the last
image of the stimulus and modified their choice if they
thought the two images did not match exactly.

EXPERIMENT 1

Method

Participants. Sixteen university students (10 male and 6 female)
participated in the experiment. The average age was 21.3 years old.
All had normal or corrected-to-normal vision.

Experimental design. The experiment was constructed as a
within-subjects two-factorial design, with velocity (20 msec/frame,
40 msec/frame, and static) and emotion (anger, disgust, fear, happi-
ness, sadness, and surprise) as the factors.

Stimuli. From Ekman and Friesen’s (1976) set of facial images,
we selected one neutral expression slide and six emotional expres-
sion slides for each of four individuals (two men and two women).
All of the face slides were digitized into 300 X 200 pixel images.
Using computer-morphing techniques (Mukaida et al., 2000), 24 in-
termediate images between the neutral expression (0%) and each of
the six emotional expressions (100%) were produced in 4% steps.
In order to produce dynamic facial expression stimuli in which the
faces changed from neutral to one of the six emotional expressions,
we presented a total of 26 frames of images in quick succession;
that is, 1 neutral image, 24 intermediate images, and an original
100% emotional image. Figure 1 shows the first, some intermediate,
and last images of a dynamic stimulus. The stimulus duration was
520 msec (20 msec/frame) and 1,040 msec (40 msec/frame). A static
condition—in which the images of 100% emotional expression were
presented for 1,040 msec—was included as a control. The images
of 100% emotional expression corresponded to the original image
from Ekman and Friesen. The stimuli durations for Experiment 1
were decided by referring to Hara and Kobayashi (1995), who had
analyzed the time course of video-recorded faces expressing the six
basic emotions and reported their onset to peak duration. With the
shortest durations for surprise and anger and the longest for sadness,
their ranges were approximately 330-1,400 msec.

One point to note is the naturalness of these linearly changing
morphing expressions. In a previous study (Sato & Yoshikawa,
2004), in which participants rated the naturalness of morphing ani-
mation stimuli on a 7-point scale, the mean naturalness rating for all
stimuli—irrespective of velocity—exceeded 4 (moderately natural),
and none of the participants noticed that the stimuli were artificial
animations created from static images. Given this evidence, we
proceeded on the basis that morphing animations provide adequate
stimuli for examining perceptual processing of dynamic facial ex-
pressions of emotion.

26 Picture Frames

Figure 1. Examples of the morphing image sequence for dynamic facial expression of emotion.



REPRESENTATIONAL MOMENTUM OF EMOTIONAL FACIAL EXPRESSIONS 27

Apparatus. Stimulus presentation and response recording were
controlled by a program written in Visual C++ 5.0 (Microsoft,
1997) and implemented on a Windows computer. The stimuli were
presented on a 17-in. flat monitor (Eizo T550) from a viewing dis-
tance of 0.57 m.

Procedure. Figure 2 shows the sequence of an experimental trial.
The left window on the monitor was for the stimulus presentation, and
the right window was for the participants’ responses. The visual angles
of the stimulus and response windows were 11.1° X 7.8°, respectively.
For each trial, 250 msec after the presentation of the dynamic stimulus,

= Warning
S 1 signal

- Presentation
S ofthestimuli

* ISI =250 msec

Subject’s
first try
(producing the
same image

as that in the
last frame)

the initial face image appeared in the response window. Participants
were instructed to match exactly the image on the response window
with the last image of the dynamic stimulus by dragging a slider to
either the left or right with the mouse. The initial image in the re-
sponse window was a face with an emotional expression of 80%, 90%,
or 100% intensity. Three ranges of the slider scale were predefined,
each of which covered a range of 100% (i.e., 30%—130%, 40%—140%,
and 50%—150% of emotional intensity). The range of the slider scale
varied randomly across trials, and slider ranges were not visible to
participants. After selecting the image, participants clicked any key on
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Figure 2. The sequence of an experimental trial.
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the keyboard, and the image in the response window disappeared. The
stimulus was then presented again in the left window and, 250 msec
after its presentation, the face image chosen by the participant ap-
peared in the response window. If the participants thought that they
matched, they clicked the “next” button on the display and went on to
the next trial. If they thought that they did not match, then the partici-
pants modified the image in the response window using the slider.! A
total of 48 trials (24 trials of 20-msec/frame and 24 trials of 40-msec/
frame conditions) were performed in blocks, and the order of admin-
istration was counterbalanced across participants. Before starting the
experimental trials, participants were given several practice trials, and
they practiced image manipulation by a slider using a mouse. After
completing the experimental conditions, 24 control trials were con-
ducted, in which the static image of 100% emotional expression was
presented for 1,040 msec. Participants selected the image in the same
way as they had in the dynamic stimuli condition. Completion of all
the tasks took about 15 min.

Data analysis. The data were analyzed using SPSS 10.0J (SPSS
Japan). The percentage of the images was analyzed with a 3 (veloc-
ity) X 6 (emotion) repeated measures ANOVA. On the measures that
violated spherical assumptions (p < .1), the degree of freedom was
adjusted using the Greenhouse—Geisser method. As follow-up analy-
ses, pairwise comparisons between each dynamic condition and the
static condition were performed using the Dunnett method. The re-
sults of all tests were considered statistically significant at p < .05.

Results

The results of the experiment are shown in Figure 3
(left panel). The figure shows the mean percentage of im-
ages in each condition and their standard errors of the
means. The average percentages were 102.6%, 99.4%,
and 98.9% for the 20-msec/frame, 40-msec/frame, and
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static conditions, respectively. If participants had pre-
cisely reproduced the last image, then the bar of the fig-
ure would have indicated 100%.

The ANOVA on the percentage of the images showed a
significant main effect of velocity [F(2,30) = 4.11, p <
.05, 72 = .215]. The main effect of emotion and the inter-
action of velocity X emotion were not statistically signifi-
cant [Fs < 2.2, ps > .1].

Follow-up multiple comparisons on the main effect of
velocity revealed a significant difference between the 20-
msec/frame and static conditions (p < .05).

Discussion

The results showed that in the 20 msec/frame condition,
the RM effect emerged. This means that when seeing a
dynamic facial expression changing at a fast-enough ve-
locity, we perceive a more intensified emotional image
than what actually appears.

Nevertheless, we should also point out that the size of
the RM effect was not very large, even though it was sta-
tistically significant. There are a couple of possible reasons
for this. First, the velocity of the dynamic stimuli that were
used was not appropriate for RM to emerge. Although a
previous encoding study reported that participants natu-
rally made facial expressions of emotion at about the
same velocity as that used in the present study (Hara &
Kobayashi, 1995), this does not necessarily mean that the
velocity was adequate for an examination of representa-
tional momentum. Second, there is a possibility that the

Experiment 2
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40 msec/frame
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Figure 3. The mean percentage of the images in each condition of Experiment 1 and Experiment 2, shown with

the standard error of the mean.
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last frames of dynamic stimuli used in the experiment ex-
hibited such high emotional intensity that a kind of ceiling
effect occurred. The original (i.e., 100%) images that were
used in the present experiment were the facial expressions
arrived at when the models moved their facial muscles to
their maximum level (Ekman & Friesen, 1976). In normal
circumstances, people may seldom come across these ex-
treme emotional expressions (Russell, 1997), and when
they do, they would see them as the peak of a changing
sequence and, therefore, at close to zero velocity.

We speculated that these factors might impose some per-
ceptual constraints and yield an inhibitory effect for RM. In
order to examine these possibilities, we conducted Experi-
ment 2, adding two more velocity conditions and using less
intense emotional expressions (80% intensity of the original
image) as the objective last image of the dynamic stimuli.

Another possibility that might have influenced the size
of RM was the anchoring effect induced by the initial face
image that appeared in the response window. In Experi-
ment 1, the face image was the same as the last images of
the dynamic and static stimuli for one third of the time.
For two thirds of the time, it was an image that was 90%
or 80% of the last images of the dynamic and static facial
stimuli. If response performance is anchored by the face
image seen in the response window, then the small RM in
Experiment 1 could be due to the fact that the response
window displayed faces that were always at or behind the
memory point. In Experiment 2, we modified the proce-
dure in order to cancel out this possibility.

EXPERIMENT 2

Method

Participants. Twelve university students (all male) took part in the
experiment. The average age was 22.3 years old. None had participated
in Experiment 1. All had normal or corrected-to-normal vision.

Experimental design. The experiment was constructed as a within-
subjects two-factorial design, with velocity (10 msec/frame, 20 msec/
frame, 40 msec/frame, 80 msec/frame, and static) and emotion (anger,
disgust, fear, happiness, sadness, and surprise) as the factors.

Stimuli. The stimuli used in Experiment 2 were essentially the
same as those in Experiment 1, except that 21 frames (from 0% to
80%) were used instead of 26 frames. Four different velocity con-
ditions were administered: 210 msec (10 msec/frame), 420 msec
(20 msec/frame), 840 msec (40 msec/frame), and 1,680 msec
(80 msec/frame). Additionally, a static condition was prepared in
which the 80% intensity images of each emotional expression were
presented for 840 msec.

Apparatus. The apparatus used for Experiment 2 was the same
as that used in Experiment 1.

Procedure. The initial image in the response window was a face
with an emotional expression at 70%, 80%, or 90% intensity. Three
ranges of slider scale were predefined, each of which covered a range
of 100% (i.e., 20%—120%, 30%—130%, and 40%—-140% emotional
intensity). The range of the slider scale varied randomly across trials.
Apart from the change of stimuli and the additional velocity condi-
tions, the main procedure was essentially the same as that in Experi-
ment 1. Participants performed 24 trials for each velocity condition,
and the order of the four velocity conditions was counterbalanced
across participants. The static condition was administered after the
four dynamic facial expression conditions. Participants took about
30 min to complete the tasks.

Data analysis. An ANOVA and follow-up multiple comparisons
were conducted using methodology identical to that used in Experi-

ment 1. In addition, for the follow-up analyses of velocity factor,
post hoc trend analysis using the Scheffé method was conducted in
order to investigate the profiles of the changes across velocity levels
(for the four velocity conditions, but excluding the static condition).

Results

Figure 3 (right panel) shows the mean percentage of the
images participants selected for each emotion and velocity
condition and their standard errors of the means. The aver-
age percentages were 90.6%, 89.5%, 85.8%, 81.1%, and
83.4% for the 10-msec/frame, 20-msec/frame, 40-msec/
frame, 80-msec/frame, and static conditions, respectively.
If participants precisely reproduced the last image, then
the percent of the image would be 80%.

The ANOVA revealed significant main effects of ve-
locity [F(4,44) = 7.38, p < .001, n? = .40] and emotion
[F(5,55) = 6.94, p < .001, n2 = .39]. There was no sig-
nificant interaction between these two factors (F < 1.3,
p>.1).

For the main effect of velocity, pairwise comparisons with
each dynamic condition and the static condition indicated
that the percentages of image in the 10-msec/frame and 20-
msec/frame conditions were higher than those in the static
condition (ps < .05). There were no significant differences
between the static condition and both 40- and 80-msec/frame
conditions. For this main effect, a post hoc trend analysis re-
vealed a linear trend for increase of percentage as a function
of velocity [F(1,11) = 22.17, p < .001].

Discussion

The results of Experiment 2 clearly indicated that when
perceiving dynamic facial expressions of emotion, par-
ticipants perceived intensified versions of the last images.
The degree of deviation of the perceived image from the
presented image was proportional to velocity. The faster
the movement, the more intensified the emotional images
were perceived as being.

Another conspicuous result was the difference of the
size of the RM effect between Experiments 1 and 2. Be-
cause the 20-msec/frame and 40-msec/frame conditions
were included in both Experiments 1 and 2, a direct com-
parison of the size of the RM effect is possible for these
conditions. The effect was more evident in Experiment 2
than in Experiment 1, suggesting that the emotional inten-
sity of the last image was a crucial factor in determining
the size of the RM effect. The interpretation of this point
will be discussed in the General Discussion.

In Experiment 2, the main effect was significant not
only for velocity, but also for emotion. However, it is not
clear at present whether the resultant differences between
emotional categories can be attributed to the effect of emo-
tion per se, or whether they reflect differences in the visual
properties of each emotional stimulus. Further discussion
of this point is beyond the scope of this article.

GENERAL DISCUSSION

The present research clearly demonstrated the emer-
gence of RM in the perception of dynamic facial expres-
sions. To our knowledge, this is the first demonstration
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of the RM effect in the perception of dynamic facial ex-
pressions. The last images of the dynamic stimuli in all
velocity conditions were the same: 100% (Experiment 1)
or 80% (Experiment 2) emotional intensity frames. Nev-
ertheless, the perceived images were different across ve-
locity conditions, and the RM effect was stronger when
the facial expression changed more rapidly. This evidence
of the RM effect suggests that at the stage of visual pro-
cessing, motion information closely interacts with shape
information, which leads to the perception of transformed
(i.e., intensified emotional) images when processing dy-
namic facial expressions.

The emotional intensity of the last images of the dy-
namic stimuli influenced the size of the RM effect. The
last images were 100% intensity in Experiment 1 and 80%
in Experiment 2. The resultant RM effect was much larger
in Experiment 2 than in Experiment 1. This implies that
the RM effect obtained was not yielded on the basis of
lower level sensory processes. An informal survey after
the experiments revealed that participants had not noticed
that the images were artificial and made by computer ma-
nipulation—not even those images that exceeded 100%.
Hence, it seems difficult to explain this difference as a re-
sponse bias that was due to participants’ intentional avoid-
ance of selecting unnaturally intensified images.

As was mentioned earlier, the last images of the dy-
namic stimuli in Experiment 1 were those in which the
models moved their facial muscles at maximum level, and
it is quite rare for us to see such extreme emotional ex-
pressions in everyday social interaction (Russell, 1997).
When we do come across them, they may appear as a peak
expression of a changing sequence with close to zero ve-
locity. It may be that this experiential factor influences
perception, leading to a suppression of the emergence of
the RM effect.

A recent fMRI study (Sato et al., 2004) gives some
clues about the neural mechanisms that may be involved
in the RM effect of dynamic facial expression. In this
study, dynamic emotional expressions were presented,
and static images of emotional expression and dynamic
mosaics were used as controls. The analysis of brain acti-
vation indicated that, in comparison with both static facial
expressions and dynamic mosaics, higher activations were
observed for dynamic emotional expressions in the broad
brain regions including the inferior occipital gyri, the su-
perior temporal sulci (STS), the amygdala, the inferior
parietal lobule, and the premotor cortex.

Activation of the STS for dynamic facial expressions is
of particular interest, considering the evidence from other
neuroscience literature. This region is known to be active
in response to various types of biological motion stimuli,
such as movements of the eyes, mouth, hands, and body
(Allison, Puce, & McCarthy, 2000; Puce, Allison, Bentin,
Gore, & McCarthy, 1998). The STS is also related to the
perception of implied motion in static images (Kourtzi &
Kanwisher, 2000; Senior et al., 2000), which is known
to be another type of RM phenomenon (Freyd, 1987). A
typical example is that when perceiving a static image of
an object undergoing unidirectional movement—such as a
person jumping off a wall—people remember the position

of a person as being further along the path of movement.
The RM effect that emerges when perceiving dynamic
stimuli and when perceiving implied motion have in com-
mon a distortion of visuospatial information caused by
motion. Researchers have reported that in both monkey
and human visual cortices, the STS receives input from
both the ventral object recognition system and the dor-
sal spatial location—movement system (Oram & Perrett,
1996). This functional anatomy suggests that the STS in-
tegrates information about motion and shape. Taken to-
gether, the available evidence from the recent neurophysi-
ological literature seems to support the view that neural
pathways involving the STS are crucial for the RM effect
in perceiving dynamic facial expression.

In summary, the present results indicate that the RM ef-
fect that occurred when perceiving dynamic facial expres-
sion and velocity of the movement affected the size of the
effect. These results suggest that we possess a cognitive
mechanism that makes it possible to efficiently recognize
sudden changes of emotional state in others in a very short
period of time. Perceiving stronger emotion from rapid
changes of facial expression has high ecological value
and is beneficial for social interaction. Having this kind
of perceptual mechanism makes it easier to predict the
subsequent behavior a person will take. Rapid changes of
facial expression in others may also signal that something
new or unexpected has happened in the environment,
which also provides useful clues for an observer when in-
teracting with other people. Psychological mechanisms
for detecting these signals efficiently would be valuable
for higher organisms—especially for those living in soci-
eties, as humans do.
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NOTE

1. In both Experiments 1 and 2, we adopted the procedure in which the
participants were given a second chance to modify the image they had
chosen at the first presentation if they felt that it did not match well upon
observing the stimuli at the second presentation. Under this procedure,
the participants modified the image on about half of the trials (51.5%),
and the mean size of the modification was 0.7% (SD *6.8).

(Manuscript received May 5, 2006;
revision accepted for publication March 27, 2007.)




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 290
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 290
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 800
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [7200.000 7200.000]
>> setpagedevice


